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Abstract: To help young people understand socio-environmental systems and develop the confidence that meaningful action can be taken to address socio-environmental problems, young people need interactive simulations that enable them to take consequential actions in a familiar context and see the results. This can be achieved through reduced-form models with appropriate user interfaces, but it is a significant challenge to construct a system capable of producing educational models of socio-environmental systems that are localizable and customizable but accessible to educators and learners. In this paper, we present iPlan, a free, online educational software application designed to enable educators and middle- and high-school-aged learners to create custom, localized land-use simulations that can be used to frame, explore, and address complex land-use problems. We describe in detail the software application and its underlying computational models, and we present robust evidence that the accuracy of iPlan simulations is appropriate for educational contexts and preliminary evidence that educators are able to produce simulations suitable for their pedagogical goals and learner populations.
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1. Introduction

Many of the world’s most pressing challenges consist of socio-environmental systems: complex interactions among human (social, political, or economic) and natural (biophysical, meteorological, or ecological) processes [1]. Although it is critical to understand socio-environmental systems in order to address challenges such as global climate change, it is difficult for educators to make them accessible to learners. Even when learners begin to understand some of the mechanics of socio-environmental systems, the scale can make individual actions seem meaningless, while the slow rate of change can lead to underestimates of vulnerability, costs, and negative impacts [2–4]. In other words, it is challenging to help learners understand socio-environmental systems without disempowering them to take action on socio-environmental problems.

However, socio-environmental problems can also invoke the disorienting dilemmas that Mezirow [5] argues can lead to transformative learning. These dilemmas, which arise when new information challenges values or beliefs, can provoke reflection and stimulate action, helping learners (re)examine their own and others’ assumptions and view problems and proposed solutions from different perspectives. But as this suggests, the power of disorienting dilemmas as mechanisms for learning derives in large part from confronting
learners’ beliefs, biases, or basic assumptions. In the context of socio-environmental problems, learners are more likely to experience disorienting dilemmas if they are confronted with problems they see as personally relevant to themselves [6].

To make complex, often global problems personally relevant to learners, one effective approach is to localize them [7]. This situates authentic, real-world problems in a real place with which learners are familiar. But it is not sufficient for learning simply to transplant complex processes into some specific context, even one familiar to learners. To cultivate both understanding of socio-environmental systems and the confidence that something can be done about complex socio-environmental problems, learners need to be able to take consequential actions and see the results in order believe that those actions are meaningful [8]. This can be achieved through reduced-form models [9–11], simplified models that make complex systems more accessible to learners, stakeholders, and other non-experts without compromising the general accuracy of the underlying relationships and outputs. However, it is a significant challenge to construct a system capable of producing reduced-form models of socio-environmental systems that are meaningfully localizable and broadly accessible to educators and learners.

Most existing simulations, including serious games and other educational technologies designed to help non-specialists learn about complex socio-environmental systems and problems, do not fully address this challenge. Place-based environmental games and simulations represent a wide and expanding range of approaches to learning in place, but most are situated in only a single location (e.g., ElectroCity, Environmental Detectives [12], and Sol y Agua [13]) or in a generic locale (e.g., Quest Atlantis [14], LandYOUS [15], and Plan It Green). For example, LandYOUS is a serious game suitable for use by high-school-aged learners that models land management impacts on a range of indicators, but it takes place in an abstracted location and is a “god game” in the sense that players can make whatever changes they want without regard for stakeholders who may have different or even conflicting agendas. In contrast, the En-ROADS Climate Action Simulation [16] enables high school students to assume the role of stakeholders in business, government, and civil society and work in teams to come up with a plan to reduce projected warming. They can test their proposals using a simulator that models the effects of energy, emissions, and transportation policies on projected global temperature. However, the simulation does not model local conditions or issues, and it assumes unilateral action at a global scale. Decision support models can also serve educational functions, but few are useable by high-school-aged learners. Even models designed to be more user-friendly and accessible to policy leaders and other decision makers, such as GLUCOSE [17], are still too complex for teenagers, and most such models are limited to specific contexts and classes of socio-environmental problem (e.g., SimBasin [18], Sustainable Delta [19], and Virtual River Game [20]).

iPlan attempts to address the need for simulations of socio-environmental problem solving that young people can use to (a) model land-use impacts in a user-selected location; (b) address real-world planning challenges, including diverse and sometimes conflicting stakeholder perspectives; and (c) engage in authentic practices to solve complex socio-environmental problems.

1.1. Overview of the iPlan Modeling Platform

To enable educators, learners, civic representatives, and other non-specialists to construct localized simulations of land-use planning processes, we developed iPlan [21], a free, web-based software platform. Once a local iPlan land-use model is created, users can construct land-use scenarios [22] that relate specific land-use policies to projected effects on socio-economic and environmental indicators and use those scenarios to devise planning solutions that address the different and at times conflicting demands of simulated stakeholders. iPlan thus enables users to explore and evaluate possible solutions to complex, multi-objective land-use problems in their own local contexts.

With iPlan, users can select any location in the contiguous United States (CONUS) using a Google Maps interface and choose five ecological and socio-economic indicators to
include in the model. The indicators in iPlan reflect issues that are frequently invoked in land-use planning contexts, including measures of air and water pollution, greenhouse gas emissions, wildlife population levels, agricultural production, commercial activity, housing, and more.

Based on the location and indicators selected, iPlan generates (a) a land-use map of the selected region with, at most, 200 parcels, based on land-cover raster data and U.S. Census data, and (b) nine virtual stakeholders—business owners, environmental activists, and concerned citizens—who advocate for different issues that the indicators reflect. iPlan uses a set of optimization routines to divide the selected region into parcels, assign an appropriate land-use class to each parcel, and set stakeholder thresholds—minimum or maximum satisfactory values—for the selected indicators. The effect of each land-use class on each indicator is modeled either at the national level or at the biome level. All models were derived using spatial data, ecological simulations, or published findings. Collectively, this process results in localized, reduced-form models that are realistic and appropriately complex for non-specialists, who can use iPlan to explore the socio-environmental challenges involved in land-use planning and management.

In iPlan, the goal is to produce a new land-use plan for the modeled region that satisfies as many stakeholders as possible. To achieve this, users (a) read resources on the land-use classes, indicators, and simulated stakeholders; (b) use a map interface to model the effects of specific land-use changes on the selected indicators; (c) create land-use scenarios and submit them to the virtual stakeholders for feedback; and (d) utilize a graphing tool to determine how much change different stakeholders would like to see. Users have a limited number of feedback requests, so they are challenged to conduct experiments, or stated preference surveys [23], that help them determine with more precision the amount of change each stakeholder actually wants (see Figure 1).

Because the simulated stakeholders have different and often conflicting demands, users must identify and negotiate trade-offs. For example, one stakeholder may advocate for an increase in jobs, which is easiest to accomplish by re-zoning parcels for commercial or industrial use, but another stakeholder may want a decrease in greenhouse gas emissions, which will increase with commercial or industrial expansion. Thus, iPlan models not only the effects of land-use change on socio-economic and environmental indicators but also the acceptability of land-use change to various civic representatives. That is, iPlan constructs models that help people learn about the scientific and civic processes through which land-use planning is managed and contested.

iPlan was designed to integrate two effective approaches to learning. It facilitates place-based learning [24–28], in which learners engage in authentic problem solving situated in the place they live. Barab and colleagues [8] argue that, when learners work in a setting where they can make consequential decisions, they are more engaged in the learning activities.
because they believe their actions and decisions matter. Place-based curricula are thus effective because they provide consequential and realistic problem-solving activities in a location where learners are more likely to care about the consequences of their decisions [28]. *iPlan* enables educators or learners to choose both meaningful locations and relevant socio-economic and environmental issues to model, and it simulates authentic land-use planning practices, such as scenario construction and stated preference surveys. In this respect, *iPlan* also facilitates civic education [28,29] by supporting inquiry into and deliberation on public policy issues, simulating democratic and civic processes, and promoting the development of self-efficacy. Research has shown that young people with knowledge of civic issues and confidence in their deliberative abilities are more likely to take action on civic issues [29,30]. By placing learners in the role of a land-use planner interacting with community stakeholders, *iPlan* not only helps users understand the professional practices and civic processes of land-use planning but also to see themselves as potential stakeholders—that is, as citizens who can influence land-use decision-making.

To facilitate learning in these ways, *iPlan* needs to (a) construct accurate land-use maps of user-selected locations, (b) accurately model the impacts of land-use on issues that people care about, and (c) adequately simulate authentic planning practices and civic processes. In doing so, the system also needs to be accessible to educators and high-school-aged learners without expertise in land-use planning, computational simulation, or environmental modeling. As Zellner and colleagues [31] argue, there is a tradeoff “between representational fidelity and end-user intelligibility”. When models become too complex in the pursuit of more realistic representations, users become more myopically focused on understanding the model, hampering the learning and decision-making that the model is intended to facilitate. Learning gains derive less from the model itself than from the reflective and deliberative work that the model enables [32]. *iPlan* attempts to achieve this balance between fidelity and intelligibility for end-users who are teenagers and the educators who work with them, facilitating understanding of complex socio-environmental problems and the deliberative processes involved in addressing them while minimizing the risk that young people will regard them as problems too complex to solve.

### 1.2. Software Availability

*iPlan* version 1.0 [21] is a free, online software platform available at https://app.i-plan.us/. *iPlan* will run in Chrome, Safari, or Firefox on almost any laptop or desktop computer, tablet, or mobile smartphone with an internet connection.

### 1.3. Research Questions

To enable *iPlan* to construct realistic but intelligible land-use models of any location in CONUS, we developed and validated the following three primary functions: (1) the geospatial aggregation and parcelization process that divides each user-defined region into contiguous parcels and assigns a land-use class to each parcel based on geospatial land-cover data and U.S. Census data; (2) the set of land-use impact functions that quantify the effect of each land-use class on each indicator; and (3) the stakeholder threshold optimization routine that selects the minimum or maximum acceptable level that a stakeholder has for a given indicator. Collectively, these functions were designed to produce a land-use problem that is appropriately complex for high-school-aged learners, and we developed a graphical user interface that facilitates creation and use of *iPlan* land-use models by non-specialists.

In this paper, we focus on the following four research questions about the accuracy of these functions and the extent to which they produce land-use models that educators can use:

- **RQ1.** Are the land-use classifications produced by the *iPlan* geospatial aggregation process accurate?
- **RQ2.** Are the indicator values produced by the *iPlan* land-use impact functions accurate?
• RQ3. Do the values produced by the iPlan stakeholder threshold optimization routine match optimization targets?
• RQ4. Can educators use the iPlan system to produce land-use simulations that support their pedagogical goals and student populations?

We address each of these research questions by (a) describing our approach, (b) explaining the methods we used to assess the validity of the approach, and (c) presenting the results. We recognize that what counts as accurate, especially in reduced-form models, is highly contestable, and there are many approaches to assessing the performance of complex environmental models (see, e.g., [33]). Thus, our goal is not to show that the accuracy of iPlan models meets some a priori standard, but rather to provide evidence that the level of accuracy is acceptable given the intended uses of the system, and to provide the information that potential users need to make informed decisions about whether the platform is appropriate for their purposes. By describing in detail our modeling and game design decisions and testing the system’s performance, we hope to make transparent both the affordances and the limitations of the iPlan platform, facilitating successful use of the system in educational contexts.

2. Geospatial Aggregation and Parcelization of User-Defined Regions

2.1. Approach

The geospatial information used as the baseline data for the iPlan system was derived from the NWALT (U.S. Conterminous Wall-to-Wall Anthropogenic Land Use Trends) dataset developed by the U.S. Geological Survey [34]. The NWALT raster dataset assigns 20 land-use classes to 60 × 60 m grids. We reduced the original 20 land-use classes to 10 by removing rare or unneeded classes and consolidating similar ones (see Table A1 in Appendix A). Reducing the number of land-use classes decreases the cognitive complexity of the land-use models, making them more accessible to non-specialists, and ensures that the resulting classes can be used for the purposes of constructing land-use scenarios. For example, the original NWALT dataset includes land-use classes such as “anthropogenic other” that are potentially useful for describing existing miscellaneous land uses but make less sense as planning objectives.

After consolidating the NWALT land-use classes, we constructed four co-registered map layers at increasingly coarse scales using 2010 U.S. Census data (2020 U.S. Census data were not available at the time). Each layer contains contiguous polygons—census blocks, census block groups, census tracts, or counties—and each polygon in a layer is assigned a single land-use class. Land-use classes were assigned by selecting the class associated with the largest proportion of area in each polygon based on the underlying (reduced-class) gridded raster data. This geospatial aggregation can produce much simpler representations that retain a high degree of accuracy [35] (see Figure 2).

To generate a land-use map of a user-defined region that has broadly accurate land-use classes but a small enough number of distinct parcels to be accessible to non-specialists, we developed a parcelization optimization routine that operates on the constructed map layers. The goal of the optimization is to produce a land-use map of the user-defined region that has no more than 200 parcels. The number 200 was chosen based on prior work [7,36–38], which developed land-use planning simulations in several locations, for implementation with middle- and high-school students in both formal and informal educational settings and with citizens, as part of research and outreach efforts associated with actual planning processes.

The parcelization optimization begins by comparing the selected region against each map layer. The region selected will contain either ≤200 or >200 census blocks, which is the smallest area partition. If the region contains ≤200 census blocks, the system will simply use the census blocks to construct the map, and the map may have a smaller number of parcels than the target of 200. If the region contains >200 census blocks but ≤200 census block groups (the next smallest area partition), the optimization routine will use the census
block layer to construct a new parcelization. In general, the optimization routine attempts to use the nearest map layer that provides >200 polygons for the selected region.

Figure 2. Consolidated NWALT raster data (top) and the corresponding census block map layer (bottom).
To aggregate the >200 polygons from the nearest map layer into 200 parcels, we implement a heuristic based on minimum spanning trees and local search, which produces near-optimal solutions in very little time (typically less than 10 s). In brief, we define a parcel as a set of contiguous polygons, and we define the parcel’s land-use class as the largest class by area within the set of polygons that comprise the parcel. Ideally, the parcels that result from the aggregation of contiguous polygons will exhibit compactness: a circle- or square-like form. We want to avoid, for example, very long and narrow parcels. Our optimization routine generates 200 non-overlapping parcels which contain all the polygons present within the user-defined region. This allocation is guided by the objective of minimizing the sum of the areas of the polygons that have a different land-use class than the aggregated parcel. To ensure the compactness of each parcel, we only allow polygons from the same group in the next coarsest map layer to be combined: so, for example, only census blocks that are part of the same census block group can be combined into a parcel. (See Appendix B for more detail on the parcelization optimization routine.)

2.2. Validation Methods

Because the iPlan parcelization optimization routine only aggregates adjacent polygons with the same land-use classification in one of the pre-computed map layers, classification error in an iPlan map is equivalent to the classification error in the corresponding map layer. To assess the accuracy of the map layers that the optimization routine takes as inputs, we estimated the proportion of land area that is misallocated in the census block and census block group map layers based on the 10 consolidated NWALT classes (given in Table A1 in Appendix A).

To achieve this, we randomly selected, without replacements, 195,225 census blocks (~2% of the census blocks in CONUS) and 14,706 census block groups (~6% of the census block groups in CONUS). For each block and block group contained within the sample, we computed the proportion of area allocated to each of the 10 consolidated land-use classes based on the underlying NWALT data. We then compared these proportions to the land-use class allocated to the census block or census block group to estimate the error associated with the geospatial aggregation process.

2.3. Validation Results

Figure 3 shows the median correspondence by area between the iPlan map layers and the NWALT raster data. Parcels classed as timber in the iPlan map layers were omitted, because there were too few of them to make reliable estimates of classification accuracy.

![Figure 3](image-url)
As expected, classification accuracy is highest at the census block level (Figure 3, left). Census blocks have a minimum size of 30,000 square feet, slightly smaller than the 60 × 60 m rasters in the NWALT dataset, but there is no maximum size. Because the boundaries of census blocks are determined by features (roads, railroad tracks, waterways, etc.), non-visible boundaries (e.g., school districts), special land-use areas (e.g., military bases), and governmental boundaries (e.g., county and state borders), census blocks vary substantially in size and conformation. However, half of all census blocks are less than 280,000 square feet, or approximately seven NWALT rasters. Median accuracy in the census block map layer was highest for parcels designated high-density residential (Residential HD) and low-density residential (Residential LD) (1.00 and 0.95, respectively), followed by parcels designated industrial (0.87) and commercial (0.80). This is due to the fact that these land uses tend to align well with both visible and non-visible boundaries, and they are likely to cluster (e.g., housing developments, commercial districts). Accuracy was lowest for pasture (0.69) and wetland (0.60), though in both cases, the majority of error was due to limited use land, which is a catch-all category that includes any undeveloped or minimally developed land that was not classified as one of the other categories. In other words, land-use classification at the census block level was highly accurate, and the most significant errors occurred between land-use categories with high similarities.

Classification at the census block group level is, as expected, less accurate than at the census block level, due to the coarser spatial resolution, as block groups contain more than 50 blocks on average. Median accuracy was highest for high-density residential (0.75) and lowest for pasture (0.45) and wetland (0.44). As Figure 3 shows, error was more distributed at the block group level, though as with the block level, error was largely due to similar land-use categories. For example, the most significant source of error for commercial land was high-density residential, and the most significant source of error for both pasture and wetland was limited-use land.

Table 1 provides summary statistics for each iPlan land-use category at both the census block and census block group levels, including the mean classification accuracy (proportion of area correctly classified), the upper and lower bounds of the 95% confidence interval around the mean, and the variance.

| Table 1. Statistics summarizing the accuracy of land-use classification in the census block and census block group map layers, relative to the consolidated NWALT data. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                                 | Wetland         | Commercial      | Industrial      | Recreation      | Residential HD  | Residential LD  | Limited Use     | Cropland        | Pasture         |
| Census Block                    | Median          | Mean            | 95% CI UB       | Median          | Mean            | 95% CI UB       | Median          | Mean            | 95% CI UB       |
|                                 | 0.60            | 0.60            | 0.61            | 0.78            | 0.74            | 0.74            | 0.78            | 0.74            | 0.73            |
|                                 | 0.44            | 0.47            | 0.43            | 0.55            | 0.57            | 0.57            | 0.55            | 0.57            | 0.54            |
|                                 | 0.04            | 0.07            | 0.07            | 0.07            | 0.07            | 0.07            | 0.07            | 0.07            | 0.07            |
|                                 | 0.02            | 0.03            | 0.03            | 0.02            | 0.03            | 0.03            | 0.03            | 0.03            | 0.03            |
|                                 | CI = confidence interval; UB = upper bound; LB = lower bound; Residential—HD = high-density residential; Residential—LD = low-density residential. |

Overall, these results suggest that land-use allocation error in iPlan is within acceptable bounds for educational purposes. As Figure 4 shows, the majority of maps generated by users (58%) are less than 10,000 ha in area, and 90% of all maps created are less than 100,000 ha. That is, iPlan users generally focus on relatively small extents, so land-use classifications in the resulting maps are well aligned with local land-uses pattern.
Table 1. Statistics summarizing the accuracy of land-use classification in the NWALT system models the impacts of 10 land-use classes on 18 indicators, including measures of air and water pollution (lead emissions, NO\textsubscript{x} emissions, particulate matter, and runoff), greenhouse gas emissions, sensible heat (added heat advisory days), wildlife populations (birds and butterflies), agricultural products (biofuels, corn, corn-fed beef, and grass-fed beef), structural features (housing units, impervious surface area, and green space), economic performance (jobs and sales), and population (see Appendix C for more information on the indicators).

The relationship between each land-use class \( j \) and each indicator \( i \) for any map in a given biome is computed using a linear equation, \( I_{ij} = m_{ij}a_j \), where \( I_{ij} \) is the value of indicator \( i \) contributed by land-use class \( j \), \( m_{ij} \) is a multiplier that characterizes the impact of each hectare of land-use class \( j \) on indicator \( i \), and \( a_j \) is the total area in hectares of land-use class \( j \) in the map. The value of each indicator \( i \) for the whole map, then, is given by the sum of the values of \( I_{ij} \), as follows:

\[
I_i = \sum_{j=1}^{11} m_{ij}a_j
\]

Thus, the key challenge is to derive the values of the multipliers \( m_{ij} \), such that the relationship between a given land-use class and a given indicator in each biome is as accurate as possible, given the geographic scale and the availability of existing data and models. In most cases, each combination of indicator and land use is associated with only one multiplier, as regional variation is small enough to be insignificant, given the coarse scale of iPlan models and the prioritization of accessibility. In cases where regional variation is significant, multipliers were derived for each biome to reflect important differences in the effects of land-use in different geographic locations within the contiguous United States.
The runoff indicator was computed for groups of states, rather than biomes, because the best available dataset provided information for groups of states. We used a variety of approaches to construct suitable multipliers (for a summary of the methods and data used, see Appendix C).

For indicators for which spatial data were available, such as jobs and housing units, we co-registered the indicator data with the census block map layer. We then computed the mean contribution of each land-use class to the indicator at a national scale to estimate the value of the indicator per hectare of each land-use class. To achieve this, we (a) downloaded spatial data from the National Historical Geographic Information System (https://data2.nhgis.org/main; accessed on 12 October 2019) and reprojected the data from the projected coordinate system (i.e., USA Contiguous Albers Equal Area Conic) to the geographic coordinate system (i.e., GCS North American 1983 High-Accuracy Reference Network); (b) co-registered the values from the National Historical GIS data with the census block map layer, which assigns a single land-use class to each census block; and (c) computed the mean value of the indicator represented in the NHGIS data per hectare of each iPlan land-use class.

For indicators for which spatial data could be imputed, such as added heat advisory days, we used PEGASUS [39] to generate spatial data. PEGASUS is a reduced-form model that estimates ecosystem photosynthesis and net production using a light-use efficiency approach combined with surface energy and soil water budgets [40–43]. The model is driven by daily data on temperature, precipitation, and potential sunshine hours. Daily data come from linear interpolation of the Climatic Research Unit monthly climatology of the global land surface at 10’ latitude/longitude resolution [44]. In addition to climate data, the model uses the International Soil Reference and Information Centre’s- WISE data on soil available water capacity [45]. For iPlan, PEGASUS was run assuming native vegetation and run again assuming complete land surface coverage with an impervious surface to simulate balances of energy and water for each land-use class. The impervious surface was parameterized by changing surface albedo, plant canopy coverage, and soil percolation constants. The simulation outputs were then combined in weighted averages according to the proportion of impervious surface area of each land-use class [46]. The process of deriving multipliers from that point was the same as that described above.

For indicators for which spatial data were neither available nor were able to be modeled at this scale, such as birds (American robins, Turdus migratorius) and butterflies (monarch butterflies, Danaus plexippus), we derived multipliers based on published findings that report relationships between indicator levels and land-uses by area (see Appendix C).

Once multipliers were computed for every combination of land use and indicator in each of the nine biomes in CONUS, we produced lookup tables that iPlan uses to compute the effects of land-use change. The results are communicated to the user in two ways: (1) in the map interface, changes in indicators are displayed as percent change from the initial value (thus, all percentages are zero for the initial map); and (2) for each submission of a land-use scenario to the virtual stakeholders, users can see the value of the indicator in its native units by accessing the data tab.

To illustrate this process in more detail, in the next section we describe how we determined the contributions of different land uses to anthropogenic greenhouse gas emissions.

Modeling the Impact of Land Use on Greenhouse Gas Emissions

Multipliers for anthropogenic greenhouse gas emissions (GHGs) were developed from a 2018 national emissions inventory [47]. This inventory was based on economic activities (e.g., shipping goods by rail), not on land uses nor on a land-area basis. To compute GHG multipliers for land-uses in iPlan, we developed a multi-step method to map the activity-based GHG emissions onto specific land uses.

The national emissions inventory breaks GHGs into five basic categories (see Table 2). These values include the emissions due to electric power generation for each category.
Table 2. U.S. annual greenhouse gas emissions by economic sector (Table ES-7 in [47]).

<table>
<thead>
<tr>
<th>Sector</th>
<th>MMT CO$_2$e *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transportation</td>
<td>$1.86 \times 10^3$</td>
</tr>
<tr>
<td>Industry</td>
<td>$1.90 \times 10^3$</td>
</tr>
<tr>
<td>Agriculture</td>
<td>$6.51 \times 10^2$</td>
</tr>
<tr>
<td>Commercial</td>
<td>$1.06 \times 10^3$</td>
</tr>
<tr>
<td>Residential</td>
<td>$1.00 \times 10^3$</td>
</tr>
</tbody>
</table>

* MMT CO$_2$e = million metric tons of CO$_2$ equivalents, the standard unit for total greenhouse gases that accounts for differences in radiative forcing between gases.

First, we distributed transportation emissions into other categories, as the iPlan system does not model transportation directly. This was achieved by making a set of estimations about the types of transportation used in each of the other economic sectors (see Table 3). The majority of emissions are for personal transportation and so were allocated to the residential sector. Many of the remaining emissions involved freight transportation. Freight was considered on an “activity” basis rather than a “consumption” basis, consistent with the general method of the national emissions inventory. For example, coal freight was considered industrial because of its immediate use at a steel mill or chemical refinery, rather than being considered partly residential due to the consumption of steel or chemicals in homes. In general, freight within a vehicle type was allocated according to U.S. tonnage statistics. This assumes that the tonnage of each commodity was transported a similar distance, which may not be the case. Ton-miles would have been a better basis for allocation, but with the exception of truck freight, ton-miles statistics were not available in the necessary granularity of vehicle and commodity types. International bunker fuel use in ports (4% of total transportation emissions) was omitted due to the difficulty of attribution to the land-use types in iPlan.

Table 3. U.S. annual transportation emissions by economic sector (vehicle type totals from Tables 3–12 in [47]).

<table>
<thead>
<tr>
<th>Fuel Type</th>
<th>Vehicle Type</th>
<th>Total MMTCO$_2$e</th>
<th>Residential</th>
<th>Commercial</th>
<th>Industrial</th>
<th>Agricultural</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gasoline</td>
<td>Passenger cars $^1$</td>
<td>744.90</td>
<td>744.90</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Gasoline</td>
<td>Light-duty trucks $^{1,2}$</td>
<td>294.60</td>
<td>294.60</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Gasoline</td>
<td>Medium and heavy trucks $^3$</td>
<td>40.40</td>
<td>0.00</td>
<td>1.21</td>
<td>31.11</td>
<td>8.08</td>
</tr>
<tr>
<td>Gasoline</td>
<td>Buses $^1$</td>
<td>0.90</td>
<td>0.90</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Gasoline</td>
<td>Motorcycles $^1$</td>
<td>3.80</td>
<td>3.80</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Gasoline</td>
<td>Recreational boats $^1$</td>
<td>10.70</td>
<td>10.70</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Diesel</td>
<td>Passenger cars $^1$</td>
<td>1.21</td>
<td>0.00</td>
<td>31.11</td>
<td>8.08</td>
<td>0.00</td>
</tr>
<tr>
<td>Diesel</td>
<td>Medium and heavy trucks $^3$</td>
<td>376.40</td>
<td>0.00</td>
<td>11.29</td>
<td>289.83</td>
<td>75.28</td>
</tr>
<tr>
<td>Diesel</td>
<td>Buses $^1$</td>
<td>17.00</td>
<td>17.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Diesel</td>
<td>Rail $^4$</td>
<td>36.70</td>
<td>0.00</td>
<td>0.00</td>
<td>29.36</td>
<td>7.34</td>
</tr>
<tr>
<td>Diesel</td>
<td>Recreational boats $^1$</td>
<td>2.80</td>
<td>2.80</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Diesel</td>
<td>Ships and non-recreational boats $^5$</td>
<td>11.10</td>
<td>0.00</td>
<td>0.00</td>
<td>9.44</td>
<td>1.67</td>
</tr>
<tr>
<td>Jet Fuel</td>
<td>Commercial aircraft $^6$</td>
<td>120.40</td>
<td>96.32</td>
<td>8.03</td>
<td>8.03</td>
<td>8.03</td>
</tr>
<tr>
<td>Jet Fuel</td>
<td>Military aircraft $^7$</td>
<td>12.30</td>
<td>0.00</td>
<td>0.00</td>
<td>12.30</td>
<td>0.00</td>
</tr>
<tr>
<td>Jet Fuel</td>
<td>General aviation $^8$</td>
<td>33.40</td>
<td>8.35</td>
<td>8.35</td>
<td>8.35</td>
<td>8.35</td>
</tr>
<tr>
<td>Aviation Gasoline</td>
<td>General aviation $^8$</td>
<td>1.40</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
<td>0.35</td>
</tr>
<tr>
<td>Residual Fuel Oil</td>
<td>Ships and non-recreational boats $^5$</td>
<td>12.90</td>
<td>0.00</td>
<td>0.00</td>
<td>10.97</td>
<td>1.94</td>
</tr>
<tr>
<td>Natural Gas</td>
<td>Buses $^1$</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Natural Gas</td>
<td>Pipeline $^9$</td>
<td>39.60</td>
<td>0.00</td>
<td>0.00</td>
<td>39.60</td>
<td>0.00</td>
</tr>
<tr>
<td>LPG</td>
<td>Light-duty trucks $^{10}$</td>
<td>0.10</td>
<td>0.00</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>LPG</td>
<td>Medium and heavy trucks $^3$</td>
<td>0.40</td>
<td>0.00</td>
<td>0.01</td>
<td>0.31</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Table 3. Cont.

<table>
<thead>
<tr>
<th>Fuel Type</th>
<th>Vehicle Type</th>
<th>Total MMTCO$_2$e</th>
<th>Residential</th>
<th>Commercial</th>
<th>Industrial</th>
<th>Agricultural</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPG</td>
<td>Buses $^1$</td>
<td>0.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1779.60</td>
<td>1199.52</td>
<td>29.28</td>
<td>439.66</td>
<td>111.14</td>
</tr>
</tbody>
</table>

$^1$ Assumed to be for personal transportation. $^2$ Includes pickup trucks, minivans, and sport-utility vehicles. $^3$ U.S. truck freight tonnage is 20% agricultural products. Mixed truck freight (3%) is assigned to the commercial sector and the remainder (77%) to the industrial sector (see Table 8 of [48]). Between different kinds of commodities, tonnage was assumed to be proportional to ton-miles. $^4$ U.S. rail freight tonnage is 20% grain, farm products, and farm chemicals. Industrial tonnage is 80% (see Table 13 of [48]). $^5$ U.S. water freight tonnage is 15% agricultural commodities and 85% industrial (see Table 19 of [48]). $^6$ In the U.S., approximately 20% of airline trips are for business [49]. Without a basis for further attribution, commercial aircraft emissions for business travel were divided evenly among non-residential sectors. $^7$ In iPlan, military land use is part of the industrial land-use class. $^{8}$ No basis for attribution was found, so general aviation emissions were distributed evenly across sectors. $^9$ See Table 2 of [48]. $^{10}$ Liquefied petroleum gas (LPG) is currently used for fleet transportation [50]. No further basis for attribution was found, so these emissions were distributed evenly across non-residential sectors.

After attribution of transportation emissions, we next addressed the sequestration of CO$_2$ due to land management (see Table 4). In the inventory, net sequestration due to land management counts photosynthesis and ecosystem respiration but not direct emissions from fuel burning that occurs as part of land management, which is counted elsewhere. Forest land creates a significant net uptake of CO$_2$, and human settlements also store CO$_2$ via urban trees, soil carbon uptake from grass clippings, and organic matter in landfill. However, cropland and grassland have net emissions, due to land clearing and soil carbon loss.

Table 4. Net GHG annual emissions due to land use (Table ES-4 of [47]).

<table>
<thead>
<tr>
<th>Land Use</th>
<th>MMT CO$_2$e</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest</td>
<td>$7.41 \times 10^2$</td>
</tr>
<tr>
<td>Cropland</td>
<td>$-1.40 \times 10^1$</td>
</tr>
<tr>
<td>Grassland</td>
<td>$-2.00 \times 10^1$</td>
</tr>
<tr>
<td>Residential</td>
<td>$3.60 \times 10^1$</td>
</tr>
</tbody>
</table>

With transportation and sequestration from land use included, the new sector totals for GHG emissions are given in Table 5. Emissions are also shown on a per-hectare basis. These were calculated by dividing sector emissions by the total area of the corresponding land-cover classes for CONUS in the NWALT dataset [34].

Table 5. U.S. annual GHG emissions by major sector, including transportation and land-use.

<table>
<thead>
<tr>
<th>Sector</th>
<th>MMT CO$_2$e</th>
<th>MT CO$_2$e/ha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial and Mining</td>
<td>$2.34 \times 10^3$</td>
<td>$9.30 \times 10^2$</td>
</tr>
<tr>
<td>Agricultural</td>
<td>$7.96 \times 10^2$</td>
<td>$4.14 \times 10$</td>
</tr>
<tr>
<td>Commercial</td>
<td>$1.09 \times 10^3$</td>
<td>$2.92 \times 10^2$</td>
</tr>
<tr>
<td>Residential</td>
<td>$2.16 \times 10^3$</td>
<td>$1.55 \times 10^2$</td>
</tr>
<tr>
<td>Forest</td>
<td>$-7.45 \times 10^2$</td>
<td>$-3.53 \times 10$</td>
</tr>
</tbody>
</table>

With all the major CO$_2$ sequestration and GHG emission fluxes included, we next assigned the GHG emissions from the various sectors to the land-use classes in iPlan.

The GHG emissions from the industrial and mining sectors were assigned to the iPlan land-use class industrial, commercial was assigned to commercial, and forest was assigned to timber. We separated the residential sector into the residential—HD and residential—LD land-use classes in iPlan. We achieved this using data on total household GHGs from Jones and Kammen [51]. Their study took a consumption perspective, which
claims GHGs from other sectors that contribute to household consumption, including food, energy, transportation, goods, and services. Although the total GHGs attributed to residential categories by Jones and Kammen are accordingly higher than the totals in the U.S. Environmental Protection Agency (EPA) inventory, we used the ratio of high-density to low-density residential GHG emissions from their study to divide GHGs between the two residential land-use classes in iPlan. Although the ratio of high-density residential to low-density residential GHGs is slightly less than one on a per-capita basis, it is approximately 4:3 when expressed on a land-area basis. This 4:3 ratio was subsequently used to partition the inventory-based GHGs between residential land-use types.

The GHGs for the agricultural sector were similarly partitioned between the cropland and pasture land-use classes used in iPlan. The U.S. Environmental Protection Agency’s Greenhouse Gas Inventory Data Explorer \cite{52} indicates that the total GHGs of crop and animal production in the United States are roughly equal; therefore, we assumed equal rates of GHG emissions from cropland and pasture. However, this almost certainly inflates the GHG emission rate for pasture because a significant but poorly defined proportion of animals are raised in confinement instead of pasture \cite{53}. That said, we ignored the smaller land area of pasture relative to cropland, which deflates the pasture GHG emission rate. Because we lack the basis for more nuanced partitioning of agricultural GHGs on a land-area basis, we used one GHG emission rate for both agricultural land types (cropland and pasture), which is non-zero but far less than the emissions from industrial, commercial, and residential land uses.

All the remaining, low-use land types (limited use, wetlands, recreation) were assigned zero GHGs due to lack of inventory data that aligns with the limited-use land categories in iPlan. This assignment has the benefit of differentiating low-intensity land uses, such as parks, wetlands, and minimally developed regions, from the agricultural and forestry land classes. The final set of multipliers for GHG emissions is shown in Table \ref{tab:6}.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Land Use & GHGs (Metric Tons of CO$_2$e/ha/yr) \\
\hline
Commercial & $1.59 \times 10^2$ \\
Cropland & $2.73 \times 10^2$ \\
Industrial & $9.30 \times 10^2$ \\
Limited Use & $0.00 \times 10$ \\
Pasture & $2.73 \times 10$ \\
Recreation & $0.00 \times 10$ \\
Residential—HD & $1.94 \times 10^2$ \\
Residential—LD & $1.38 \times 10^2$ \\
Timber & $-3.53 \times 10$ \\
Wetlands & $0.00 \times 10$ \\
\hline
\end{tabular}
\caption{GHG emission multipliers used in iPlan.}
\end{table}

Two caveats about the GHG multipliers should be noted. First, since inventory GHGs are due to human activity and mostly to fossil fuel combustion, the multiplier values were assumed to be independent of biome. Therefore, only one GHG multiplier per land use type was created for all of CONUS, even though the net sequestration values from agriculture, forestry and human settlements do vary across regions. Second, the EPA inventory values are for the entire United States, not just CONUS. However, Alaska and Hawaii together comprise just 1% of U.S. energy-related emissions \cite{54}, so the U.S. emissions were used to approximate CONUS emissions.
3.2. Validation Methods

To validate this process, we compared the outputs of the iPlan GHG emissions equations, which are land-use based, to values contained in the Vulcan Project’s annual emissions data [55], an inventory-based dataset that was not used to derive the iPlan multipliers. The Vulcan dataset provides GHG emissions values for all locations in CONUS at 1 km spatial resolution and is in good agreement with GHG emissions calculated from atmospheric samples [56]. The Vulcan authors intend the data for use by municipalities to calculate their own GHG emissions, in lieu of expensive self-inventories, and thus Vulcan data are presented at a relevant spatial resolution for iPlan.

Vulcan presents annual (2010–2015) GHG emissions from combined fossil fuel combustion and cement production, which is abbreviated “FFCO₂”. Vulcan includes information on combustion economic sector (e.g., on-road, residential, electricity, or airport), combustion subsector (e.g., vehicle class or building type), combustion process (e.g., boiler, turbine, or engine), and fuel description (e.g., individual petroleum fuels or coal grade). Although the dataset is gridded, the underlying data were individual point, line, and polygon source elements chosen and processed to represent census block-group sizes or finer. The “spatialization” of FFCO₂ onto a 1 km grid was undertaken using federal datasets produced by the Federal Emergency Management Association, the Department of Energy, the Federal Highway Administration, the EPA, and others.

Our GHG validation exercise compared FFCO₂ from the year 2015 to iPlan GHG emissions output at three different spatial scales: 300 × 300 km, 30 × 30 km, and 3 × 3 km. Locations across CONUS were randomly selected for each spatial scale, with 1661, 585, and 122 sites chosen at the 3 km, 30 km, and 300 km scales, respectively. Bodies of water were excluded from the analysis. At the randomly chosen sites, the sums of FFCO₂ and GHG emissions were computed for the sample area, and then Pearson’s correlations between the set of FFCO₂ and GHG sums were calculated for each of the three scales. It should be noted that total U.S. GHG emissions are somewhat larger than FFCO₂ since GHGs include fluxes from agriculture and land-use change.

3.3. Validation Results

Figure 5 shows the correlations between the inventory-based FFCO₂ emissions in the Vulcan dataset and the land-use-based GHG emissions computed in iPlan at three spatial resolutions.

![Figure 5. Correlations between the inventory-based GHG emissions in the Vulcan dataset (y-axis) and the land-use-based GHG emissions computed in iPlan (x-axis) at three spatial resolutions.](image)

At the coarse spatial resolution (300 × 300 km), there is a high correlation (Pearson’s \( r = 0.95 \)) between the Vulcan data and the iPlan system’s computed GHG emissions. This indicates that iPlan is accurately computing the overall load of GHG emissions. As expected, the correlation decreases substantially with increasing spatial resolution: for 30 × 30 km samples, Pearson’s \( r = 0.72 \), and for 3 × 3 km samples, Pearson’s \( r = 0.20 \). iPlan consistently
computes higher GHG emissions values than those in the Vulcan dataset, in part because the assignment of GHG emissions from power plants and transportation in iPlan is distributed to other land-use classes, such as residential and commercial. For example, iPlan models the fact that electricity demand in households and businesses is the primary cause of GHG emissions at power plants. Samples with smaller areas are less likely to include power plants, and therefore there is greater divergence between the Vulcan values and the iPlan outputs with increasing spatial resolution.

4. Optimization of Stakeholder Preferences

4.1. Approach

A key feature of iPlan simulations is the ability, not only to model the impacts of land use on various indicators, but also to construct land-use scenarios for submission to virtual stakeholders who provide feedback on proposed land-use changes. Because each land-use model created by the iPlan system is a unique result of user selection and non-deterministic optimization, the preferences of the virtual stakeholders need to be set automatically, such that the resulting land-use problem space is neither too simple nor too complex. To achieve this, we constructed a large set of stakeholders, assigned one indicator to each stakeholder, determined whether they would advocate for that indicator to be above or below some threshold, and then developed an optimization routine to set the thresholds such that the resulting land-use problem would have an appropriate level of complexity.

In iPlan, a land-use model includes nine virtual stakeholders, each of whom advocates for land-use based on one indicator. Thus, because each model includes five indicators, there are two stakeholders who care about four of the indicators, and one stakeholder who cares about the fifth. The nine stakeholders are representatives of three fictitious groups: the Local Business Consortium, the Environmental Justice Center, and the Community Coalition. These groups were designed to reflect the three largest constituencies in planning processes: business leaders and owners, environmentalists, and residents.

We constructed 54 virtual stakeholders, each of whom has a name, image, job, brief biography, stakeholder group, and indicator. We developed 54 so that each of the 18 indicators is associated with one member from each of the three stakeholder groups. For each stakeholder, we also determined whether they prefer their assigned indicator to be above or below some threshold. For every indicator, there is at least one stakeholder who desires it to be below a threshold and at least one who desires it to be above a threshold, which models the fact that different constituencies have different goals. For example, a business lobby may advocate expanding commercial or industrial development to increase jobs and revenue, while homeowners may oppose such expansion due to the increased traffic, pollution, or noise.

The system selects the nine stakeholders for each land-use model based on the indicators chosen and a prioritization algorithm, then the system runs an optimization routine to set the indicator threshold for each stakeholder. This process is explained in detail in Appendix D. The objective of the optimization is to set the thresholds, such that the distribution of land-use scenarios that satisfy some number of stakeholders matches a target distribution. The default target distribution (see Figure A1) is based on prior work developing land-use simulations for use by high-school and adult learners [7,36–38], but a key advantage of this approach is that the difficulty of iPlan simulations can be adjusted simply by adjusting the target distribution.

Because there are $11^{200}$ possible land-use scenarios that can be constructed for a given land-use model, we use a sampling process to generate a set of reasonable land-use scenarios for that model, which in turn generates distributions of indicator values from which to select and optimize threshold levels. There are two constraints on this optimization, as follows: (a) no more than four stakeholders can be satisfied with the initial map produced by the parcelization process, and (b) two stakeholders assigned the same indicator cannot have the same threshold.
4.2. Validation Method

To validate the stakeholder threshold optimization routine, we randomly selected 6000 rectangular extents with diagonals of approximately 10 km. Each extent was processed using the parcelization optimization routing, to create 6000 extents with 200 parcels each. For each extent, five indicators were randomly selected, and then the stakeholder threshold optimization routine was applied.

4.3. Validation Results

Figure 6 shows the correspondence between the output of the stakeholder threshold optimization routine and the target distribution, which indicates that the optimization process can reliably produce stakeholder thresholds that approximate the target distribution.

![Figure 6. Histogram showing the target distribution (dark grey) and the mean obtained distribution with 95% confidence intervals produced by the stakeholder threshold optimization routine (light grey). The height of the bars represents the proportion of sample land-use scenarios that satisfy each number of stakeholders.](image)

This result also suggests that adjusting the target distribution could provide a useful mechanism for controlling the difficulty of the land-use simulations that *iPlan* produces.

5. Use of the *iPlan* Platform in Educational Contexts

To integrate all the modeling features of *iPlan* into a usable simulator, we developed an ArangoDB graph database for storing the geospatial data. By indexing all the parcels in every map layer and precomputing their locations and adjacencies, we can run the parcelization optimization routine in a matter of seconds. To develop the software application, we used the Ionic platform. Ionic is an HTML5 (HyperText Markup Language version 5) mobile application development framework for building hybrid mobile apps (small websites running in a browser shell as an app that can mimic native apps). Unlike pure native apps, hybrid mobile apps are faster to develop and deploy and can function on a broader range of platforms. This enables *iPlan* to run on any platform with an Internet browser, including laptops, Chromebooks, tablets, and mobile phones.

A key affordance of this approach is that users can construct land-use simulations in *iPlan* and share them with other users. For example, educators can construct a land-use simulation and share it with learners, so that all learners are using identical simulations to construct their land-use scenarios. This process involves simply sharing a URL, and anyone who logs in to *iPlan* using that URL will have access to that model. However, each
user will have their own copy of the model; the current version of iPlan does not support collaborative use.

At the time of this writing, more than 2000 individuals have used iPlan to construct and explore land-use models of regions in 40 U.S. states. Educators have successfully constructed and used iPlan models in a variety of subject areas and learning contexts, including in units on water quality, urban planning, sustainable cities, ecological restoration, human geography, and general biology. The following examples illustrate three ways educators have integrated iPlan into their curricula and provide preliminary evidence that they are able to use iPlan to achieve their educational goals.

5.1. Example Uses of iPlan in Classroom Contexts

5.1.1. Introduction to Science, Technology, Engineering, and Math (STEM) Disciplines and Careers

At a high school with a predominantly Black and Latine student population in Pawtucket, Rhode Island, iPlan is part of a class designed to introduce 9th-grade students to STEM disciplines and the social impacts of STEM professionals. For the climate science and land-use planning unit, the teacher begins with lessons on greenhouse gases, the carbon cycle, and the ozone layer, then uses iPlan to help students understand how land-use planning can address environmental challenges like the greenhouse effect but that there are trade-offs in doing so. At the beginning of the simulation, students often expressed a sense of hopelessness: “Can we ever get to net zero?” or “Did you give us this assignment so you could stress us out? Nobody can be happy”. But by the end, she said, “students felt more confident that there are things that can be done”. They recognized the challenges and tradeoffs involved, but they also saw how those challenges and tradeoffs could be addressed.

One of the teacher’s goals for the unit was to have more grounded conversations with students about how land-use planning works. Specifically, she wanted them to see that they could have a voice in land-use planning processes: “I wanted students to have a better appreciation of the range of stakeholders . . . even to the point where they could see that they could be stakeholders. . . . It’s not just to beat the game, pleasing people . . . but these are people in the real world and you could have a say in this”. While iPlan places the user in the role of a planner, not a stakeholder, the virtual stakeholders were constructed to represent a broad range of people, with various appearances, backgrounds, and social roles, to help learners see that stakeholders are simply “people in the real world”.

The teacher also felt that it was important to link STEM professional activities to social impacts in their community. During one semester, the unit took place during a heat wave, prompting a conversation about the relationship between land-use and extreme heat in the context of climate justice. Another time, the class discussed a strip mall down the street from the school that was being redeveloped, and specifically, the process through which such development happens: “Before anyone builds they have to go to the zoning board. There’s a group of people making these decisions. They can’t just plop a business down in a housing neighborhood”. Overall, the teacher felt that the simulation helped her students understand both the relationships between land-use and environmental or socio-economic issues and the civic process of land-use planning.

5.1.2. Life on Earth, Localized

At an underfunded high school in rural Massachusetts, iPlan is part of a “Life on Earth” class for 11th- and 12th-grade students. The teacher uses iPlan in a unit on land-use planning to learn about planning practices, explore multi-objective problems with no perfect solution, experience the challenge of representing diverse perspectives, and understand quality indicators. The teacher sees the class as an important way to engage disenfranchised students, noting that it “keeps kids coming back to school”.

One of the advantages of iPlan, she noted, is that it is the “only opportunity students have where they have to represent other people. . . . They aren’t a player, they don’t have
an avatar”, which “focuses them on the stakeholders”. It was important to her that the students not only learn about the relationships between land use and the environment but also that civic processes often involve negotiating among competing priorities. For example, in one semester, she had her students use a simulation of a neighboring town, a formerly successful industrial area “where there are a lot of closed mills”. She had them focus on increasing jobs in the area but wanted them to recognize how re-industrialization can also lead to environmental harms. It successfully stimulated conversations on tradeoffs and the challenges involved in solving multi-objective problems.

The teacher also incorporated the town’s actual planning work into the class, as the town is currently considering proposals for redevelopment of the site of a former state institution that is walking distance from the school. The town planner visited the class, and after using iPlan, the students produced a plan for the site and an accompanying vision statement to help them understand one way that young people can engage in civic decision-making; they were familiar with other towns that are “struggling and fading, … they know what happens when there isn’t a coordinated effort by people who care”. The teacher then submitted the proposals of willing students to the local planning board. The first time she brought student proposals to the planning board, the members “were absolutely floored [that students] were actively engaged in the planning process”. iPlan provided “a direct link between … school learning and this very important project that has the potential to influence … [our town] for decades to come”. When she told her students how the planning board reacted to their proposals, “there was a lot of blushing going on. … They were really proud”.

5.1.3. Field Biology

At the largest high school in New Hampshire and the public high school for six small towns, iPlan is used as part of a “Field Biology” elective. In the “Freshwater” unit, students learn about runoff and pollution, conduct water quality tests of a nearby lake, and then use iPlan in the same location as their testing site. The class is visited by the town planner, and then they use iPlan to try to improve the health of the lake while also accommodating a growing population. “They know the health of the lake is not great, so they do not want to do anything [in iPlan] to make it worse”. iPlan helps interest the students in the way land-use planning can be used to address the effects of climate change, such as warming temperatures leading to declining water quality in the lake, which is an important part of the local ecology and economy.

Like other educators, the teacher reported that iPlan works well for students who do not respond well to more traditional curricula. “Every student was engaged, even my students who always put their heads down”, because they could take meaningful action on issues that otherwise felt remote and unchangeable. One of the boys “who usually doesn’t do anything [in class]”, she explained, even started using iPlan on his own just to see the land-use maps of other locations. She also saw iPlan as a useful tool for helping students to support one another’s learning. Students often talk while they play, sharing information: “One kid would say, ‘I can’t make so-and-so happy’ and then another would say ‘trying changing X to Y’ … or “if you change this to that, the birds go way down”.

5.2. Summary of Educators’ Experiences with iPlan

Feedback from educators (N = 19) is being collected using a semi-structured interview protocol and survey. While the number of survey responses is currently too low for meaningful quantitative analysis, which will be conducted in a future study, preliminary qualitative analysis indicates broad agreement from educators that iPlan (a) produces realistic, accessible land-use models that are easy to use; (b) supports learning about the relationship between land-use and indicators, multi-objective problems with diverse solutions, the challenge of representing diverse perspectives, and the ways in which scientific and civic practices are interrelated; (c) works well with a range of learners, and in particular with learners who are not engaged by more traditional learning modalities; and
(d) facilitates engagement with real-world planning processes. As one teacher from Boston summarized it:

The iplan tool is a very realistic modeling tool. It was easy to use for both me and my students, and allowed each student to engage with the model at their own level. I loved the fact that we could model our community—I have been struggling to find ways to teach about ecological restoration, and its implications at the local level, that shows kids real world applications, and this tool really helped me do that. My students really buy into learning more when the topic at hand relates to where they live, play, and go to school.

While all educators interviewed to date offered suggestions for improvement or requested additional features, they agreed that the platform addresses their educational needs by providing learners with realistic, localized land-use models in an authentic simulation of scientific and civic land-use planning practices.

These findings are in alignment with previous studies of iPlan usage. For example, the Massachusetts Audubon Society and Rhode Island Environmental Education Association conducted a pilot study [57] with 10 high-school teachers who implemented iPlan in 24 sessions with 321 students (a total of 2185 contact hours). All 10 teachers reported that iPlan was “easy to use,” and 9 out of 10 reported that they could integrate iPlan simulations into future classes. The study also surveyed students (N = 281) about their experience using the simulations. Fifty-three percent reported that the simulation was “easy to use” (only 20% reported that it was not easy to use); 56% reported that it was “fun to use” (only 18% reported that it was not fun to use); and 63% reported that they “were focused while using iPlan” (only 12% reported that they were not focused). In other words, both teachers and students reported a positive user experience, and the primary finding was that teachers need more support integrating iPlan effectively into their curricula. To that end, the Rhode Island Environmental Education Association is currently developing curriculum units that provide wrapper activities and professional development supports for teachers, and other curriculum units have been developed to help teachers use iPlan more effectively [58].

6. Discussion

In this paper, we described iPlan, a free, online software application that enables educators and learners to easily create and implement custom land-use simulations of any location in CONUS. Learners can use iPlan simulations to construct land-use scenarios, see the effects of land-use change on environmental and socio-economic indicators, and explore how simulated stakeholders respond to proposed changes as they attempt to devise land-use plans that satisfy as many stakeholders as possible. We presented evidence that the three primary computational models—which produce parcelized land-use maps of user-defined locations, calculate the local effects of land-use change on various indicators, and set stakeholder priorities—are sufficiently accurate for educational purposes. Moreover, initial interviews with educators indicate that (a) the system creates realistic representations of local conditions, (b) educators can construct simulations that meet their curricular and pedagogical needs, and (c) iPlan is an effective educational technology, especially for learners less motivated by more traditional curricula.

As with any model, and especially with reduced-form models, there is no standard way to determine what counts as “accurate enough” for the intended purposes. However, by describing our modeling methods in detail and systematically testing model performance against known standards, we demonstrated that iPlan achieves its modeling goals, and we provide information that enables potential users to determine if the software will meet their needs.

There are, of course, many important factors that iPlan does not account for when simulating the effects of land use on environmental and socio-economic indicators, including transportation, adjacency effects, and temporality. Because the software needs to be accessible to educators and learners, the system excludes these and other relevant factors to make the problem space more tractable and to help learners understand basic relationships
between land use and issues that people care about. However, in future versions, we plan to incorporate several additional functionalities based on feedback from educators, including (a) modeling the effects of land-use change under a set of assumptions about how climate change will affect the selected location; (b) modeling the effects of land-use change broken out by demographic categories and spatially distributed based on properties of the selected location; and (c) modeling the effects of land-use adaptations, such as shade tree planting, construction of flood barricades, and solar panel installation, on select indicators. While this will present challenges for accessibility, we believe these can be addressed by optimizing the number of parcels included in the land-use map, the number of indicators and land-use classes/modifications included in the simulation, the number of demographic categories and other data layers included in the model, the difficulty of satisfying the virtual stakeholders (i.e., the target distribution used to set stakeholder preferences), or the number of stakeholder feedback requests allotted (this is the means of modulating the tractability of current iPlan simulations).

A key finding of user experience testing to date is that educators need more support for integrating iPlan effectively into their curricula, including professional development and suggested wrapper activities that supplement or enhance the activities in the iPlan system [57,58]. This work is ongoing and will be described in a future paper. However, it points to a key challenge in the design of learning systems more broadly, namely that the flexibility of customization requires different skills from educators to successfully utilize them [59]. This will involve developing and testing new models of professional development and further development of the platform itself to more effectively guide educators on its use.

In addition, further research is needed on how iPlan improves learning. As we argue elsewhere [60], the more customizable an educational experience is, the more difficult it is to design learning analytic models or assessment systems that can be reliably used to measure learning. In other words, constructing normative assessments of learning in complex learning environments when neither the content nor the context is standardized presents significant challenges [61]. Indeed, the very features of iPlan that make it appealing to educators—namely, the features that facilitate customization of the location and socio-environmental issues modeled—mean that each simulation an educator creates is unique. Moreover, iPlan was designed to be a tool, not a curriculum, and, thus, teachers use it in a range of ways, as the examples described in Section 5 indicate. While there are many validated measures of relevant constructs, for example, environmental literacy, there is no reason to expect that those measures would be appropriate for any given use of iPlan, and, because different educators use different simulations, there would be no way to aggregate or compare different cases even if such a measure could be used. Thus, we have relied on qualitative methods to assess the effectiveness of iPlan, and this work is ongoing, and we are currently developing methods to assess learning quantitatively in the absence of normative assessments [60].

While iPlan was designed for and is primarily used in educational contexts, it may also be useful as a decision support tool. For example, the Capital Area Regional Planning Commission, in Dane County, Wisconsin, used a prototype version of iPlan to better understand the land-use decisions that citizens would make to address the related challenges of expanding population and water conservation [37]. They found that, when asked, citizens generally favored infill and multi-family dwellings as a solution to anticipated population growth, but when presented with an interactive land-use simulation, the same individuals were more likely to add housing to peripheral land currently undeveloped or used for agricultural or recreational purposes. That is, people articulated an imperative to maintain a smaller development footprint but struggled to actually implement it, even in a simulation. Using the simulation thus enabled the planning commission to have more grounded conversations with stakeholders about how to address future growth in the area.
iPlan is thus a flexible platform that both young people and adults can use to explore how land use affects local issues—and how changes in land-use patterns can address a range of pressing environmental and socio-economic challenges.
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Appendix A. Land-Use Data Preparation

Appendix A.1. Land-Use Class Consolidation

Table A1 gives the original NWALT land-use classes and the corresponding classes in iPlan. We removed pixels classed as “Water” (class 11), as those cannot in most cases be changed to anything else, and we removed pixels classed as “Major Transportation” (class 21) because the inclusion of transportation would have made the resulting land-use models too complex for non-specialist users. We also removed pixels classed as “Very Low Use, Conservation”, which are very rare—to the point where the class virtually disappears from the census block map layer—and, in many cases, represent land uses that are not generally changeable, such as national historical markers. The remaining 17 NWALT classes were consolidated into 10 classes by aggregating land uses with similar compositions and socio-economic and environmental impacts.

Table A1. Reduction of 20 NWALT land-use classes to 10 iPlan land-use classes.

<table>
<thead>
<tr>
<th>NWALT Land-Use Class</th>
<th>iPlan Land-Use Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>11. Water</td>
<td>Removed</td>
</tr>
<tr>
<td>12. Wetlands</td>
<td>Wetlands</td>
</tr>
<tr>
<td>21. Major Transportation</td>
<td>Removed</td>
</tr>
<tr>
<td>22. Commercial/Services</td>
<td>Commercial</td>
</tr>
<tr>
<td>23. Industrial/Military</td>
<td>Industrial</td>
</tr>
<tr>
<td>24. Recreation</td>
<td>Recreation</td>
</tr>
<tr>
<td>25. Residential, High Density</td>
<td>Residential—High Density</td>
</tr>
<tr>
<td>26. Residential, Low–Medium Density</td>
<td>Residential—Low Density</td>
</tr>
<tr>
<td>27. Developed, Other</td>
<td>Commercial</td>
</tr>
<tr>
<td>31. Urban Interface High</td>
<td>Limited Use</td>
</tr>
<tr>
<td>32. Urban Interface Low Medium</td>
<td>Limited Use</td>
</tr>
<tr>
<td>33. Anthropogenic Other</td>
<td>Limited Use</td>
</tr>
</tbody>
</table>
In response to feedback from educators, we then added an additional land-use class, “Conservation”, so that users of iPlan can designate a parcel as conservation, even though it will never appear on initial maps constructed by the system. For the purposes of modeling, conservation behaves identically to limited use. Table A2 provides a brief definition of each iPlan land-use class, based on both the consolidated NWALT classes and the ways in which the land uses are modeled in iPlan (see Appendix C).

Table A1. Cont.

<table>
<thead>
<tr>
<th>NWALT Land-Use Class</th>
<th>iPlan Land-Use Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>41. Mining/Extraction</td>
<td>Industrial</td>
</tr>
<tr>
<td>42. Timber and Forest</td>
<td>Timber</td>
</tr>
<tr>
<td>43. Cropland</td>
<td>Cropland</td>
</tr>
<tr>
<td>44. Pasture/Hay</td>
<td>Pasture</td>
</tr>
<tr>
<td>45. Grazing Potential</td>
<td>Pasture</td>
</tr>
<tr>
<td>46. Grazing Potential Expanded</td>
<td>Pasture</td>
</tr>
<tr>
<td>50. Low Use</td>
<td>Limited Use</td>
</tr>
<tr>
<td>60. Very Low Use, Conservation</td>
<td>Removed</td>
</tr>
</tbody>
</table>

Table A2. Definitions of the land-use classes in iPlan.

<table>
<thead>
<tr>
<th>Land-Use Class</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commercial</td>
<td>Commercial land is primarily used for services or businesses, including shopping centers, office buildings, retail shops, schools, hospitals, churches, prisons, and police and fire stations. Legally designated conservation lands constrain or prohibit development. While conservation land can be privately or publicly owned, it is typically characterized by very low or no human usage. Conservation objectives may include goals like water quality management, the maintenance or restoration of wildlife habitats, or supporting sustainable agriculture or forestry.</td>
</tr>
<tr>
<td>Conservation</td>
<td>Cropland produces foods for humans and animals, as well as raw materials for textiles, biofuels, and many other consumer goods. Corn is the most widely grown crop in the United States, accounting for more than 90 million acres of land, and the majority is grown for livestock feed. Industrial land is used mainly for the extraction of natural resources or the production, storage, and shipment of commodities. Rock quarries, mines, and energy operations extract and refine raw materials, and factories, workshops, and production plants create materials, components, and finished products. Military installations, waste processing facilities, and seaports are also considered industrial. Limited use regions have low or no human usage or impact. These areas can include rural and sparsely populated exurban communities (&lt;16 housing units/km²), unmanaged green space and unused lots, mountains and deserts, as well as Superfund sites or other areas inhospitable to human habitation. Pasture, which includes grasslands and prairies, is undeveloped or minimally developed land dominated by grass and herbaceous vegetation. Pasture is land actively used for livestock grazing or the production of seed or hay crops, or land with the potential for such use that has a housing unit density &lt;124 units/km², is not on a military base or part of protected land such as a national park, has a grade of &lt;30%, and is within 1 km of water. Recreational land includes areas commonly used for entertainment purposes, including golf courses, playgrounds, open sports arenas and playing fields, racetracks, amusement parks, and zoos. High-density residential areas have a housing unit density of &gt;500 units/km². These areas typically include multi-family residences, like apartments and condominiums, which house multiple families in a single structure, as well as neighborhoods of closely built single-family homes. Low-density residential areas have a housing unit density of 16–500 units/km². These areas typically include residences that house one or two families per structure that are distributed over larger areas than high-density residential areas. Timberlands are undeveloped regions dense with trees. These areas have a housing unit density &lt; 10 units/km², are not on or near a road, and are outside the borders of cities. Wetlands are regions that are either permanently or seasonally flooded with water.</td>
</tr>
</tbody>
</table>
Appendix A.2. Map Layer Construction

To construct each of the four map layers (census block, census block group, census tract, and county) and allocate a land-use to each polygon, we performed the following four steps using the arcpy, postgresql with the postgis extension, and/or pandas software packages:

1. Reprojection. We reprojected the GIS data for each layer from a projected coordinate system (USA Contiguous Albers Equal Area Conic) to a geographic coordinate system (GCS North American 1983 HARN) to co-register the census data with the NWALT data.

2. Land-use allocation. To assign a land-use class to each polygon, we identified the iPlan land-use class (see Table 1 above) in the NWALT raster data that accounts for the most area in a given polygon (e.g., a given census block). We then assigned that land-use class to the entire polygon.

3. Computation of basic spatial parameters. We calculated the area of each polygon in each map layer, as well as the latitude and longitude of the centroid of each polygon.

4. Adjacency table generation. We generated adjacency tables based on geographic adjacency among polygons. The record for each polygon also indicates to which polygon in the next coarsest map layer it belongs. For example, the record for each census block indicates which census block group it belongs to.

This process produced the map layers on which the parcelization optimization routine operates.

Appendix B. Parcelization of a User-Defined Region

Parcelization of a user-defined region is accomplished using an optimization routine that operates on the map layers. To aggregate the >200 polygons from the nearest map layer into 200 parcels, we implement a heuristic approach.

Adjacency among polygons in a given map layer (i.e., adjacency among census blocks, census block groups, etc.), is represented by an undirected graph, $G$, where the set of vertices $V$ is defined by the centroids of the set of polygons, and there is an edge, $e \in E$, between adjacent polygons. A parcel is a connected subgraph of $G$. The problem of obtaining $n$ disjoint connected subgraphs of an undirected graph $G$ is a particular case of the so-called spatial unit allocation problem \[62–64\]. Spatial unit allocation aims to allocate spatial units to different regions while respecting some allocation criteria. The most common criteria are contiguity and compactness, which are both included in our optimization.

Given a graph $G = (V, E)$, we define $\mathcal{P} \subseteq 2^V$ as the set of all possible parcels, $V(p) \subseteq V$ as the set of vertices in parcel $p \in \mathcal{P}$. The cost of a parcel $c_p$ is defined as the total mismatched area in the parcel.

In our heuristic approach, the edges of graph $G$ receive a weight based on the area of the vertices they connect and whether their land use is the same or not. By obtaining the minimum spanning tree of this weighted graph, we are able to rapidly identify parcels with low cost. This approach, which is combined with local search, gives near-optimal solutions with minimal computation time, making this heuristic well suited for an online application.

Appendix C. Indicators Included in the iPlan System

iPlan includes 18 indicators, which are given in Table A3. These indicators represent a range of social, economic, and environmental phenomena that can be reasonably modeled using only location and land-use information as inputs.
### Table A3. The 18 indicators included in iPlan.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Definition</th>
<th>Units</th>
<th>Region-Specific</th>
<th>Model/Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Added heat advisory days</td>
<td>Days per year when the heat index is ( \geq 100 ) °F for at least 2 h</td>
<td>Days per year</td>
<td>Yes</td>
<td>PEGASUS [39]</td>
</tr>
<tr>
<td>Biofuels</td>
<td>Energy potential of fuel-grade ethanol that can be produced from corn, under the assumption that all cropland is used for corn production</td>
<td>10,000 kilocalories per year</td>
<td>Yes</td>
<td>PEGASUS [39] Hay [65]</td>
</tr>
<tr>
<td>Butterflies</td>
<td>Monarch butterflies (Danaus plexippus)</td>
<td>Total number</td>
<td>Yes</td>
<td>PEGASUS [39] Pleasants [67] Thogmartin et al. [68]</td>
</tr>
<tr>
<td>Corn</td>
<td>Food energy of corn produced for human consumption, under the assumption that all cropland is used for corn production</td>
<td>10,000 kilocalories per year</td>
<td>Yes</td>
<td>PEGASUS [39] FoodData Central (<a href="https://fdc.nal.usda.gov/index.html">https://fdc.nal.usda.gov/index.html</a>; accessed on 15 July 2018)</td>
</tr>
<tr>
<td>Cornfed beef</td>
<td>Food energy of beef produced from cows that primarily eat corn products, under the assumption that all cropland is used for corn production</td>
<td>1000 kilocalories per year</td>
<td>Yes</td>
<td>PEGASUS [39] “On Average, How Many Pounds of Corn Make One Pound of Beef?” [69]</td>
</tr>
<tr>
<td>Grassfed beef</td>
<td>Food energy of beef produced from cows that primarily eat grass and other forage, under the assumption that all pasture is actively grazed by cattle</td>
<td>1000 kilocalories per year</td>
<td>Yes</td>
<td>PEGASUS [39] Penman et al. [70]</td>
</tr>
<tr>
<td>Green space</td>
<td>Proportion of non-impervious surface area (e.g., forest, grassland, wetland, etc.)</td>
<td>Percentage of non-impervious surface area</td>
<td>No</td>
<td>NWALT [34]</td>
</tr>
</tbody>
</table>
Table A3. Cont.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Definition</th>
<th>Units</th>
<th>Region-Specific</th>
<th>Model/Data Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Housing units</td>
<td>Estimated number of housing units (number of housing units in the 2010 U.S. Census plus estimated new residential construction and estimated new mobile homes minus estimated housing units lost)</td>
<td>Number of housing units</td>
<td>No</td>
<td>National Historical Geographic Information System (<a href="https://data2.nhgis.org/main">https://data2.nhgis.org/main</a>; accessed on 20 March 2017)</td>
</tr>
<tr>
<td>Impervious surface area</td>
<td>Proportion of impervious surface area (e.g., concrete, asphalt, structures, etc.)</td>
<td>Percentage of impervious surface area</td>
<td>No</td>
<td>NWALT [34]</td>
</tr>
<tr>
<td>Jobs</td>
<td>Number of employed persons, including full- and part-time employment and self-employment</td>
<td>Number of jobs</td>
<td>No</td>
<td>National Historical Geographic Information System (<a href="https://data2.nhgis.org/main">https://data2.nhgis.org/main</a>; accessed on 14 May 2017)</td>
</tr>
<tr>
<td>Population</td>
<td>Estimated number of people (number of people in the 2010 U.S. Census plus births and migrations minus deaths)</td>
<td>Number of people</td>
<td>No</td>
<td>National Historical Geographic Information System (<a href="https://data2.nhgis.org/main">https://data2.nhgis.org/main</a>; accessed on 27 April 2018)</td>
</tr>
<tr>
<td>Sales</td>
<td>Gross sales per year</td>
<td>Dollars per year</td>
<td>No</td>
<td>(Adopted from a prior version of the iPlan modeling system: Bagley and Shaffer [71])</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Indicator</th>
<th>Definition</th>
<th>Units</th>
<th>Region-Specific</th>
<th>Model/Data Source</th>
</tr>
</thead>
</table>

* Unlike the other region-specific indicators, which vary by biome, runoff varies by groups of states.

Appendix D. Assignment of Stakeholder Preferences

To set the thresholds for stakeholder preferences in iPlan land-use models, the system selects nine stakeholders with pre-defined indicator directionality preferences—that is, whose preference for their assigned indicator is either above or below some threshold—and an optimization routine determines the threshold for each stakeholder, based on the properties of the parceled land-use map produced by the iPlan system.

Let \( a = \begin{pmatrix} a_1 \\ \vdots \\ a_n \end{pmatrix} \) denote the area assigned to each of \( n \) land-use classes. Let \( m_i = (m_{i1}, \ldots, m_{in}) \) denote the multipliers on the land-use classes for the indicator \( i \). Then, for a given map, the indicator values \( I \) for \( K \) indicators are computed by the following:

\[
I = \begin{pmatrix} I_1 \\ \vdots \\ I_n \end{pmatrix} = \begin{pmatrix} m_{11} & \cdots & m_{1n} \\ \vdots & \ddots & \vdots \\ m_{K1} & \cdots & m_{Kn} \end{pmatrix} \begin{pmatrix} a_1 \\ \vdots \\ a_n \end{pmatrix} = Ma.
\]

When the land-use class assignment is changed in one or more parcels, the total area of at least two land-use classes is changed, and the indicator values are recomputed. For a given map with \( P \) parcels and \( L \) land-use classes, the total possible number of land-use scenarios is \( N = L^P \) (in the current version of iPlan, 11200).

For a given land-use model, the difficulty of developing satisfactory land-use scenarios can be approximated by the proportion of all possible land-use scenarios that satisfies exactly zero, one, two \( \ldots \) nine stakeholders. Because there are more possible land-use scenarios for a given iPlan model than there are atoms in the universe, this probability distribution can only be estimated. The objective of the optimization is to set stakeholder thresholds such that the (estimated) probability distribution for the model matches a target distribution. We currently use the target distribution shown in Figure A1, but other distributions could be chosen to adjust the difficulty of developing satisfactory land-use scenarios. Note that the value for satisfying all nine stakeholders is zero, which reflects the fact that it is virtually impossible to satisfy everyone in a land-use planning process.
1. Choose a random number, \( j \), with land-use class \( 0 \leq j < L \).

2. Find the parcel, \( p \), with land-use class \( j \). This produces a vector \( a_i \).

3. Compute the area of the parcel \( p \), \( A_i \), and randomly select a new parcel, \( s \), with the same area. Assign a new, randomly selected land-use class to the selected parcel.

4. Repeat steps 2 and 3 until \( k \) parcels have been changed.

Under these four constraints, we draw a random sample of scenarios with size \( \tilde{N} \). The following algorithm is used to produce one land-use scenario:

1. Choose a random number, \( k \), from a normal distribution with mean \( = 0.05P \) and standard deviation \( = 0.025P \), restricted to the range \([1, 0.1P]\). This is the number of parcels whose land-use class will be changed.
2. Find the parcel, \( p \), whose area is closest to a random number, \( s \), drawn from a normal distribution with mean \( = 0.1A \), standard deviation \( = 0.5A \), restricted to the range \([0.01A, 0.5A]\), where \( A \) is the total area of the map.
3. Assign a new, randomly selected land-use class to the selected parcel.
4. Repeat steps 2 and 3 until \( k \) parcels have been changed.

This process is repeated until \( \tilde{N} \) scenarios are generated. In the current version of \textit{iPlan}, \( \tilde{N} = 1000 \).

**Appendix D.2. Computing the Indicator Values for the Land-Use Scenario Sample**

Once we have generated a large set land-use scenarios using the conditional random sampling procedure described above, we compute the indicator values for each scenario.

For a given land-use scenario \( i \left( i = 1, 2, \ldots, \tilde{N} \right) \), we sum the parcel areas, \( a_{ij} \), for each land-use class. This produces a vector \( a_i = \left( a_{i1}, \ldots, a_{iL} \right) \), where \( a_{ij} \) is the total area of the parcels with land-use class \( j \). These vectors form a matrix, \( A_{n \times \tilde{N}} = \left( a_1, a_2, \ldots, a_{\tilde{N}} \right) \). For \( K \)
indicators, each of which has a multiplier, $m$, for each land-use class, the multipliers form a matrix, as follows:

$$M_{K \times n} = \begin{pmatrix} m_{11} & \cdots & m_{1n} \\ \vdots & \ddots & \vdots \\ m_{K1} & \cdots & m_{Kn} \end{pmatrix},$$

where $m_{kj}$ is the multiplier for indicator $k$ and land-use class $j$. The indicator values for each allocation $i$ are computed by $Ma_i$. This forms an indicator matrix, as follows:

$$V = MA = \begin{pmatrix} v_{11} & \cdots & v_{1N} \\ \vdots & \ddots & \vdots \\ v_{K1} & \cdots & v_{KN} \end{pmatrix},$$

where $v_{ki}$ is the value of the indicator $k$ for scenario $i$.

**Appendix D.3. Optimization of Stakeholder Preferences**

As they are operationalized in iPlan, the virtual stakeholders are agents who indicate whether the value of an indicator in a land-use scenario is satisfactory or not. There are $R$ stakeholders, each of whom provides feedback on one and only one indicator. There are nine stakeholders and five indicators in the current version of iPlan, so four of the indicators are assigned to two stakeholders and the fifth indicator is assigned to one stakeholder. Each stakeholder $r$ has a threshold value $t_r$ and an orientation direction $o_r = (1 \text{or} -1)$ for their assigned indicator. For a stakeholder with a positive orientation ($o_r = 1$), the stakeholder is satisfied with a scenario if the value of their indicator is equal to or greater than the threshold value: that is, $a_{ki} \geq t_r$; for all stakeholders, then, satisfaction is determined by $o_r a_{ki} \geq o_r t_r$.

For a given iPlan model, stakeholders are selected automatically according to a prioritization algorithm. There are three possible stakeholders (one from each group) that can be selected for a given indicator, and each of the three stakeholders is assigned a priority. For example, for the greenhouse gas emissions indicator, the stakeholder from the Environmental Justice Center is assigned a priority of “1”, the stakeholder from the Local Business Consortium is assigned a priority of “2”, and the stakeholder from the Community Coalition is assigned a priority of “3”. Thus, for each of the three stakeholder groups, there are five stakeholders—one for each indicator—that could be selected, and each of those stakeholders has an assigned priority (1–3). The stakeholders are sorted within each group; if an indicator is represented by one of the top three stakeholders in each group, then the stakeholder assigned a priority of “3” is removed. We then repeat this process, continuing until there are exactly nine stakeholders remaining, three in each group, such that four of the indicators are associated with two stakeholders each and the fifth indicator is associated with one stakeholder.

Thus, the optimization routine operates on (a) an initial land-use map of a user-defined region containing 200 parcels, each of which has an area and a land-use class; (b) five user-defined indicators; and (c) nine stakeholders, each of whom has an orientation for one and only one indicator. The objective of the optimization is to find the values of $t_r$ such that the estimated probability distribution of stakeholder satisfaction with any given land-use scenario matches a target distribution (in the current version of iPlan, the target distribution is given in Figure 3).

For a given sample of land-use scenarios, the probability distribution is a function of the thresholds $(t_1, \ldots, t_R)$ and the number of satisfied stakeholders $x$, which we denote $h(t_1, \ldots, t_R, x)$. The computation complexity of this function is $O(\tilde{N})$, and the computation algorithm has two steps, as follows:

1. For $x = 0, 1, \ldots, R$, set $h(t_1, \ldots, t_R, x) = 0$;
1. Assign the mean indicator values, $\bar{y}_r$, to the threshold vector $t$;  
2. Compute the initial distance of the probability distribution, where $d = \|h(t_1, \ldots, t_R, x) - h_0(x)\|$;  
3. Randomly choose a stakeholder $r$ and change the value of $t_r$ such that the distance $d$ is minimized;  
4. Repeat Step 3 until $\Delta d$ is minimized.

The computation load of this algorithm is in the iteration between Steps 3 and 4. Note that Step 3 is an optimization problem in itself—finding the optimal threshold for a given stakeholder while assuming fixed thresholds for the other stakeholders. Step 3 can be solved by, for example, using a binary search algorithm. But whichever algorithm is used, the basic computation is calculating the function $h(t_1, \ldots, t_R, x)$ for different values of $t_r$.

Because this optimization routine cannot be implemented until the user has selected a region and indicators, our goal was to minimize the computation time so that users do not need to wait a long time between parameterizing their $iPlan$ model and beginning to develop land-use scenarios. To reduce the computation complexity, we consider only a given number of discrete threshold values, $n$, for each stakeholder. For a stakeholder $r$, the range of the indicator value in the sample is given by $[a_r, b_r]$, and we select $n$ threshold values such that $a_r - 1 = \tau_1 < \tau_2 < \ldots < \tau_n = b_r + 1$. Because the indicator values may not be consistently distributed in their ranges, we select the values of $\tau_i$ so that the number of scenarios in all intervals $[\tau_{ij}, \tau_{ij+1})$ is about the same. This can be achieved by sorting the indicator values of the sample scenarios and then taking the indicator values at equally spaced positions. For example, if the sorted indicator values are $x_{11}, x_{12}, x_{13}, x_{14}, x_{25}, x_{67}, x_{79}$, and $n = 4$, then we will have $\tau_1 = x_{11} - 1$, $\tau_2 = x_{13}$, $\tau_3 = x_{25}$, and $\tau_4 = x_{79} + 1$.

For a stakeholder $r$ with orientation $o_r = -1$, there is a set of satisfactory scenarios, $S_{r1}$, for some threshold $\tau_1$. $S_{r1}$ is an empty set because there is no scenario with an indicator value lower than $\tau_1$. $S_{rn}$ includes all scenarios because the indicator values of all scenarios are lower than $\tau_{rn}$. Further, we have $\emptyset = S_{r1} \subseteq S_{r2} \subseteq \ldots \subseteq S_{rn} = S$, where $S$ is the set of all scenarios. For a stakeholder with $o_r = 1$, we have the opposite relationship, i.e., $S = S_{r1} \supseteq S_{r2} \supseteq \ldots \supseteq S_{rn} = \emptyset$. We define a delta set between adjacent sets $S_{ri}$ and $S_{ri+1}$ as follows:

$$
\Delta_{ri} = \begin{cases} 
S_{ri+1} - S_{ri}, & \text{for } o_r = -1 \\
S_{ri} - S_{ri+1}, & \text{for } o_r = 1 
\end{cases} \quad (j = 1, 2, \ldots, n - 1)
$$

Based on our choice of the threshold values $t_{ij}$, the number of scenarios in all delta sets are about the same, namely $|\Delta_{ri}| \approx \frac{N}{n-1}$.

To generate the estimated probability distribution, then, we change the threshold of stakeholder $r$ from $t_r = \tau_{ij}$ to $t_r = \tau_{i(j+1)}$. If the stakeholder is negatively oriented, i.e., $o_r = -1$, then when the threshold increases, the number of satisfactory scenarios increases. The scenarios that turned from unsatisfactory to satisfactory are all included in the delta set $\Delta_{ri}$. Thus, for all scenarios in $\Delta_{ri}$, the number of satisfied stakeholders increases by one because stakeholder $r$ is satisfied with those scenarios. For each scenario $s$ in $\Delta_{ri}$, if the number of satisfied stakeholders is $x$ before the threshold was increased, then after the increase, the number of satisfied stakeholders becomes $x + 1$. The value of the probability distribution function $h$ at $x + 1$ thus increases by 1, and the value at $x$ decreases by 1. If the stakeholder is positively oriented, then when the threshold increases, the number of satisfactory scenarios decreases. The scenarios changed from satisfactory to unsatisfactory are all included in the delta set $\Delta_{ri}.$ For each scenario in this set, the number of satisfied stakeholders changes from $x$ to $x - 1$. Therefore, the value of the probability distribution
function $h$ at $x - 1$ increases by 1, and the value at $x$ decreases by 1. Table A4 shows all the changes to the distribution for all situations.

Table A4. Updates to the probability distribution function with changes to a stakeholder’s threshold.

<table>
<thead>
<tr>
<th>Threshold $t_r$</th>
<th>Orientation $o_r$</th>
<th>$\Delta$</th>
<th>$h$ Increases</th>
<th>$h$ Decreases</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{(j+1)}$</td>
<td>$-1$</td>
<td>$\Delta r_j$</td>
<td>$h(t, x + 1) = 1$</td>
<td>$h(t, x) = 1$</td>
</tr>
<tr>
<td>$\tau_{(j)}$</td>
<td>$1$</td>
<td>$\Delta r_j$</td>
<td>$h(t, x - 1) = 1$</td>
<td>$h(t, x) = 1$</td>
</tr>
<tr>
<td>$\tau_{(j-1)}$</td>
<td>$1$</td>
<td>$\Delta r_{(j-1)}$</td>
<td>$h(t, x - 1) = 1$</td>
<td>$h(t, x) = 1$</td>
</tr>
</tbody>
</table>

Given this, the optimization algorithm is as follows:

1. Select initial thresholds $t_r = \tau_r(\frac{n}{R}), r = 1, 2, \ldots, R$;
2. For each scenario, compute the number of satisfied stakeholders using the thresholds selected in Step 1;
3. Compute the probability distribution $h(t_1, \ldots, t_R, x)$;
4. Compute the distance between the probability distribution from Step 3 and the target distribution: $d_1 = \|h(t_1, \ldots, t_R, x) - h_0(x)\|;
5. Beginning with stakeholder $r = 1$, perform the following operations:
   - Increase the threshold from $\tau_{rj}$ to $\tau_{r(j+1)}$ and compute distance $d^+_r$;
   - Decrease the threshold from $\tau_{rj}$ to $\tau_{r(j-1)}$ and compute the distance $d^-_r$;
   - Among $\tau_{rj}$, $\tau_{r(j+1)}$ and $\tau_{r(j-1)}$, select the threshold for which the distance $d$ is smallest, and set that as threshold $t_r$;
   - Update the probability distribution function $h$ based on the selected threshold $t_r$;
   - Update the number of satisfied stakeholders in the delta set $\Delta r_j$;
   - Set $d_{r+1} = \min d_r, d^+_r, d^-_r$;
6. If $r < R$, increase $r$ by one and go to 5);
7. If $d_1 - d_R > \epsilon$, go to 5a);
8. Stop.

In this algorithm, each time we change a threshold, the computation is on the delta set instead of the whole sample. This reduces the computation for each probability distribution from $N$ to $\frac{N}{n-1}$. Because $n$ is the number of discrete threshold values, a larger $n$ will reduce the computations for each probability distribution but will increase the number of threshold values to consider, and thus may result in more iterations to find the optimal thresholds.

Two more constraints are also taken into consideration, as follows: (1) the initial scenario (i.e., the starting map) cannot satisfy more than four stakeholders; and (2) the thresholds for two stakeholders assigned to the same indicator cannot be equal.

To ensure that no more than a given number of stakeholders are satisfied by the initial scenario, the system chooses a random number $0 \leq n \leq 4$ as the number of stakeholders the initial scenario can satisfy, then randomly chooses $n$ stakeholders. The range of the indicator values for each of these $n$ stakeholders is set, such that whatever value in the range is taken as the threshold, the initial indicator value is satisfactory. For example, given a stakeholder $r$ with orientation $o_r = 1$, the indicator range is $[a, b]$, and the initial indicator value is $x_0$. If the range is adjusted to $[a, x_0]$, then any threshold $t \in [a, x_0]$ satisfies $x_0 \geq t$, and, thus, the results of the optimization will satisfy this stakeholder. For the remaining $R - n$ stakeholders, the system adjusts the range in the opposite way, namely, setting the range so that the initial indicator value is never satisfactory.

To ensure that two stakeholders assigned to the same indicator have different thresholds, for any two stakeholders, $r_1$ and $r_2$, with the same indicator, the algorithm is modified as follows: (a) in the initialization process, the system assigns thresholds to the two stake-
 holders; and (b) when changing the threshold of one stakeholder, the value that is currently assigned to the other is excluded.
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