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Abstract: The traditional approach of single-word brand names faces constraints due to trademarks, prompting a shift towards fusing two or more words to craft unique and memorable brands, exemplified by brands such as SalesForce© or SnapChat©. Furthermore, brands such as Kodak©, Xerox©, Google©, Häagen-Dazs©, and Twitter© have become everyday names although they are not real words, underscoring the importance of brandability in the naming process. However, manual evaluation of the vast number of possible combinations poses challenges. Artificial intelligence (AI), particularly natural language processing (NLP), is emerging as a promising solution to address this complexity. Existing online brand name generators often lack the sophistication to comprehensively analyze meaning, sentiment, and semantics, creating an opportunity for AI-driven models to fill this void. In this context, the present document reviews AI, NLP, and text-to-speech tools that might be useful in innovating the brand name generation and evaluation process. A systematic search on Google Scholar, IEEE Xplore, and ScienceDirect was conducted to identify works that could assist in generating and evaluating brand names. This review explores techniques and datasets used to train AI models as well as strategies for leveraging objective data to validate the brandability of generated names. Emotional and semantic aspects of brand names, which are often overlooked in traditional approaches, are discussed as well. A list with more than 75 pivotal datasets is presented. As a result, this review provides an understanding of the potential applications of AI, NLP, and affective computing in brand name generation and evaluation, offering valuable insights for entrepreneurs and researchers alike.
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1. Introduction

In an era marked by rising entrepreneurship and the incessant quest for innovation, the process of brand name generation stands as a pivotal endeavor. The significance of crafting unique and memorable brand names cannot be overstated when considering their role as the initial touchpoint between businesses and consumers. However, with a plethora of startups emerging annually, the challenge of finding distinctive and brandable names has intensified. Traditional approaches for brand name generation, which often revolve around single-word names, face constraints due to trademark issues and often fall short in providing novel solutions, which opens doors for the exploration of innovative methodologies [1–3].

This review paper delves into the domain of artificial intelligence (AI)-enabled brand name generation and evaluation, leveraging the power of natural language processing (NLP) and affective computing (AffC) to assess the emotional impact of brand names. The fusion of AI, NLP, and AffC technologies and tools offers a promising path for creating...
unique and brandable names that echo within target audiences while adhering to legal and commercial considerations. In this context, the current state of the research field underscores the potential of AI, NLP, and AffC in reshaping brand naming practices. While existing brand name generators offer some utility, they often have proprietary algorithms and (seem to) lack the sophistication to analyze semantic nuances and sentiments effectively. This gap presents an opportunity for pioneering research aimed at developing AI models capable of discerning the brandability of multi-word combinations, neologisms, and invented names, thereby expanding the pool of viable brand names for emerging businesses. Key publications in the field have explored various aspects of brand name generation using NLP techniques. However, controversial hypotheses surrounding the subjective nature of brandability and the effectiveness of NLP algorithms warrant careful consideration while emphasizing the need for rigorous validation.

This study’s main goal is to investigate instruments that can produce two-way AI models, with one capable of generating brand names and the other able to evaluate the brandability of the generated name, thereby facilitating the creation of unique and memorable brand names for businesses across diverse industries. By bridging the gap between linguistic analysis and commercial viability, our goal is to equip entrepreneurs with the essential tools required to create unique brand identities in a highly competitive market.

This research goes beyond the traditional approach of single-word brand names, which often face constraints due to trademarks, prompting a shift towards fusing two or more words to craft unique and memorable brands, exemplified by SalesForce© and SnapChat©. Furthermore, brands such as Ikea©, Kodak©, Xerox©, Google©, Häagen-Dazs©, and Twitter© have become household names although they are not real words, underscoring the importance of brandability in the naming process.

The main contribution of this paper is to provide a review of basic concepts, tools, and technologies that can be used to generate and evaluate brand names. We explore the datasets and techniques used to train AI models as well as the strategies for using objective data to validate the brandability of generated names. Special focus is given to the emotional and semantic aspects of brand names, which are often overlooked in traditional approaches. A pivotal list of datasets and AI models is presented as well.

In summary, we believe that this review will provide an initial comprehensive understanding of the potential applications of AI, NLP, and AffC in brand name generation and evaluation, offering valuable insights for entrepreneurs and researchers alike. This will allow future development of AI models capable of discerning the brandability of multi-word combinations, neologisms, and invented names, thereby expanding the pool of viable brand names for emerging businesses. Further, it can be used as a starting point for future research in the field, as it provides a wide range of pivotal concepts, tools, and technologies that can be used to generate and evaluate brand names.

The review starts by reviewing the literature on brand naming, focusing on the challenges and strategies involved in creating effective brand names (Section 2). Subsequently, it delves into the existing AI models and techniques for brand value extraction (Section 3.1) and text classification (Section 3.2), highlighting their potential applications in brand name generation and evaluation. Text generation and text-to-speech models are discussed in the context of brand name creation (Sections 3.3 and 3.4). Section 4 explores the datasets used to train AI models for brand name generation and evaluation. Finally, this document discusses the implications of AI in branding and outlines future research directions in the field.

2. Brand Naming

The naming of brands has been a subject of interest to researchers for many years, as it plays a critical role in consumer awareness and product image. Despite the significant progress made in branding literature, naming a brand remains a challenging task, with debates persisting on whether there has been significant progress in the process. The recent literature has extensively discussed trademark-related issues involved in brand naming,
The need for unique and memorable brand names has led to the emergence of new naming strategies, such as the use of neologisms, invented names, and multi-word combinations. The importance of domain names in the digital age has been highlighted as well, with the value of a domain name being determined by its ability to attract visitors and convert them into paying customers. For example, the expansion of the internet has brought about a growing demand for web names, with cybersquatting becoming a problem, further emphasizing the importance of choosing the right domain name for a business.

In addition to highlighting the potential challenges that entrepreneurs may encounter during the naming process, Eskiev et al. [3] stressed the importance of naming for establishing a favorable image of a company within the market. They examined a range of naming strategies and tactics, including personal branding, neologism-based naming, shortened naming, reference naming, associative naming, and more. They also addressed the benefits and drawbacks of various name strategies, offering instances of well-known brands that have employed particular naming conventions.

Arora et al. [1] suggested a framework of brand name classification, stating that brief, easy to pronounce, and memorable names that are able to communicate product positioning are necessary for effective branding. In addition, brand names ought to be memorable, likeable, and legally protected. Thus, generally speaking, naming categories are often made up of amalgamations that are unexpected (names using common words in unexpected ways, e.g., Apple©), emotive (Crunchie©), creative (purely novel names invented by organizations, e.g., Exxon©), or semantically-based (names that convey information about the product, e.g., Burger King©). The authors investigated frameworks such as McCune’s classification and the Juliet and Joyce principles, emphasizing that the Joyce principle emphasizes the use of sound symbolism in communicating meaning, the Juliet principle contends that a name’s spoken form is meaningless, and McCune’s classification includes semantically-based names, person names, unexpected names, and invented names.

According to Moro-Visconti [2], a domain’s value is based on how well it attracts visitors and turns them into paying customers, which is a complex process that is dependent on a number of factors. As a matter of fact, the intrinsic value of a domain name is a small but essential part of the entire web value chain, which includes a portfolio of web intangibles. However, Moro-Visconti asserts that the characteristics of marketable domain names can be summed up as follows: (a) good top-level domain (preferably “.com”, the most popular and easily remembered); (b) short length (shorter domains are more valuable due to their rarity); (c) radio test (easily understood and spelled after hearing it); (d) correct spelling (proper spelling is essential for value); (e) meaningful keywords (these should be in-demand and related to the website’s content); (f) easy to remember; (g) brandable (having a nice pronunciation, interesting combination of letters, or appealing visual effect); (h) no hyphens or numbers; and (i) popular keywords.

In summary, Eskiev et al., Arora et al., and Moro-Visconti have contributed distinct perspectives on naming and branding. While Eskiev et al. and Arora et al. highlight the significance of a brand’s name in shaping its image and offer strategies and frameworks for effective naming, Moro-Visconti’s focus lies on the value of domain names and their role as virtual “shop windows”. Each paper provides valuable insights into various aspects of naming and branding, collectively offering a comprehensive understanding of the importance of a brand’s name and domain name in influencing its image and market perception. The next sections delve into AI models and techniques that can be used to generate and evaluate brand names while leveraging the power of NLP and AffC to assess the names’ emotional impact. The fusion of AI, NLP, and AffC technologies and tools offers a promising avenue for creating unique and brandable names that resonate with target audiences while adhering to legal and commercial considerations.
3. AI Models and Techniques

Our objective in this part is to investigate two types AI models, specifically, methodologies capable of (a) generating brand names and (b) evaluating the brandability of the proposed or generated names. As no single article has yet carried out these precise tasks, we chose to search for articles that could be of assistance in adhering to our aims. Research was conducted by looking for articles on Google Scholar, IEEE Xplore, and ScienceDirect using the following keywords: “brand name generation”, “brand name evaluation”, “brand name assessment”, “brand name creation”, “brand name AI”, “brand name NLP”, “brand name sentiment analysis”, “brand name classification”, “brand name value”, and “brand name semantic”. The same queries were made without the word “brand” to ensure that no relevant articles were missed. Then, modernness was added as a criterion for the selection of articles, with older articles included only if they were considered relevant or seminal or if no alternatives were found. The top results from each search engine were considered. Due to the broadness of the search, we searched for articles on semantic assessment, naming, text production, and brand value extraction for generating business names as well as on voice classification, pronunciation, sentiment assessment, and text classification for assessing company names.

The remaining section is divided into six parts: brand value identification; text classification; text generation; text-to-speech; and some concluding critical remarks. A summary arranged by application is provided in Table 1.

Table 1. Summary of discussed works by category.

<table>
<thead>
<tr>
<th>Category</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand value extraction</td>
<td>[4,5]</td>
</tr>
<tr>
<td>Text sentiment analysis</td>
<td>[6–11]</td>
</tr>
<tr>
<td>Semantic analysis</td>
<td>[12–16]</td>
</tr>
<tr>
<td>Text generation</td>
<td>[6,17–21]</td>
</tr>
<tr>
<td>Text-to-speech</td>
<td>[22,23]</td>
</tr>
<tr>
<td>Speech classification</td>
<td>[24–26]</td>
</tr>
<tr>
<td>Speech sentiment analysis</td>
<td>[27–29]</td>
</tr>
</tbody>
</table>

3.1. Brand Value Identification

In e-commerce systems, it is vital to extract information about product attribute values. The brand is one of the most important aspects of a product, as it often a large influence on consumers’ behavior and purchasing decisions. Therefore, in order to address the primary difficulty of finding new brand names, it is imperative that brand information be accurately extracted and assessed.

Sabeh et al. [4] presented OpenBrand, a model architecture designed for extracting brand values from unstructured product titles. By incorporating both word and character-level embeddings, OpenBrand outperforms existing state-of-the-art models across various categories. The model demonstrates strong generalization capabilities, particularly in zero-shot extraction scenarios, and performs well even with compound brand values. Further, the problem of unseen words in brand names, which can arise due to sub-branding, brand fragmentation, or emerging businesses, is addressed. Additionally, the authors provided a large real-world dataset [30] derived from [31] specifically focusing on brand names. The strategy suggested by Sabeh et al. for brand value identification employs a generative language model to identify brand values from product descriptions [5]. Unlike previous methods that rely on sequence tagging and fail to identify brand values that are not explicitly mentioned, the proposed method formulates the task as a sequence-to-sequence (S2S) generation problem. The author fine-tuned a generative language model, specifically T5 [32], by incorporating the product category into the input. This category-aware model, named GAVI, was trained on a dataset containing over 250,000 product titles across various categories [30], and according to the author was able to routinely beat rival baselines in all product categories.
3.2. Text Classification

The process of grouping texts into structured categories based on their content and context is known as text classification (TC). Sentiment analysis, news classification, semantic analysis, and subject classification are examples of common TC tasks. By employing advanced machine learning (ML) techniques such as deep learning (DL), researchers have recently demonstrated that it is effective to cast many natural language understanding tasks as TC tasks, including question answering and natural language inference [33–35]. A selection of the stated TC tasks are covered in the sections below.

3.2.1. Text Sentiment Analysis

Text sentiment analysis implies analyzing textual data, such as tweets, movie reviews, or product reviews, to ascertain the polarity and perspective of people’s opinions. This task can be framed as either a binary (or trinary) classification problem, where texts are classified into positive or negative (or neutral) categories, or as a multi-class problem in which finer-grained labels or intensities are assigned to the expressed sentiment (e.g., happy, sad, angry).

Nurmambetov et al. [6] proposed a logistic regression model for binary sentiment analysis, starting with language identification and tokenization using tools from the Natural Language Toolkit (NLTK) [36]. They utilized NLTK’s stop-word corpus to eliminate non-informative words after tokenization, followed by lemmatization with the StanfordNLP library [37]. CountVectorizer was then applied to transform textual data into a numerical format, considering both term frequency (TF) and inverse document frequency (IDF).

Muhammad et al. [7] described a sentiment analysis model based on Word2vec supported on the word similarity in the corpus and adjacency to one another. The model was applied to Indonesian hotel reviews. The authors tested various Word2vec and LSTM setups and found that the continuous skip-gram architecture provided higher accuracy compared to continuous bag-of-words (CBOW) in the Word2vec design. On the other hand, according to Mikolov et al., the order of words in the history had no bearing on the projection in the CBOW architecture [38]. Despite this, Mikolov et al. claimed that architectures comparable to CBOW attempt to maximize word categorization based on a word in the same phrase rather than guessing the current word based on context. Notably, the dataset that Mikolov et al. examined was derived from the collection of hotel reviews available on the Traveloka website (https://www.traveloka.com, accessed on 26 April 2024).

In this context, lemmatization (e.g., [6]) or stemming (e.g., [7]) are two options for preprocessing. Words are normalized by using one of these techniques to make them uniform across formats. Both are defined by Khyani et al. as processes that create variants of a root/base word [39]. On one hand, stemming techniques are applied by cutting off the beginning or end of the word-text and recording frequently used prefixes and suffixes that may be present in an inflected word-text. On the other hand, lemmatization takes into consideration the analysis of the word-text with the goal of finding something that provides it additional meaning. Even though lemmatization is a more difficult process than stemming, Khyani et al. contend that lemmatization is ultimately the better option [40].

Jiang et al. [8] introduced a hybrid Word2vec–LSTM model to assess the sentiment of movie reviews. The Word2vec network layer was employed to extract features from the text, mining the word context semantics to obtain the text vector, which was then used as the input of the LSTM layer network. They also created two types of benchmark models by combining text vectorization with various ML techniques such as, random forest (RF), logistic regression (LR), support vector machine (SVM), k-nearest neighbors (KNN), and hash trick (HT). Their study found that the Word2vec–LSTM hybrid model outperformed the benchmark models in terms of prediction results. The binary sentiment analysis dataset utilized in this work was the movie review collection presented in [41], which primarily consists of 25,000 positive and 25,000 negative film review texts.
Sentiment analysis of the transgender community from social media data was the main topic of a study by Liu et al. [9]. Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) deep learning models were compared with ML classifiers such as KNN, LR, RF, SVM, and naive Bayes. In this case, the DL models utilizing Word2vec embeddings outperformed the other classifiers.

In order to address the multi-class review rating classification problem, Hassan et al., [10] presented the Domain-Specific Word Embeddings–Gated Recurrent Unit (DSWE–GRNN) architecture. Due to the rarity of reviews from the same person for estimating the strictness towards a particular sentiment, Hassan et al. used domain-specific word embeddings, an approach that is independent of the reviewer’s information. An RNN-based architecture efficiently and effectively trains the model for review rating classification by extracting the hidden contextual information from the domain-specific word embeddings. They assessed their model using the Hotel Reviews [42] and IMDB [43] datasets.

Valence-arousal dimensional space is a common way of representing emotions on a continuous scale, offering a nuanced way to distinguish between different emotional states. In this context, Mendes et al. [11] delved into the realm of emotion analysis by focusing on the quantification of valence and arousal in textual data using multilingual pretrained transformers. Their study emphasized the significance of model size in accurately predicting valence and arousal, showcasing the impact of fine-tuning large models for this task. By compiling 34 publicly available psycho-linguistic datasets from various languages into a unified dataset (see Table 2), their research evaluated the performance of multilingual DistilBERT [44] and XLM-RoBERTa [45] models in predicting affective ratings from textual content. The assessment took into account how model size affects the accuracy of predictions; in order to determine how model complexity influences the precision of valence and arousal predictions, several transformer model sizes were tested. Experiments excluding specific datasets, such as COMETA Stories [46] and Interactive Emotional Dyadic Motion Capture (IEMOCAP) [47], led to performance improvements in valence and arousal predictions across different languages, indicating the influence of dataset composition on model performance. The study also evaluated the generalization capability of the best model to languages not included in the training data, such as Polish and Portuguese, through zero-shot evaluations. The models showed promising results in predicting valence and arousal for these languages as well, despite not being extensively trained on them.

The papers presented in this section show diverse sentiment analysis techniques across various domains and languages, employing models such as LR, Word2vec–LSTM hybrids, and DL architectures and achieving state-of-the-art results in sentiment classification tasks. Despite the varied methodologies and datasets used, each study highlights the need for tailored approaches to sentiment analysis, emphasizing the absence of a universal solution due to factors such as differing domain complexities.
Table 2. List of datasets used in the discussed works and the tasks they were applied to. Non-English datasets are identified.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Applied to</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG News [48]</td>
<td>The academic news search engine ComeToMyHead gathered news stories from over 2000 news sources to create the AG News dataset. Samples were brief sentences and used four-class classification.</td>
<td>News classification</td>
</tr>
<tr>
<td>Amazon [49]</td>
<td>Labels for multi-class (five) classification as well as binary classification. The Amazon binary classification dataset has 3,600,000 reviews for training and 400,000 for testing.</td>
<td>Sentiment analysis</td>
</tr>
<tr>
<td>ANEW-It [50]</td>
<td>Affective norms for words rated in terms of valence, arousal, and dominance (in Italian).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>ANEW-PT [51]</td>
<td>Valence, arousal, and dominance ratings for 1034 words (in Portuguese).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>ANGST [52]</td>
<td>Total of 1003 words (in German) evaluated based on imageability, potency, dominance, and arousal.</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>ANPST [53]</td>
<td>Affective ratings for valence, arousal, dominance, origin, subjective significance, and source dimensions for 718 short texts (in Polish).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>ANPW_R [54]</td>
<td>Assessments for valence, arousal, dominance, origin, significance, concreteness, imageability, and age of acquisition for 4900 words (in Polish).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>BAWL-R [55]</td>
<td>Includes evaluations for emotional valence, imageability, and emotional arousal (in German).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Binary animacy collection [56]</td>
<td>Animacy ratings for all words in a word pool.</td>
<td>Assessment of word memorability (e.g., in [15])</td>
</tr>
<tr>
<td>COMETA [46]</td>
<td>A database of conceptual metaphors incorporating emotional ratings alongside linguistic properties, with stimuli including natural stories and isolated sentences, assessed for attributes such as valence, arousal, and metaphoricity (in German).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Concreteness ratings [56,57]</td>
<td>Concreteness ratings on a five-point scale.</td>
<td>Assessment of word memorability (e.g., in [15])</td>
</tr>
<tr>
<td>Ćosko et al. [58]</td>
<td>Ratings of valence, arousal, and concreteness for 210 nouns (in Croatian).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>CVAI [59]</td>
<td>Extended NTU irony corpus, which includes valence, arousal, and irony intensities on the sentence level and valence and arousal intensities on the context level (in Mandarin).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>CVAT [60]</td>
<td>Total of 2009 phrases taken from online sources rated for valence and arousal (in Mandarin).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>CVAW [60,61]</td>
<td>A sentimental vocabulary of 1653 terms with scores for valence and arousal. (in Mandarin).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>DBpedia [62]</td>
<td>Multilingual knowledge base assembled from Wikipedia’s most popular infoboxes. Each sample in the most widely used version of DBpedia has a 14-class label.</td>
<td>News classification</td>
</tr>
<tr>
<td>Eilola et al. [63]</td>
<td>Valence, emotional charge, offensiveness, concreteness, and familiarity ratings for 210 nouns (in Finnish).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Dataset</td>
<td>Description</td>
<td>Applied to</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>EmonBank [64,65]</td>
<td>Text corpus manually annotated with emotions according to the psychological valence–arousal–dominance scheme (in English).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>EmoTales [66]</td>
<td>Annotated corpus oriented to the narrative domain which uses two different approaches to represent emotional states, emotional categories, and emotional dimensions (in English).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>EUR-Lex [67]</td>
<td>Several categories of documents are included in the EUR-Lex dataset. This dataset’s most-used version has 3956 categories and 19,314 documents based on various parts of EU law.</td>
<td>Topic classification</td>
</tr>
<tr>
<td>Facebook Posts [68]</td>
<td>Social media posts rated by two psychologically trained annotators on two separate ordinal nine-point scales of valence and arousal.</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>FAN [69]</td>
<td>Affective norms for 1031 words rated on emotional valence and arousal (in French).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>FEEL [70]</td>
<td>Valence, arousal, and imagery ratings for 835 words (in French).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Fisher [71]</td>
<td>Corpus containing conversational telephone speech of more than 16,000 English conversations.</td>
<td>Speech sentiment analysis (e.g., [29])</td>
</tr>
<tr>
<td>Hotel Reviews [42]</td>
<td>Dataset comprising 14,895 data samples (reviews) divided into five classes.</td>
<td>Multi-class sentiment classification (e.g., in [10])</td>
</tr>
<tr>
<td>IEMOCAP [47]</td>
<td>Total of 151 videos of recorded dialogues annotated for the presence of nine emotions (angry, excited, fearful, sad, surprised, frustrated, happy, disappointed, neutral) as well as valence, arousal, and dominance.</td>
<td>Speech sentiment analysis (e.g., [27])</td>
</tr>
<tr>
<td>IMDB [72]</td>
<td>Dataset consisting of 50,000 data samples (movie reviews) divided into ten classes</td>
<td>Multi-class sentiment classification (e.g., in [10])</td>
</tr>
<tr>
<td>Irony [73]</td>
<td>Composed of the arXiv collection, Twitter dataset for topic classification of tweets, and annotated comments from the social news website Reddit.</td>
<td>Topic classification</td>
</tr>
<tr>
<td>Kapucu [74]</td>
<td>Norms of valence and arousal for 2031 words (in Turkish).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>LANG [75]</td>
<td>Total of 1000 nouns rated for emotional valence, arousal, and concreteness (in German).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Librilight [76]</td>
<td>Corpus consisting of 60,000 h of English speech with over 7000 unique speakers.</td>
<td>Text-to-speech (e.g., [77])</td>
</tr>
<tr>
<td>Librispeech [78]</td>
<td>LibriSpeech is a corpus of approximately 1000 h of read English speech.</td>
<td>Text-to-speech (e.g., [22])</td>
</tr>
<tr>
<td>LibriTTS [79]</td>
<td>Multi-speaker corpus of approximately 585 h of read English speech at a sampling rate of 24 kHz.</td>
<td>Text-to-speech (e.g., [77])</td>
</tr>
<tr>
<td>MAS [80]</td>
<td>Dimensional and categorical measures of emotion were used to score 192 sentences (in Portuguese).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Moors et al. [81]</td>
<td>Norms of valence, arousal, dominance, and age of acquisition for 4300 words (in Dutch).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
</tbody>
</table>
### Table 2. Cont.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Applied to</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Movie Review [82]</strong></td>
<td>A collection of movie reviews created with the intention of identifying the sentiment attached to each review; 10,662 sentences are included, with an equal number of positive and negative samples.</td>
<td>Sentiment analysis</td>
</tr>
<tr>
<td><strong>MPQA [83]</strong></td>
<td>Opinion corpus classified into two classes; 10,606 sentences were taken from news items pertaining to a broad range of news sources.</td>
<td>Sentiment analysis</td>
</tr>
<tr>
<td><strong>MS MARCO [84]</strong></td>
<td>Set of questions sampled from user searches and passages from actual web documents. Includes generative replies.</td>
<td>Question answering</td>
</tr>
<tr>
<td><strong>MSRP [85]</strong></td>
<td>Total of 1725 samples for testing and 4076 samples for training in MSRP. Every example consists of two statements either labeled as either paraphrases or lacking a binary label.</td>
<td>Natural Language Inference (NLI)</td>
</tr>
<tr>
<td><strong>Multi-NLI [86]</strong></td>
<td>Total of 43,300 sentence pairings, each with appended textual entailment labels. The corpus is an expansion of SNLI spanning a larger variety of spoken and written text genres.</td>
<td>Natural Language Inference (NLI)</td>
</tr>
<tr>
<td><strong>NAWL [87]</strong></td>
<td>A database with 2902 Polish words, including nouns, verbs, and adjectives along with ratings of emotional valence, arousal, and imageability (in Polish).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td><strong>NRC-VAD [88]</strong></td>
<td>Valence, arousal, and dominance ratings for 20,000 English words (in English).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td><strong>Ohsumed [89]</strong></td>
<td>Total of 7400 documents, each consisting of a medical abstract labeled by one or more classes chosen from 23 categories related to cardiovascular disorders.</td>
<td>Topic classification</td>
</tr>
<tr>
<td><strong>One-Billion word [90]</strong></td>
<td>Dataset consisting of approximately one billion words extracted from various sources on the internet, such as news articles, blogs, and websites.</td>
<td>Text generation (e.g., [20])</td>
</tr>
<tr>
<td><strong>Open-Brand [30]</strong></td>
<td>Dataset containing over 250,000 product brand–value annotations, with more than 50,000 unique values across eight main categories of Amazon product profiles.</td>
<td>Brand values extracted from product descriptions (e.g., in [4,5])</td>
</tr>
<tr>
<td><strong>PANIG [91]</strong></td>
<td>Psycholinguistic and affective standards for 619 colloquial terms. Valence, arousal, familiarity, semantic transparency, figurativeness, and concreteness were evaluated for each phrase (in German).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td><strong>PubMed [92]</strong></td>
<td>Collection of documents from medical and biological research publications. Every document has been tagged using the MeSH set classes. A sentence’s function in an abstract is indicated by labeling it with one of the following classes: background, objective, method, outcome, or conclusion.</td>
<td>News classification</td>
</tr>
<tr>
<td><strong>Quora [93]</strong></td>
<td>Dataset consisting of over 400,000 lines of potential question duplicate pairs.</td>
<td>Text generation (e.g., [19])</td>
</tr>
<tr>
<td><strong>Recall Memory [56,94]</strong></td>
<td>A total of 98 participants attended 23 experimental sessions. In each session, participants looked over 24 lists, each of 24 words. Participants received 24 s to respond to basic math problems before having 75 s to memorize as many words as they could from the just-presented list.</td>
<td>Assessment of word memorability and estimation of word recall (e.g., in [15])</td>
</tr>
</tbody>
</table>
### Table 2. Cont.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Applied to</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recognition Memory</strong> [95,96]</td>
<td>A total of 171 subjects participated in up to 20 experimental sessions each. Participants examined 12–16 lists of 16 items. Participants finished a recognition memory task at the conclusion of each session by marking whether each of the words had been shown earlier.</td>
<td>Assessment of word memorability and estimation of word recognition (e.g., in [15])</td>
</tr>
<tr>
<td><strong>Reuters news</strong> [97]</td>
<td>One of the most widely used datasets for text classification, gathered in 1987 from the Reuters financial newswire service.</td>
<td>News classification</td>
</tr>
<tr>
<td><strong>Speechocean762</strong> [88]</td>
<td>Open-source speech corpus designed for pronunciation assessment use, consisting of 5000 English utterances from 250 non-native speakers. Five experts annotated each of the utterances at the sentence level, word level, and phoneme level.</td>
<td>Assessment of pronunciation (e.g., [26])</td>
</tr>
<tr>
<td><strong>S.-Gonzalez et al.</strong> [99]</td>
<td>Norms of valence and arousal for 14,031 words (in Spanish).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td><strong>SICK</strong> [100]</td>
<td>10,000 pairs of English sentences that have been labeled as neutral, entailment, or contradiction.</td>
<td>Natural Language Inference (NLI)</td>
</tr>
<tr>
<td><strong>SNLI</strong> [101]</td>
<td>A dataset of 570 k English sentence pairs labeled for entailment, contradiction, and neutrality, serving as a benchmark for text representation evaluation and NLP model development.</td>
<td>Natural Language Inference (NLI)</td>
</tr>
<tr>
<td><strong>Söderholm</strong> [79]</td>
<td>Valence and arousal ratings for 420 Finnish nouns by age and gender (in Finnish).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td><strong>Sogou News</strong> [102]</td>
<td>The SogouCA and SogouCS news corpora are combined to create the Sogou News dataset. The news items’ domain names in the URL define their classification labels.</td>
<td>News classifications</td>
</tr>
<tr>
<td><strong>SST</strong> [103]</td>
<td>There are two versions available, called SST-1 and SST-2, respectively, one with binary labels and the other with fine-grained labels (five-class). 11,855 movie reviews make up SST-1. SST-2 is divided into three training, development, and test sets, each with a size of 6920, 872, and 1821, respectively.</td>
<td>Sentiment analysis</td>
</tr>
<tr>
<td><strong>SUBTLEX-US</strong> [104]</td>
<td>A dataset that shows the proportion of movies that contain a given word.</td>
<td>Assess word memorability (e.g., in [15])</td>
</tr>
<tr>
<td><strong>SWBD-sentiment</strong> [105]</td>
<td>This corpus contains a total of 49,500 labeled utterances covering 140 h of audio. Each sentiment label in this corpus can be one of three options: positive, negative, and neutral.</td>
<td>Speech sentiment analysis (e.g., [27,29])</td>
</tr>
<tr>
<td><strong>The Glasgow Norms</strong> [106]</td>
<td>A set of normative ratings for 5553 words on 9 psycholinguistic dimensions: arousal, valence, dominance, concreteness, imageability, familiarity, age, semantic size, and gender association.</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td><strong>Top 500 companies by net impact</strong> [107]</td>
<td>This dataset includes all companies on the Fortune Global 500 list, 2020 edition, i.e., 500 largest companies in the world by revenue. All companies have been ranked based on their net impact.</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td><strong>Top 100 Global Brands</strong> [108]</td>
<td>Top 100 companies in 2022, including 2022 and 2021 rating, company name, company founder, year of establishment, industry, location, website, additional key people, and 2022 and 2021 brand value.</td>
<td>News classifications</td>
</tr>
</tbody>
</table>
### Table 2. Cont.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Applied to</th>
</tr>
</thead>
<tbody>
<tr>
<td>TREC-QA [109]</td>
<td>Two versions: TREC-6 and TREC-50 with 6 and 50 classes, respectively. Both have 5452 training examples and 500 test examples.</td>
<td>Question answering</td>
</tr>
<tr>
<td>TTS-Portuguese [110]</td>
<td>The dataset has approximately 10 h and 28 min of speech from a single speaker, recorded at 48 KHz, containing a total of 3632 audio files in Wave format (in Portuguese).</td>
<td>Text-to-speech (e.g., [77])</td>
</tr>
<tr>
<td>USF free association norms [111]</td>
<td>Word pool consisting of 576 words.</td>
<td>Assess word memorability (e.g., in [15])</td>
</tr>
<tr>
<td>VCTK [112]</td>
<td>Corpus including speech data uttered by 110 English speakers with various accents. Each speaker reads out about 400 sentences, which were selected from a newspaper.</td>
<td>Text-to-speech (e.g., [77])</td>
</tr>
<tr>
<td>Verheyen et al. [113]</td>
<td>Norms for 1000 Dutch adjectives, covering lexicosemantic variables such as age of acquisition, familiarity, concreteness, and imageability alongside affective variables such as valence, arousal, and dominance as well as distributional variables (in Dutch).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Warriner [114]</td>
<td>Valence, arousal, and dominance ratings on a nine-point scale.</td>
<td>Assessment of word memorability (e.g., in [15])</td>
</tr>
<tr>
<td>WOS [115]</td>
<td>Data and metadata of published papers.</td>
<td>Topic classification</td>
</tr>
<tr>
<td>XANEW [114]</td>
<td>Norms of valence, arousal, and dominance for 13,915 English lemmas.</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Xu [116]</td>
<td>Valence and arousal ratings for 11,310 simplified words (in Mandarin).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Yee [117]</td>
<td>Valence, arousal, familiarity, concreteness, and imageability ratings for 292 two-character Chinese nouns (in Cantonese).</td>
<td>Valence and arousal computation (e.g., in [11])</td>
</tr>
<tr>
<td>Yelp [118]</td>
<td>Subset of businesses, reviews, and user data.</td>
<td>Text generation (e.g., [20])</td>
</tr>
<tr>
<td>7+ Million Company [119]</td>
<td>Dataset of over seven million companies, including company name, Linkedin URL, domain and industry, company size from 1–10,000+, company location, number of employees, and year of establishment.</td>
<td>N/A</td>
</tr>
<tr>
<td>20 newsgroups [120]</td>
<td>Approximately 20,000 newsgroup documents partitioned (nearly) evenly across 20 different newsgroups.</td>
<td>Semantic analysis (e.g., in [121])</td>
</tr>
<tr>
<td>22.9+ Million Company [122]</td>
<td>Dataset of over 22.9+ million companies, including company name, Linkedin URL, domain and industry, company location, number of employees, and year of establishment.</td>
<td>N/A</td>
</tr>
</tbody>
</table>
3.2.2. Semantic Analysis

Semantic analysis is an essential aspect of NLP techniques, effectively delivering the context of a sentence or a paragraph. For example, Wang et al. [12] presented a comprehensive approach for implementing an algorithm that checks for duplicated text based on semantic natural language analysis. Their models integrated advanced technologies such as Word2vec and latent Dirichlet allocation (LDA). The algorithm flow proposed by the authors is divided into two main parts, namely, training the topic model and searching for duplicate documents. Each time a new text is input, the model is updated and topic words extracted from the model are used to calculate the text similarity, ensuring the algorithm’s efficiency. Cosine similarity is utilized for calculating the repetition rate in semantic text duplicate analysis, providing a robust measure of similarity between documents.

Maksutov et al. [13] delved into the scope of NLP and its role in comprehending quasi-structured or unstructured data, ultimately integrating it into a knowledge base utilizing a graph database. The authors underscored the challenges inherent in developing a universal solution for NLP, primarily due to the diverse grammatical, syntactic, and semantic forms across languages. They also delineated two fundamental approaches to tackling NLP tasks: rule-based algorithms and ML-based algorithms. Rule-based algorithms operate on grammatical rules and heuristics, while ML algorithms embrace training data to extract structures from text.

A method for natural language semantic understanding was developed by Li et al. [14]. The author outlined advancements in NLP with a focus on pretrained models, word sense disambiguation, and semantic integrity analysis. The work begins by highlighting NLP’s importance in comprehending human language using computers, especially in the context of the internet, artificial intelligence, and big data. The advent of deep learning, particularly models such as BERT [123] and XLNet [124], has significantly improved various NLP tasks such as machine translation and sentiment analysis. The article discusses improved models based on BERT, including enhancements in generating tasks, knowledge integration, multi-task learning, masking modes, and training methods. XLNet is introduced as a model that addresses bidirectional context information using mechanisms such as permutation language modeling, two-stream self-attention, and loop mechanisms, showing significant improvements over previous models.

Aka et al. [15] studied the semantic determinants of memorability, investigating why certain words are more memorable than others. They used predictive ML models applied to word recognition and recall datasets, namely, recognition memory [95,96], recall memory [56,94], and wordpool [111]. They also used additional memory tasks to test generalization [125], human predictions, concreteness [56,57], valence and arousal [114], word frequency [104], and binary animacy [36]. Semantic features were extracted from the datasets to represent the underlying meaning of each word, including word frequency, animacy, valence, concreteness, arousal, and word length as potential predictors of memorability. The model was trained using ML algorithms on recognition and recall datasets, incorporating various algorithms such as Lasso regression, SVM, and RF.

Tuckute et al. [16,126] delived into the factors influencing word memorability, particularly focusing on the relationship between words and meanings. Their study conducted two large-scale experiments, each with over 1000 participants, to explore the memorability of words based on synonymy and homonymy. The experiments involved repeat detection tasks where participants identified repeated words in a series. The authors employed 2222 terms from the Subtlex corpus [104] and a new set of hand-picked terms. The results indicated that specific semantic categories, such as famous landmarks and games, were more memorable than others, such as weather and building components. Furthermore, when additional word norms were included in the model, such as valence, imageability, familiarity, concreteness, and arousal, the correlation increased, almost reaching the theoretical maximum of 0.65. These results indicate that a model trained on linguistic factors such as synonymy and homonymy can effectively predict word memorability across different sets of words and semantic categories.
Maulud et al. [127] provided an overview of semantic analysis within NLP, emphasizing its importance in interpreting the context of sentences and paragraphs. They explored the role of sentiment analysis and opinion mining, which are crucial for understanding user emotions and opinions expressed in text. Their paper discussed various NLP techniques, presenting an overview list of the most recent NLP techniques.

As a summary, the works addressed in this section concentrate on various facets of language understanding and natural language processing. While they are united by the shared goal of determining significant insights from textual data, their particular approaches and uses are different. To prepare textual material for analysis, all of the discussed works use preprocessing techniques such as tokenization, word embedding, and semantic analysis. Additionally, they all make use of ML or DL models for a variety of tasks, including topic modeling, text categorization, and word memorability prediction. However, the focus and outcomes differ, ranging across topic modeling, text similarity computation, text classification using semantic features, question answering systems, and assessing the memorability of words using semantic representations.

3.3. Text Generation

Text generation in AI models refers to the process of creating new textual content based on an existing dataset or prompt. It is a type of NLP task that incorporates ML algorithms, particularly deep learning, to generate coherent and contextually relevant text. Text generation can be used for various purposes, including: (a) language modeling—building a statistical model of language, which can be used for tasks such as machine translation or question-answering systems; (b) chatbots and virtual assistants—generating conversational responses for chatbots and virtual assistants that mimic human-like interactions; (c) text summarization—condensing longer documents or articles into shorter summaries while preserving the key information; (d) creative writing—generating creative and original content, such as stories, poems, or song lyrics; and (e) code generation—generating code snippets or entire programs based on a given specification or example. However, text generation also raises ethical concerns, such as the potential for generating biased or harmful content, as well as issues related to copyright and intellectual property [128].

Both supervised and unsupervised learning are possible in text generation models. Under supervised learning, a model is trained to predict a word or series of words based on an initial input (e.g., used in machine translation or picture captioning tasks). Unsupervised learning is the process by which a model learns to anticipate the following word in a sentence or paragraph by looking at the words that come before it [129,130] (e.g., when labeled data are unavailable, as is the case in language modeling jobs where large amounts of text data are accessible but there are no explicit labels).

Nurmambetov et al. [6] proposed a one-layer LSTM-based model for generating names. It utilizes preprocessing methods such as normalization and one-hot encoding with the Kazakh alphabet. The procedure consists of multiple phases and produces random (category, line) pairs, where the category is represented by a one-hot vector. Based on the current letter and the hidden state, the system guesses the next letter at each timestep.

Systems that can respond to queries in natural language, enhance the method of passage retrieval, improve the accuracy of natural language processing for factoid question-answer (QA) systems, and create a more workable system are among the research gaps noted in a study by Sadhuram et al. [17]. The proposed implementation phase involves using AI and NLP for better understanding and answering of questions. For example, their QA system includes question processing, passage retrieval, sentence retrieval, answer processing, and text summarization. The system was tested on over 422 articles of the SQUAD [131] dataset and approximately 87,599 cross-domain questions.

Song et al. [18] proposed the Emotional Dialogue System (EmoDS) method along with some ablation variants. EmoDS is a dialogue system designed to generate emotionally expressive responses in a coherent manner. The method is based on the S2S framework [132,133], which is extended with a lexicon-based attention mechanism to incorporate emotional words.
into the generated responses at the appropriate time steps. Additionally, a sequence-level emotion classifier is used to recognize emotional expressions even when no explicit emotional words are present. In short, the EmoDS architecture consists of a bidirectional LSTM-based (BiLSTM) encoder that encodes the input post into its vector representation, which is then used to initialize a decoder, which generates the response with a specific emotion with the assistance of an emotion classifier and lexicon-based attention mechanism. The BiLSTM classifier was trained on the NLPCC dataset [134].

Liu et al. [19] proposed a paraphrase generation model which is an extension of the traditional S2S model incorporating an attention mechanism and utilizing topic words as prior knowledge to improve the quality of generated paraphrases. In order to improve the semantic reference for rewriting, the model includes a way to add subject terms, which are extracted using LDA. The proposed method was trained using a combination of generative loss and direct supervision. The model was evaluated on two datasets, namely, Quora [93] and Twitter [135].

In the work by He et al. [20], lexically constrained text creation incorporates a few prespecified keywords into the output in an attempt to control the created text. According to the authors, their approach has high computing complexity and often produces generic or grammatically incorrect sentences. In this context, Constrained BART (CBART) is suggested as a solution to these problems. By splitting this effort into two smaller tasks, CBART divides the generation responsibility between the decoder and the encoder by utilizing a pretrained BART model, resulting in improved sentence quality. The outcomes of experiments conducted on One-Billion Words [90] and Yelp [118] databases demonstrate that CBART can produce believable text that is both diverse and high in quality while increasing the speed of inference. He et al. compared their proposed model with several strong baselines for lexically constrained text generation, including three traditional baselines (sep-B/F, asyn-B/F [136], and Grid Beam Search (GBS) [137]) and three more recent models (Constrained Sentence Generation via Metropolis–Hastings (CGMH) [138], POINTER [139], and XLNet-based Markov Chain Monte Carlo (X-MCMC) [140]).

Wang et al. [21] focused on S2S constrained text creation, in which the text generator is restricted to mentioning particular terms in the generated outputs that are inputs to the encoder. Although they can be trained to transfer surface tokens from encoders to decoders, pretrained S2S models such as T5 or transfer mechanisms cannot ensure constraint compliance. The authors proposed Mention Flags (MF), which track whether generated outputs of an S2S decoder satisfy lexical requirements. High constraint satisfaction is ensured, as MF models are trained to create tokens until all constraints are satisfied. In terms of dataset, this work used three different datasets for experiments: Commonsense Generative Reasoning (CommonGen) [141], End-to-End Natural Language Generation (E2E NLG) [142], and Novel Object Captioning at scale (nocaps) [143].

The works discussed in this section focus on text generation tasks. They share similarities in their objectives of generating coherent and contextually relevant text, but differ in their specific methodologies and applications. All papers employed DL models such as LSTM, S2S, or BART for the text generation tasks. They employed various preprocessing techniques to improve the quality of the generated text, such as one-hot encoding, attention mechanisms, and topic modeling. However, they differed in terms of focus and outcomes, with the former including name generation, enhancing passage retrieval, and question-answering and the latter involving the generation of emotionally expressive responses, paraphrases using topic words as prior knowledge, lexically constrained text, and S2S constrained text.

3.4. Text-to-Speech

Text-to-speech (TTS) refers to the process of converting written text into spoken words or audio. This technology enables computers, smartphones, and other devices to read text out loud. TTS systems often utilize NLP and ML techniques to generate human-like
speech, which can be customized to sound like different genders, ages, or accents. TTS has a wide range of applications, including accessibility for people with visual impairments, audiobooks, navigation systems, virtual assistants, and more [34,144,145]. The quality of TTS systems is evaluated based on factors such as the naturalness, intelligibility, and expressiveness of the generated speech. From an affective computing perspective, it can serve as a signal to assess whether text is pleasing to human listeners, memorable and comprehensible, and evokes emotional responses. This fact is particularly relevant in the context of brand names, where the sound and pronunciation of a name can influence its brandability and memorability, as discussed in, e.g., [146,147].

The framework proposed by Latif et al. [22] is a system that generates synthetic emotional speech using a Tacotron-based TTS system. The system enhances speech emotion classification by using synthetic speech data. The synthesizer architecture, a variation of Tacotron, generates output frames based on input and is conditioned on an embedding vector containing emotion and speaker information. The vocoder, based on the WaveRNN [148] architecture, generates audio from a Mel-spectrogram [149]. For speech emotion recognition (SER), a CNN-based classifier is used with Mel-frequency cepstral coefficients (MFCCs) as input. The experimental protocol involves training on the LibriSpeech dataset [78] for TTS and on the Emotional Voices Database (EVD) [150] and Toronto Emotional Speech Set (TESS) [151] for emotional embeddings. The model was evaluated on the Ryerson Audio–Visual Database of Emotional Speech and Song (RAVDESS) [152] for within-corpus evaluations and on the Crowd-Sourced Emotional Multimodal Actors Dataset (CREMA-D) [153], Surrey Audio–Visual Expressed Emotion (SAVEE) [154], and Berlin Database of Emotional Speech (EmoDB) [155] for cross-corpus evaluation.

Wang et al. [77] introduced VALL-E (https://www.microsoft.com/en-us/research/project/vall-e-x/, accessed on 14 June 2024), a language model approach for TTS synthesis that utilizes audio codec codes as intermediate representations. VALL-E is trained on a neural codec language model using a large dataset of English speech, enabling personalized speech synthesis with minimal speaker data. The model treats TTS as conditional codec language modeling, leveraging in-context learning capabilities and diverse synthesized outputs in zero-shot scenarios. The training data for VALL-E is sourced from librilight [76]. The speech recognition model is trained on the LibriSpeech dataset and then utilized to transcribe the audio data into phoneme-level alignments. After the hybrid model has been trained, the unlabeled speech data are decoded and transduced to the best phoneme-level alignment paths using a frameshift of 30 ms. The EnCodec model [156] was used to generate the acoustic code matrix for 60,000 h of data, which are used as inputs to the VALL-E neural codec language model for TTS synthesis. A combined dataset consisting of VCTK [112], libriTTS [79], and TTS-Portuguese [110] was used by the authors to determine the baseline for their state-of-the-art zero-shot TTS model called YourTTS [157]. Further, Wang et al. assessed the speaker similarity between the synthesized speech and decompressed enrolled speech using the WavLM-TDNN speaker verification model [158]. They computed the word error rate (WER) in relation to the transcriptions that were originally recorded. The HuBERT-Large [159] model fine-tuned on LibriSpeech was used as the automated speech recognition (ASR) model in the experiment.

Both of the papers reviewed above offer unique approaches to TTS synthesis, each contributing differently to the field with specific methodologies and evaluation strategies. Both the advanced TTS synthesis integrating emotion conditioning and the model using neural codec language modeling for personalized speech generation show demonstrated effectiveness through detailed speaker similarity and naturalness evaluations. However, these papers lack discussions of model interpretability and computational efficiency. Many other works can be found in the literature focusing on various aspects of TTS synthesis, including speaker adaptation, emotion conditioning, and personalized speech generation, contributing to the advancement of TTS technology in different ways [160–163].
3.5. Speech Analysis and Classification

The practice of classifying spoken utterances into predetermined classes or categories is known as speech classification. In order to predict the class or category to which the speech belongs, this is usually accomplished using ML algorithms that examine the acoustic characteristics of the speech signal, such as pitch, intensity, and timing. It is an essential part of numerous speech processing applications, such as language identification, speaker identification, emotion recognition, and voice recognition, and is utilized in different applications such as speech-based customer support systems [164] and automated transcription services [164–167]. There are various methods for classifying speech, including supervised learning, semi-supervised learning, unsupervised learning, and self-supervised learning [168–172]. Speech classification is a challenging problem due to the variability of speech signals, including differences in accent, pronunciation, and speaking style.

For example, Xu [24] focused on speech recognition and pronunciation quality evaluation using DL. The author discussed the process of speech recognition, signal preprocessing, feature extraction, and the development of DL models such as Restricted Boltzmann Machines (RBMs) and Deep Belief Networks (DBNs). The study involved 24 college students recording sentences in English for evaluation. The evaluation considered the factors, intonation, speed, rhythm, and tone of voice.

Mu et al. [25] presented a comprehensive Japanese speech evaluation system utilizing a two-layer deep learning model. The system incorporates a Connectionist Temporal Classification (CTC) model for speech-text alignment and segmentation followed by an attention model for word-level speech recognition and evaluation. The study focuses on improving pronunciation accuracy for Japanese language learners, particularly Chinese users, by leveraging a large dataset of learner speech samples. The dataset used in the paper was divided into two sections: first, the announcer’s (a native speaker) correct pronunciation along with the pronunciation of an example sentence; second, the pronunciation of words and sentences that users read on a daily basis, with approximately 20,000 Japanese-pronounceable sentences generated daily. Various metrics were used to evaluate model performance, providing insights into the ability to accurately recognize and evaluate pronunciation errors. The model’s performance in identifying correct and incorrect phonemes showcased promising results, with low error rates for false recognition and diagnostic recognition errors.

Gong et al. [26] introduced goodness of pronunciation transformer (GoPT), a novel approach to computer-assisted pronunciation training (CAPT) that leverages a transformer self-attention architecture and goodness of pronunciation features. This method enables the simultaneous assessment of multiple aspects of pronunciation quality across the phoneme, word, and utterance levels, including accuracy, fluency, prosody, and stress. The authors employed a public ASR acoustic model trained on the LibriSpeech dataset [78] for their main experiment. Other datasets include TED-LIUM 3 [173], LibriSpeech, and WSJ [174].

The reviewed works focus on speech recognition and pronunciation quality evaluation employing several different approaches and techniques, including the application of DL models for speech recognition and pronunciation quality assessment across the phoneme, word, and utterance levels. These analyses have been applied to various languages, including English, Chinese, and Japanese, and can be used in branding and marketing to evaluate the pronunciation quality of brand names or slogans across different countries and cultures. Many other works can be found in the literature as well, such as [175–177].

Speech Sentiment Analysis

Speech sentiment analysis refers to the process of using techniques to analyze the sentiment or emotional tone expressed in spoken language, such as in conversations, speeches, or recorded audio. This type of sentiment analysis focuses on understanding the speaker’s emotions, attitudes, and opinions, and can be used to gain insights into the overall sentiment of the speaker or a group of speakers. Speech sentiment analysis can be challenging due to the complexity and variability of spoken language, including factors
such as tone of voice, sarcasm, and cultural nuances. However, recent advancements in artificial intelligence and natural language processing have led to significant improvements in the accuracy and reliability of speech sentiment analysis systems [178,179].

A method for sentiment analysis utilizing characteristics taken from ASR models was presented by Lu et al. [27]. This method uses pretrained ASR characteristics and sentiment decoders to classify sentiment in speech based on two state-of-the-art datasets: the scripted and improvisational interaction IEMOCAP dataset [47] and the natural conversation SWBD-sentiment dataset [105]. The resulting multi-modality model incorporates both audio and ASR transcription as inputs, whereas a single-modality model exclusively employs audio inputs.

Novais et al. [28] discussed a framework for predicting speech emotion using an ensemble of ML methods. The primary focus was on improving social interactions between humans and socially assistive robots, particularly for the elderly, by enhancing robots’ ability to recognize and react to human emotions based on speech. Their model introduces an ensemble method that integrates outputs from various pre-existing speech emotion classifiers to predict emotions more accurately. These classifiers analyze audio samples and provide assessments, which are then aggregated to produce a final emotion classification. The methods were validated on RAVDESS [152], SAVEE [154], and TESS [151]. The paper concluded that ensemble methods are a promising avenue for enhancing the performance of emotion recognition systems. The same authors later presented a stack ensemble method that considers both speech and facial expressions to predict emotions [180].

Shon et al. [29] explored two methods for speech sentiment analysis using pretrained language models (LMs). First, a two-step pipeline involves using a pretrained LM as an embedding layer and using ASR transcripts as inputs for sentiment classification. Second, a semi-supervised end-to-end (E2E) approach incorporating pseudolabels generated by a pretrained LM was used to enhance the sentiment classifier. In the two-step pipeline, the pretrained LM encodes ASR transcripts into a BERT output sequence, which is then classified for sentiment. For the E2E systems, the authors started by creating a baseline system that uses an ASR encoder output as the features for speech sentiment analysis [27]. They suggested a pseudolabel-based semi-supervised training method following this paradigm. The SWBD-Sentiment dataset, which is labeled with three sentiments (positive, neutral, and negative) was used for the tests. In several of their tests, the authors substituted the ASR transcripts from the SWBD-Sentiment and Fisher datasets [71] for the ground truth texts in the two-step process.

The works addressed in this section focus on sentiment analysis in speech using pre-trained models. While they share the goal of improving sentiment prediction, they employ different methods and approaches, for instance making use of pretrained ASR characteristics and sentiment decoders (using a two-step pipeline involving encoded ASR transcripts which are subsequently subjected to sentiment classification), employing ensembles of publicly available methods (using pseudolabels produced by a pretrained LM), and more. Many other works can be found in the literature focusing on various aspects of speech sentiment analysis, including emotion recognition, sentiment classification, and social interaction analysis, each contributing to the advancement of speech sentiment analysis technology in different ways [181,182].

3.6. Critical Analysis

This section has presented a review of AI models and techniques which can be used for brand value extraction, text sentiment analysis, semantic analysis, text generation, text-to-speech, speech classification, and speech sentiment analysis. The review covers a wide range of AI models and techniques, including ML, DL, NLP, and speech processing. The applications of these models and techniques have been discussed in the context of various tasks, such as brand value extraction from product descriptions, sentiment analysis of text data, semantic analysis of text, generation of coherent and contextually relevant text, conversion of written text into spoken words, classification of spoken utterances into predetermined classes or categories, and analysis of the sentiment or emotional tone.
expressed in spoken language. Of course, the applications of these models and techniques are not limited to the tasks discussed in this review, and they can be applied to a wide range of other tasks and domains as well. Further, being such a broad field, there are many other AI models and techniques that can be used for these tasks, and the review presented here is by no means exhaustive. Table 1 provides a summary of the discussed works by category.

4. Datasets

Datasets play a major role in the development and evaluation of AI models and techniques. In this context, high-quality datasets are essential for training, validating, and testing AI models, as they are used to assess the models’ performance and generalization capabilities. Table 2 presents a list of datasets used in the discussed works along with a small set identified by the authors, as well as the tasks they were applied to. These datasets cover a wide range of domains and applications, including product descriptions, movie reviews, hotel reviews, newsgroup documents, recognition memory tasks, recall memory tasks, free association norms, concreteness ratings, valence–arousal–dominance ratings, and word memorability. Several of the datasets are publicly available and can be used for developing methods around the aforementioned tasks such as brand value extraction, sentiment analysis, semantic analysis, text generation, text-to-speech, speech classification, and speech sentiment analysis.

5. Conclusions and Future Works

The field of marketing and branding appears to have a future at the convergence of AI and brand name creation and assessment. Artificial intelligence models have proven through the use of natural language processing that they are capable of producing original brand names as well as assessing their possible appeal. However, in certain instances the process may not appear scientifically rigorous. Many examples involve online platforms that generate names for companies, products, and services. These sites likely employ AI models that create brand names by recognizing linguistic patterns and semantic links within existing datasets; of course, the specific algorithms they use are not publicly disclosed. This opens up a field of research that could be explored, as the use of AI in brand name creation and evaluation is currently in its youth.

Therefore, collaboration between AI and human marketers is essential to ensure the creation of compelling and effective brand names. AI models can generate a large volume of potential brand names quickly and efficiently, enabling marketers to explore a wider range of options. This collaboration plots what appears to be a promising future for brand name generation and evaluation. Benefiting from the capabilities of AI in conjunction with human creativity and expertise, marketers can unlock new possibilities for developing impactful and memorable brand names that resonate with consumers.

In this context, AI models can include and analyze consumer sentiment and semantic associations to estimate the potential success of a brand name within a specific market or demographic. However, it is important to note that while at the moment AI can assist in generating and evaluating brand names, the human element remains crucial. One reason for this is that AI models are trained on existing data, and may not always capture the cultural nuances and subtleties that can make a brand name resonate with consumers.

This work tries to provide an overview of AI models and techniques capable of being used for brand value extraction and assessment. From our point of view, and in corroborating with the literature, the applications of these models and techniques have the potential to revolutionize the field of marketing and branding in the future. Techniques include text sentiment analysis, semantic analysis, text generation, text-to-speech, speech classification, and speech sentiment analysis. These techniques are supported in a wide range of AI models, including ML, DL, NLP, and speech processing.

Furthermore, because a major role in the development and evaluation of AI models and techniques is played by data, a section has been dedicated to compiling a list of datasets used in the discussed works along with the tasks they were applied to. These datasets cover
a wide range of domains and applications, including product descriptions, movie reviews, hotel reviews, newsgroup documents, recognition memory tasks, recall memory tasks, free association norms, concreteness ratings, valence–arousal–dominance ratings, and word memorability. The list presents a pivotal point for future research, as it provides a starting point for researchers interested in developing methods related to the tasks discussed in this work. It should be noted that the status and availability of these datasets is a key point; while many of them are publicly available and can be used for developing methods for the aforementioned tasks, some are private or no longer available, which may limit the reproducibility of the results obtained in the reviewed works.

Looking ahead, the continued advancement of AI technologies holds great promise for the future of brand name generation and evaluation, particularly in the areas of natural language understanding and sentiment analysis. By leveraging the capabilities of AI in conjunction with human creativity and expertise, marketers can unlock new possibilities for developing impactful and memorable brand names that resonate with consumers.

Future work in the field of AI and branding could explore some of the following directions: (a) the development of AI models that can generate brand names based on specific criteria or requirements, such as target audience or industry, taking into account larger datasets and more complex linguistic and semantic features; (b) the use of AI models for analyzing consumer sentiment and semantic associations to estimate the potential success of a brand name within a specific market or demographic; (c) the integration of AI models with human creativity and expertise; (d) the exploration of cultural nuances and subtleties that can make a brand name resonate with consumers; (e) the development of additional AI models that can evaluate the memorability and brandability of brand names; and (f) the creation of dedicated datasets that can be used to train and evaluate AI models for brand name generation and evaluation. This last point is particularly relevant, as from the first instant the dataset should take into account the specific requirements and constraints of the branding industry, such as the need for unique, memorable, and impactful brand names, the importance of cultural and linguistic considerations, the age groups and demographics of the target audience, and the industry or market segment in which the brand operates. Additionally, datasets should be large, diverse, and unbiased, well annotated, and labeled in order to ensure the quality and reliability of AI models trained on them. Finally, whenever possible datasets should be publicly available and well documented to ensure reproducibility and transparency in the development and evaluation of the resulting AI models.
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