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Abstract: Hybrid simulation integrates numerical and experimental techniques to analyze
structural responses under static and dynamic loads. It physically tests components that are
not fully characterized while modeling the rest of the structure numerically. Over the past
two decades, hybrid testing platforms have become increasingly modular and versatile.
This paper presents the development of a robust hybrid testing software framework at the
National Laboratory for Civil Engineering (LNEC), Portugal, and evaluates the efficiency of
its algorithms. The framework features a LabVIEW-based control and interface application
that exchanges data with OpenSees via the OpenFresco middleware using a TCP/IP
protocol. Designed for slow to real-time hybrid testing, it employs a predictor–corrector
algorithm for motion control, enhanced by an adaptive time series (ATS)-based error
tracking and delay compensation algorithm. Its modular design facilitates the integration
of new simulation tools. The framework was first assessed through simulated hybrid tests,
followed by validation via a hybrid test on a two-bay, one-story steel moment-resisting
frame, where one exterior column was physically tested. The results emphasized the
importance of the accurate system identification of the physical substructure and the
precise calibration of the actuator control and delay compensation algorithms.

Keywords: hybrid simulation; software framework; OpenFresco; actuator control; delay
compensation; error tracking

1. Introduction
To mitigate the severe damage of structures due to natural hazards, mainly earth-

quakes, a better understanding of the structural response to such actions is of paramount
importance. A shaking table test is a reliable tool for simulating the dynamic response of
structures subjected to earthquakes. Nevertheless, full-scale shaking table tests are often
impractical to carry out, if not impossible, due to the limited size and capacity of shaking
tables, as well as the cost of conducting such tests. Additionally, such tests are mainly
required when severe damage is to be imposed to the test structure or when it should
be tested until collapse. Hence, the search for less destructive techniques is valuable; a
numerical simulation is the least expensive method for assessing the response of structures.
However, numerical methods such as finite element analysis may fail to capture some
complex mechanisms of damage, local and/or global. Furthermore, geometric and/or
material nonlinearities of structures may not be fully represented. Hence, an alternative
method that blends numerical and experimental approaches, i.e., hybrid simulation, is
compelling. The prime goal is therefore to establish a practical and cost-effective solution
to accurately determine the response of structures subjected to dynamic loads.
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Hybrid simulation, also termed substructuring or pseudo-dynamic testing (PSD),
was conceived to bridge the drawbacks of the two abovementioned simulation method-
ologies [1–4]. In this technique, the response simulation of a structure is conducted by
experimentally testing the critical component (physical substructure) while numerically
modeling the rest of the structure. The restoring forces of the physical substructure, which
are measured in the laboratory, are then returned to the numerical program at each time-
step of the analysis. In hybrid simulation, the loading history of the actuators is not known
a priori, unlike a shaking table test. Instead, it is calculated during the experiment. Intu-
itively, the speed of execution of a hybrid simulation is therefore dependent on the rate of
data communication between the physical and numerical substructures. The advancement
in the speed of execution of an actuator command and the speed of communication be-
tween the physical and numerical substructures gave birth to real-time hybrid simulation
(RTHS). In the past two decades, a considerable amount of research has been conducted in
hybrid testing, thus improving its reliability for dynamic testing of structures. Among its
widespread applications, it enabled researchers to experimentally simulate the effective-
ness of energy dissipation devices without the need to experimentally test the complete
structure [5,6]. Furthermore, the philosophy of hybrid simulation has not been limited to
structural and earthquake engineering, but it was extended to other areas of study such as
thermo-mechanical testing, industrial piping systems, and multi-hazard testing [7–9].

Nevertheless, hybrid simulation has never been without challenges. The propagation
of experimental errors in the numerical substructure is a prime challenge. State-of-the-art
hardware and efficient control algorithms are thus pivotal for successful hybrid testing.
The technique has evolved rapidly in terms of its fidelity, robustness, and the spectrum
of applications [10–12]. Given their importance, studies focused on the propagation of
random and systematic errors were conducted in its early development [10]. In addition,
the robustness of an integration scheme during a hybrid test also plays a vital role in the
accuracy of hybrid simulation. Thus, considerable research was carried out on integration
algorithms, aiming to improve error propagation and stability characteristics needed for
hybrid testing. Shing et al. [11] investigated Newmark integration families resulting in
a stable explicit algorithm suitable for PSD. Dermitzakis and Mahin [12] also proposed
a mixed implicit–explicit algorithm to account for large nonlinearities during response
simulation. In the latter, several PSD tests comprising multi-degree-of-freedom structures
were performed to substantiate the reliability of the technique. In the search for an improved
testing of stiff specimens, a mixed force and displacement actuator control was explored in
the late 1980s, which gave birth to Effective Force Testing (EFT) [13].

The first implementation of RTHS comprised dynamic actuators, a digital servo-
controller, and a staggered integration method to improve its computational efficiency [14].
Together with the development of nonlinear finite element software, such as DRAIN 2DX,
a finite element method (FEM) approach for hybrid simulation emerged [15]. Thewalt
and Roman [16] proposed the BFGS (Broyden–Fletcher–Goldfarb–Shanno) algorithm to
estimate the tangent stiffness of an experimental element while other studies addressed
the accuracy of the operator splitting (OS) algorithm [17,18]. Significant developments in
pseudo-dynamic testing were also carried out at the European Laboratory for Structural
Assessment (ELSA) [19,20]. To reduce actuator errors during RTHS, researchers proposed
a compensation method via predicting displacements through extrapolation [21,22]. The
control system approach for conducting a RTHS test thus surfaced [23]. Research at ELSA
also contributed to the accuracy of continuous PSD by limiting the force relaxation phe-
nomena inherent to the ramp-and-hold method [24]. On the forefront of the search for a
reliable test framework, Takahashi and Fenves [25] developed an object-oriented software
framework, named Open-Source Framework for Experimental Setup and Control (Open-
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Fresco), comprising interlaced software classes that allowed the computational driver to
talk to laboratory hardware in a modular and standardized manner. The framework was
designed to handle both local and distributed tests. Further, its collapse simulation capa-
bilities were improved by Schellenberg et al. [26]. The development of a MATLAB-based
computational driver and a LabVIEW-based experimental controller in OpenFresco has
played an important role in the versatility of the software framework. Efforts made in
extending local hybrid testing to geographically distributed testing also gave satisfactory
results. Mosqueda et al. [27] developed a three-loop architecture framework to enable a
continuous geographically distributed hybrid testing accounting for force relaxation phe-
nomena in actuators. To mitigate the challenge posed in testing stiff specimens, Reinhorn
et al. [28] proposed force control for actuators, applicable to both EFT and RTHS. The
control approach modified the mechanically stiff nature of actuators (suitable for position
control) to become a low-impedance (compliant) system compatible with force control. The
proof-of-concept experiment comprised of a spring element as a compliant system while
controlling the inner loop using displacement commands [28].

The broad-spectrum applications of hybrid simulation have fascinated many re-
searchers. Consequently, hybrid simulation was applied to various applications,
e.g., magnetorheological dampers [6,29–32], base isolation systems [33], and so on. As a
result, OpenFresco was extended to support mixed and switch control approaches [34,35]
and online optimization techniques [36]. To meet the stringent requirements of real-time
hybrid testing, control strategies such as loop-shaping and Model Reference Adaptive Con-
trol (MRAC) were developed [37]. Among others, researchers identified the importance
of assessing the accuracy measure for hybrid testing. Criteria for measuring the perfor-
mance of hybrid simulation were thus developed through error tracking methods [38].
As a result, tracking indicators (TI) and phase and amplitude error indices (PAEI) have
surfaced [39]. The latter was developed to decouple the phase and amplitude errors. The
PAEI algorithm, however, solves large eigenvalue problems at each time-step of analy-
sis, thus limiting its application for online tracking. The authors of [39] also proposed
a computationally lighter frequency-based error indicator to enable online tracking dur-
ing a hybrid test. Schellenberg et al. [40], on the other hand, developed a model-based
compensation for OpenFresco, augmenting its extrapolation scheme. Many other stud-
ies have examined the adequacy of model-based and adaptive techniques for actuator
compensation ([41]—feedforward–feedback compensator, [42]—PLC compensator, [43]—
Inverse and Adaptive Inverse compensation, etc.), while Chae et al. [44] proposed a novel
compensation technique, referred to as an adaptive time series (ATS) compensator. The
latter is based on Taylor series expansion and least-square (LS) optimization. Due to its
moderate computational cost for online applications, the importance of reducing the size
of the gradient matrix can be appreciable.

To date, numerous time-stepping algorithms suitable for RTHS have been developed
and many of them are implemented in the OpenFresco middleware. Among others, the
Newmark implicit algorithm with fixed number of iterations (also with an increment
reduction factor), the Implicit Generalized Alpha (IG-α) method with constant iterations,
and the OS algorithm, based on tangent or mixed experimental stiffnesses, are powerful [10].
Both explicit and unconditionally stable algorithms are particularly attractive for RTHS.
Kolay and Ricles [45] modified the two-parameter IG-α method into an explicit single
parameter integration method, named KR-α. In addition to its adjustable algorithmic
damping, the period dispersion properties of the algorithm can be optimized to reduce
distortion from contributing modes.

While hybrid simulation (HS) has traditionally been problem-specific, software frame-
works like OpenFresco [10] and UI-SimCor [46] have demonstrated versatility. A robust
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HS framework should support various time-stepping algorithms, numerical simulation
programs, testing configurations (e.g., actuator alone, shaking table alone, coupled actuator
and shaking table), actuator control (MATLAB/Simulink, LabVIEW, etc.), different data
acquisition systems, and communication protocols. This paper presents the development
and validation of a robust and integrated software framework for hybrid simulation. The
framework follows a three-loop architecture—servo-control, simulation coordinator, and
integration loops—implemented using LabVIEW and National Instruments (NI) hardware.
This paper is divided into four sections. Section 2 details the framework’s development,
while Section 3 discusses its validation and hybrid test results. Section 4 summarizes the
key findings.

2. Development of a Software Framework
2.1. Architecture

Hybrid simulation software frameworks can be developed using two main approaches:
the structural analysis approach and the control system approach. The first approach treats
hybrid simulation as a finite element analysis, embedding the experimental substructure
within the reference structure. In contrast, the control system approach models hybrid
simulation as a feedback system, where the physical substructure functions as a plant
controlled by a computational driver. An example of the structural analysis approach is
OpenFresco, which serves as middleware between a finite element software (commonly
OpenSees) and a control software [27]. Its Object-Oriented Analysis (OOA) module en-
sures the framework meets key requirements, including modeling physical substructures,
generating command signals, converting measured signals, communicating with control
packages, and acquiring data. This module also manages communication speed in local
and distributed hybrid testing. The Object-Oriented Model (OOM) module abstracts real-
world objects into software classes, maintaining data encapsulation. OpenFresco features
four abstract classes: experimental element, experimental site, experimental setup, and
experimental control.

Developed at the University of California, Berkeley, within the Network for Earth-
quake Engineering and Simulation (NEES), a three-tier software framework provides
modularity and flexibility. Its top client tier interfaces with various computational drivers,
while the third-tier handles laboratory control and data acquisition, driving the test spec-
imen and collecting data. The middle tier acts as the middleware loop. OpenSees can
function in the outermost integration loop alongside OpenFresco, which facilitates commu-
nication between OpenSees and the control software. The top and middle tiers can operate
on a single computer or separate machines connected via a TCP/IP socket. OpenFresco
supports two configurations for local deployment. In the first, a generic client element is
embedded in finite element software using user-defined elements, allowing data exchange
through this embedded element. Data exchange between the finite element software and
OpenFresco takes place through the embedded element. Input parameters of the generic
client element include node number, the degrees of freedom of the control node, and a port
to communicate its input parameters [10]. In the second configuration, an experimental
element is added into the finite element software instead. This eliminates the need for the
experimental element abstract class in the middleware. The first approach relies on existing
OpenFresco elements, while the second provides greater flexibility by allowing users to
define experimental elements within the finite element software. Another open-source
framework, the University of Illinois Simulation Coordinator (UI-SimCor), is MATLAB-
based and designed for multi-site and multi-platform hybrid testing [46]. It consists of two
modules: MDL_RF (restoring force module) and MDL_AUX (auxiliary module). Originally
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developed for distributed testing, UI-SimCor has also been successfully applied to local
hybrid simulations [47].

This research developed two hybrid simulation schemes at LNEC and integrated
them into a single software package, LNEC-HS, for improved accessibility. The software
framework, designed as a Stateflow machine using Virtual Instruments (VIs) in LabVIEW,
ensures modularity and flexibility, enabling slow, fast, and real-time hybrid testing. The
first scheme of this software framework can be perceived as a three-loop architecture
(Figure 1a) comprising a control loop (innermost), a simulation coordinator (intermediate),
and an integration loop (outermost). The control loop manages the servo-hydraulic actuator,
while the simulation coordinator communicates with OpenFresco via TCP/IP, continuously
generating command displacements and compensating for time delays using a dedicated
algorithm. The integration loop connects OpenSees to OpenFresco through TCP/IP, re-
ceiving measured restoring forces from the experimental substructure and advancing the
hybrid test by solving the equilibrium equation.
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The hardware of the LNEC-HS software framework comprises an NI embedded real-
time (RT) controller and an NI Field-Programmable Gate Array (FPGA). The simulation
coordinator was programmed in the RT controller and the FPGA module performs the
control task. Additionally, the data acquisition board records displacement, acceleration,
and force measurements during a hybrid test. The above-mentioned NI modules are
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inserted into a chassis and communicate with each other through Direct Memory Access
(DMA). The DMA FIFO feature in LabVIEW can provide high throughput data transfer
between the RT controller and FPGA. However, faster transfer of small-sized data is desired
for a hybrid test. Thus, direct communication, using control and indicator variables,
was adopted to improve the computational efficiency of the software framework. The
building blocks of this software framework include the following: a real-time VI (referred
to hereinafter as simulation coordinator VI), Host PC VI, and FPGA VI. The Stateflow
machine is fully contained in the simulation coordinator VI. This VI calls the FPGA VI at
each time-step of a hybrid test. On the other hand, the Host PC VI, shown in Figure 1b,
provides a real-time display window for monitoring structural responses during a hybrid
test. Furthermore, it serves as a user interface to initiate, manage, and end a hybrid test.
The plots for subspace synchronization and error tracking can also be monitored from the
display window.

Similarly to the first scheme, the second scheme of LNEC-HS follows a three-loop
architecture but eliminates the need for an external numerical simulation program. Instead,
a simple numerical model, integrated directly into the simulation coordinator, was devel-
oped in LabVIEW. This removes the dependency on OpenFresco and allows direct data
exchange between the computational driver and the simulation coordinator, eliminating
the need for TCP/IP communication. This numerical model is designed specifically for 2D
elastic shear buildings, making the scheme ideal for structures with soft-story mechanisms
where the upper numerical substructure remains primarily elastic. It is also applicable to
soil–structure interaction (SSI) problems in structures with minimal nonlinearity in the
numerically simulated upper stories. Additionally, this scheme enables significantly faster
test execution, supporting hard real-time hybrid simulation.

Unlike the first scheme, it can simultaneously control an actuator and a shaking table,
a key requirement for SSI hybrid testing. Due to their structural similarities, this paper
focuses on developing and validating the middleware-based first scheme of LNEC-HS. The
second scheme inherits its Stateflow machine architecture, and for convenience, “LNEC-HS”
in subsequent discussions refers exclusively to the first scheme.

2.2. Integration Loop

The integration loop of LNEC-HS software framework incorporates finite element
software such as OpenSees, an open-source, object-oriented platform for simulating the
seismic response of structural and geotechnical systems. Its transparent and modular
design enables users to develop and modify specialized modules with minimal interaction
with the broader framework. This allows developers to focus on specific tasks without
needing to understand the entire software implementation [48].

The OpenFresco middleware has an object-oriented architecture with two abstrac-
tions: the loading system (typically servo-hydraulic actuators) and the control and data
acquisition (DAQ) system. The loading system imposes boundary conditions, such as dis-
placement, velocity, acceleration, and force, while the control system ensures the accurate
application of the target displacements that are received from the numerical program. The
DAQ system records measured responses from transducers. OpenFresco consists of four
abstract classes. The experimental setup class transforms response quantities between the
degrees of freedom (DOFs) of the experimental element and the actuator, using geometry
and kinematics of the loading system. Transformations can be as simple as linear trans-
formation (compatible with small displacements) or nonlinear algebraic transformations.
Communication with the LabVIEW-based control program is achieved through control
points that separately send target displacements and receive measured forces. The experi-
mental control class defines control points, loading directions, and actuator configurations.
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This study adopts the one-actuator subclass of the experimental control, which supports
a two-point control scheme in the simulation coordinator. The experimental site class
facilitates the deployment of OpenFresco for geographically distributed hybrid tests.

OpenFresco can interact with any finite element software as long as the software
provides a means for modeling the experimental element [10]. In this study, OpenSees is
primarily used as computational software due to its comprehensive library of materials
and elements. To enable communication between OpenSees and OpenFresco software, the
experimental element was added as a new abstract class into the existing element class of
OpenSees [49]. This abstract class inherits the properties of the element class which has
a member function that assigns trial displacements at element degrees of freedom and
returns restoring forces. During hybrid testing, the experimental element class returns the
initial stiffness, as determining tangent stiffness from limited measurements is challeng-
ing. However, techniques for estimating tangent stiffness are available in the literature.
For example, Kim [34] modified OpenFresco’s Experimental Signal Filter class to estimate
tangent stiffness and simulate experimental errors while developing a force-based hybrid
simulation technique.

2.3. Simulation Coordinator VI

The operation of the LNEC-HS software framework (Figure 2a) begins in the Initializa-
tion (Init) state, where all input parameters to a hybrid test are set. Once the main pressure
that drives the actuator, or a shaking table, reaches a working pressure (70 bar) and the
hydraulic service manifold (HSM) is activated, the system prompts the Start-up state. This
state holds the physical (experimental) substructure in its current position, facilitating test
pauses and resumptions. At this stage, the FGPA-based control loop is activated via the
Start-control-loop button (Figure 1b).
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Before a hybrid test, the actuator may require repositioning to properly connect with
the test structure, or an initial displacement may be applied. The latter may be applied, for
instance, in the case of a hybrid test for post-earthquake damage assessment based on a
residual drift. The Centering state handles this initial positioning of the actuator, applying
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command displacements at 0.5 mm/s. After completing or interrupting a test, the software
returns to this state, allowing the user to restart or terminate the experiment. The Next
button initiates another test while the Stop button halts the actuator and gradually reduces
hydraulic pressure to zero. When conducting consecutive tests without interruption, the
TCP/IP port number must be updated because the TCP-listen VI reserves the active TCP/IP
port for an extended amount of time after being closed. During this state, the proper
functioning of the FPGA module, DAQ system, and actuator position are verified against
predefined limits, with measurements being displayed in the interface (Figure 1b).

The Pre-run state supports the middleware-based scheme by establishing a TCP/IP lis-
tener to connect with OpenFresco and initializing data queues for the prediction–correction
process in the subsequent PreCor state. The TCP/IP listener remains active for 3 s before
timing out. If OpenFresco fails to establish connection within this period or the port is
already reserved by the TCP/IP listener VI, the system transitions to the Error state. In the
latter, the exceedance limit can be checked to help make changes before restarting the test.

The prediction–correction (PreCor) state executes the hybrid test and consists of three
core modules: communication (interface) block, control & feedback block, and data acquisition
block. The communication block receives TCP/IP messages from OpenFresco and verifies
stroke limit compliance. Additionally, the received command displacements are queued
for subsequent use in the prediction–correction process of the control block. The control
and feedback block predicts actuator commands based on the last three time-steps, until
the target displacement of the current time-step is available. The current algorithm predicts
displacements for the first 60% of the time-step and corrects towards the target displacement
during the remaining time. The DAQ block, running in parallel, records and displays
measured responses and performs other auxiliary tasks. The data are buffered for a duration
of 0.1 s before transferring it to the Host PC for saving via network-shared variables.

The Error state holds the actuator at its current position while the user decides to repeat
or terminate a test. The software’s Stateflow machine architecture allows for immediate
transition from the PreCor state to the Error state if stroke limits are exceeded, control or
communication errors occur, or the Emergency stop button is triggered. Users can either
stop the test or return to the Centering state, where test parameters can be modified before
re-initializing all indicators in preparation for a new test.

2.4. TCP/IP Interface

The communication block of the PreCor state dialogs with OpenFresco via the TCP/IP
network protocol using a LabVIEW program termed LNTCP. This collection of LabVIEW
VIs facilitates bidirectional data exchange between the simulation coordinator VI and the
middleware software, enabling the RT target to receive displacement commands and send
feedback responses to the FEA software. The LabVIEW-based experimental control class
of OpenFresco sends TCP/IP data packets to LNTCP and receives feedback forces. The
communication starts at the TCP listen VI of the Pre-run state. Once the TCP/IP connection
is established, the TCP read VI receives a command displacement, and a TCP write VI sends
intermediate replies and a feedback force. The data packet, which has a variable-length tab-
delimited ASCII format, is typically stored on a single line. In this data packet, a newline
serves as a message delimiter. During a hybrid test, a transaction identifier is included
in every message so that the client-side can be asynchronous and multithreaded. The
schematic diagram of the program shown in Figure 2b presents the sequence of operations
performed in LNTCP.

The Open-session message is received when the TCP/IP connection is established. It can
be used to initialize hardware or do any other system-specific work. LNTCP duly ignores
it by sending an ‘OK’ string. The next two steps, Set-parameter and Get-parameter, allow
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users to define and obtain parameters, respectively, that are necessary for the subsequent
communications of LNTCP. These steps are optional, and they can be skipped by sending
the ‘OK’ string back to the OpenFresco middleware. In each iteration of the integration
loop, three mandatory steps, namely Propose, Execute, and Get-control-point, are executed.
The message syntax of each step is important in decoding received data packets as well
as in sending feedback messages. The Propose command can handle up to 12 control
parameters depending on the number of control points supported by the application. In
this study, a two-point control was developed, which has displacement as its only control
parameter. Immediately after receiving this command, a separate loop in LNTCP matches
the command with the actuator metadata stored in the RT target. In the receive-syntax, the
axis of loading of the actuator is defined together with the control parameter—displacement,
force, rotation, or moment, and its magnitude. No message is returned in response to the
Propose command.

Furthermore, the Get-control-point command can support up to 12 control parameters.
It mirrors the Propose command and returns measured responses to OpenFresco. In the
current implementation, LNTCP can handle two feedback parameters, i.e., displacement
and restoring force measurements. The Execute command message simply executes a
previously accepted proposal. In the feedback phase, LNTCP uses a semaphore VI which
only allows the execution of one command while blocking the remaining TCP threads to
OpenFresco. Therefore, the TCP read VI that is responsible for this operation is set to run
at a higher level of priority. The Close-session command, which mirrors the Open-session
command, is executed at the end of the hybrid test, and performs no task.

The implementation of LNTCP includes a command-reader loop, a limit-checking loop,
and a replier loop. The replier loop, as its name indicates, displays data packets that are
received from and/or returned to OpenFresco. The command-reader loop reads the data
packets received from OpenFresco byte by byte, since the data are an anonymous sequence
of bytes [50,51]. Thus, data are collected byte by byte until the EOL (end of line) character,
which marks the end of a message, is encountered. This ASCII message is then parsed and,
eventually, enqueued into a Command queue. The data enqueued into the Command queue
are then retrieved and a response is returned to OpenFresco. When the system prompts
to execute the current time-step, the value of the control parameter is enqueued into a
Position queue. The Command queue, at this stage, is emptied (dequeued), and it is ready to
receive the next control parameter. The PreCor queue then receives the target displacement
of the current time-step, from the Position queue, and drives the correction phase of the
prediction–correction process.

2.5. Prediction–Correction Methods for Actuator Control

The measured forces during a hybrid test are returned to the numerical program at
intervals of time depending on the speed of the test, the latency of the network layer, and
the complexity of the numerical substructure. The numerical solution to the equation
of motion can also be time-consuming considering nonlinear dynamic analysis. Data
transfer is typically a potential source of time delay, meaning that the TCP/IP protocol
that is integrated into the OpenFresco middleware has a notable latency. The rate of data
transfer is not even constant, albeit small compared to geographically distributed testing.
Consequently, the integration loop, which includes the time-stepping algorithm, must
be synchronized with the clock speed of the controller. In this paradigm, the actuator
is forced to move in a ramp-and-hold manner, thus causing force relaxing effects. This
effect could potentially be strong in fast hybrid tests that include strain-dependent physical
substructures. To circumvent this challenge, the command displacement to the actuator
needs to be applied in a deterministic manner at short intervals of time. This objective
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can be performed using a predictor–corrector algorithm that ensures parallel execution
of the two tasks. In this technique, command signals are predicted in a deterministic
way (at the clock speed of the control system) while the computational driver solves the
response of the structure at the current time-step. The prediction time can be constant or
variable. Once the target response is available in the control system, the algorithm starts
correcting towards it. This continuous movement of actuators can significantly reduce
force relaxation effects. In this study, the prediction–correction task is performed using
third-order Lagrange polynomials based on committed displacements. This conventional
method (PreCor-D) has good accuracy for small values of ω∆t, say for ω∆t < 0.5 [22].
Considering nth-order polynomial, the predicted displacements are calculated as follows:

dp(x) =
0

∑
k=−n

dkPn,k(x); x ∈ [0, xmax] (1)

where dk is the last kth time-step displacement received by the numerical program; Pn,k is
the nth-order predictor polynomial; and x is the fraction of the integration time-step. In the
above equation, the Lagrange polynomial, Pn,k, can be derived from the following:

Pn,k(x) =
n

∏
i=0
i ̸=k

x − xi
xk − xi

(2)

The prediction is carried out until xmax = ∆tpred/∆t, where ∆tpred is the maximum
duration of the prediction phase with respect to the simulation time, ∆t. The duration of
the prediction phase varies depending on the complexity of the numerical substructure,
which is dictated by time elapsed in solving the numerical substructure, and the latency of
the TCP/IP network protocol. For relatively simple structures, ∆tpred = 60% is adequate.
If a long prediction period is adopted, the actuator can overshoot deviating from its true
trajectory. Also, prediction using a lower-order polynomial (first or second order), at large
time-steps of integration in particular, can distort the true trajectory of the displacement
response. The accuracy of predictors can be studied assuming the earthquake response
of a structure is a sinusoidal vibration [22]. Large integration time-steps typically result
in less accurate prediction; hence, the integration time-step must be adequately small.
Corrector displacements are calculated once the target displacement at the current time-
step is available. Like the prediction phase, corrector displacements are calculated using
third-order polynomials:

dc(x) =
1

∑
k=−n+1

dkCn,k(x); x ∈ [0, 1] (3)

where Cn,k is the nth-order corrector polynomial. The accuracy analysis of the corrector
algorithm is identical to that of the predictor except for the Lagrange polynomials. In
general, the accuracy of the corrector algorithm is superior to that of the predictor because
the current time-step displacement is included during the correction step. In this paper, the
same polynomial order is used for the predictor and corrector steps.

In prediction–correction algorithms, the switching interval between the two phases is
important. The difference between the last predicted displacement and the first corrector
displacement, divided by the time-interval of controller δt, can be taken as the velocity, vs, at
the switching interval. When vs is negative, it can lead to undesired loading and unloading
during the nonlinear response simulation of a test structure [22]. Comparing the velocity
at the switching interval to the true sinusoidal velocity, Nakashima and Masaoka [22]
showed that first- and second-order polynomials give rise to switching velocities with large
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magnitudes of amplification and phase lead that can distort the true response. When a
structure is loaded towards its peak displacement, this phase lead can cause unloading of
the test structure. However, adopting third- or fourth-order polynomials, a more accurate
switching velocity can be obtained with a certain phase lag. At larger frequencies, the
magnitude amplification of the fourth-order polynomial is typically larger than the third-
order polynomial, which explains why the latter has been a favorable choice in many
applications [10,22]. The phase lag introduced by higher-order polynomials can also
cause undesired reloading when the switching interval occurs during the initiation of the
unloading cycle. This effect is not detrimental since most structures remain elastic during
the initiation of the unloading cycle.

The conventional predictor–corrector algorithm explained above does not meet the
requirements for C0-continuity, due to the discontinuous displacement at the switching
interval and the accuracy of its velocity. The need for C1-continuity (continuity of the
derivative at the switching interval) is less important as it may lead to unstable simulation.
This instability is the result of the reduction in the accuracy of the corrector algorithm
while improving the continuity at the switching interval. In practice, the step-like jump at
the switching interval causes an actuator to oscillate because of a high-velocity demand.
Although the step-like jump can be alleviated by employing higher-order polynomials, it
does not provide a definitive solution. The algorithm based on the last predicted displace-
ment (PreCor-LPD) [10] essentially uses the last prediction, replacing the current time-step
displacement during the correction phase, thereby making the predictor C0-continuous.
The corrector displacement is thus modified as follows:

dc(x) =
1

∑
k=−n+1

k ̸=0

dkCn,k

(
x, xpred

)
+ dxpred Cn,xpred

(
xpred

)
; x ∈ [0, 1] (4)

where dxpred is the last predicted displacement and Cn,xpred is the nth-order corrector La-
grange polynomial at x = xpred. The accuracy characteristics of this corrector algorithm can
again be studied considering a sinusoidal response of a structure. This corrector algorithm
is less accurate compared to the conventional method since the corrector step includes the
last predicted displacement which already has the prediction error. The trade-off between
the accuracy and smoothness of this algorithm is therefore evident. The accuracy of this
algorithm may be improved by limiting the prediction error while considering a small
prediction time (small xpred). For practical purposes, the less accurate corrector algorithm
is preferred against the disruptive property of the conventional algorithm. This is par-
ticularly true since actuator oscillations can be problematic when the algorithm is used
with a responsive servo-hydraulic controller. Yet, xpred is not only a user choice, but it
is governed by the clock speed of the controller and the simulation time-step. The latter
depends both on the complexity of the numerical substructure and the network delay. To
address the challenges of the prediction–correction algorithms discussed above, methods
based on trial velocities (PreCor-V) and accelerations were also studied [10]. From the
simulation studies of these algorithms in MATLAB, Figure 3, which correspond to a hybrid
test from Section 3.4, it is evident that the algorithms can perform well with reasonable
deviations from the true trajectory as shown in Figure 3 (left), provided error accumulation
is mitigated. In Figure 3 (right), a closer look at this trajectory shows that these errors
tend to diminish for a relatively smaller prediction time and for algorithms which employ
last-predicted displacement or velocity. Prediction–correction algorithms which employ
displacement commands from the numerical program show overshot error if prediction
time reaches 80% of the time-step, while 60% prediction time resulted in an undershot error.
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Even with the introduction of last-predicted displacements, which improved the overall
trajectory, 60% of prediction time was found to be optimal. 
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Figure 3. Accuracy of prediction–correction algorithms for actuator control. 

 

  
(a) Δt = 4 ms (w/o gain error) (b) Δt = 20 ms (w/o gain error) 

  
(c) 10% overshoot (w/gain error) (d) 10% undershoot (w/gain error) 

Figure 7. Magnitude of GATS. 

 

  

Figure 3. Accuracy of prediction–correction algorithms for actuator control.

The prediction–correction method which uses the last predicted displacement has
C0-continuity, but the accuracy of its velocity needs further improvement; hence, an algo-
rithm based on velocities was also considered in this study. Several numerical integration
methods, such as Runge–Kutta integration and KR-α are explicit for velocities and dis-
placements. These trial velocities may therefore be used to improve the accuracy of velocity
of the prediction–correction algorithms. Nonetheless, trial velocities can be inaccurate in
many integration methods. In this research, velocities are derived through differentiation
using Lagrange polynomials and the above-mentioned algorithms, excluding the method
which include accelerations, were implemented in LNEC-HS.

2.6. Control Algorithm

The performance of a servo-hydraulic controller is essential for the accuracy of a
hybrid test. In the current software framework, a proportional–integral–derivative (PID)
controller was programmed into the NI PXI-7841R FPGA to achieve determinism and a
high rate of execution. The PID algorithm works with a single-precision floating number
necessary for accurate position control of the actuator. It uses the integral anti-windup
technique to avoid the accumulation of errors of the integral term when a large change
occurs in the setpoint or during a saturation phenomenon. The algorithm also features a
bump-less controller output for changes in the PID gains.

Two PID loops, shown in Figure 4a, control the external/auxiliary actuator and shaking
table actuator in parallel within the FPGA VI. One loop drives the auxiliary actuator, and
the other drives the shaking table actuator. The control loop has an execution speed of
5 kHz (2 × 10−4 s). To reduce measurement noise, the measured displacement is filtered by
a low-pass second-order Butterworth filter with a 200 Hz cut-off frequency. When operating
under the middleware-based scheme, the PID loop for the shaking table is deactivated
by disconnecting the drive signal. The servo-controller setpoints are checked against the
actuator stroke limits in the RT target and a Boolean indicator, LimitExceeded, determines
whether the PID loop executes. If the limit is exceeded, the actuators hold their position,
and the RT target switches to the Error state. Additionally, data acquisition of acceleration
(ENDEVCO) is handled within the FPGA VI to maximize resource efficiency.
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The PID gains are tuned to ensure a unit amplitude output–input relationship in the
frequency range of interest. For the characterization of the controller, a square wave with
a 10 mm amplitude and 1 Hz frequency, shown in Figure 4b, was applied to the uniaxial
shaking table (ST1D) rigidly attached to a 600 kg mass. The proportional gain, kp, was
set to keep the overshoot error below 5% and the settling time under 50 ms. The integral
gain, ki, was kept small for stability. The derivative term, in theory, facilitates convergence,
i.e., reduces settling time. However, it can also result in excessive volatility—spikes in the
output of the controller (derivative kick). Thus, the derivative gain, kd, is set to zero.

To assess the load transfer system’s performance, the Frequency Response Function
(FRF) of ST1D was determined by applying a band-limited white noise (0–20 Hz, RMS
amplitude 1 mm, 10% cosine taper). The FRF amplitude, shown in Figure 5, is close to
0 dB (unit amplitude) in the 0–6 Hz range, which is the range of interest for the subse-
quent hybrid test. However, it drops to −5 dB (more than half of the original amplitude)
around 12 Hz, indicating that the controller performance needs improvement for stiffer
physical substructures. Since the FRF may change due to control–structure interaction
(CSI), adaptive compensation is indispensable.
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2.7. Dataflow in LNEC-HS

The LNEC-HS software framework operation starts by applying the extrapolated
displacements to the actuator while the finite element software computes the current time-
step displacement. Once the target displacement is available at the simulation coordinator,
the algorithm interpolates toward it. The schematic diagram shown in Figure 6 gives a
complete picture of the dataflow and the interaction of the prediction–correction algorithm
with the rest of the framework software. The default duration for the prediction phase,
∆tpred, is 60% of the time-step and the remaining 40% of the time-step is assigned to the
correction phase, ∆tcor. This setting is adequate for moderate-sized frames. The prediction
duration can be adjusted via the control panel, particularly for structures with many degrees
of freedom (DOFs) or strong nonlinearity, which require longer extrapolation. However,
the additional time needed remains negligible compared to the TCP/IP latency.
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The conventional extrapolation method relies on the last four committed displace-
ments (i.e., [ut−3, ut−2, ut−1, ut]). Meanwhile, an improved corrector algorithm incorpo-
rates the last predicted displacement, using [ut2, ut−1, ulast,p, ut+1], where ulast,p is the

displacement predicted at
∆tpred

∆t of the time-step. For velocity-based prediction–correction,
numerical differentiation using second-order Lagrange polynomials calculates velocities,
while third-order Hermite polynomials refine the velocity-based prediction–correction
process.

2.8. Error Tracking and Compensation

Error tracking is an integral part of a hybrid test where the magnitude and nature of
errors are evaluated. Apart from its importance in assessing the accuracy of a hybrid test, it
can be used for an early shutdown when stability problems prevail. It can also be essential
for calibrating compensation algorithms. The tracking indicator (TI), widely used for
monitoring experimental errors, relies on the area enclosed in the plot between command
displacement and the measured displacement, termed the subspace synchronization plot
(SSP) [52]. In the LNEC-HS software framework, TI can be monitored online from the GUI
of the software with a refresh rate of 0.1 s. A positive rate of change in TI indicates that
the measured displacement lagging the command displacement, adding energy to the test,
while a negative rate of change corresponds to the measured displacement leading the
command displacement. To decouple the phase (time delay) and amplitude errors of a
load transfer system, SSP can be used in conjunction with TI to quantify control errors. If
the fitting line of the SSP approaches 45◦ and the magnitude of TI remains large, phase
error is dominant. The direction of the winding of SSP enables the further characterization
of control errors. Essentially, the clockwise direction of winding indicates a phase lead
whereas anti-clockwise winding indicates a phase lag. In addition, a plot inclination below
45◦ is interpreted as an undershoot error while an inclination above 45◦ is an overshoot
error. Hessabi and Mercan [53] proposed a phase and amplitude error indicator (PAEI) to



NDT 2025, 3, 8 15 of 26

decouple the two errors using a least-squares solution for the ellipse equation of the SSP.
This method is not implemented here due to its high computational cost.

Phase and amplitude errors of a command displacement evolve during a hybrid
test due to the nonlinear characteristics of the test structure and load transfer system.
Offline compensation approaches often fail to account for the overall system nonlinearity.
In contrast, adaptive techniques rely on dynamically changing parameters, which is the
core idea behind the adaptive time series (ATS) technique. The compensation coefficients
of this technique are directly correlated to the phase and amplitude errors unlike many
other compensation schemes [44]. The LNEC-HS software framework employs a modified
ATS algorithm, replacing the Backward Difference (ATS-BD) approach for computing
target velocities and accelerations with third-order Lagrange polynomials (ATS-LG). Initial
compensator coefficients (a0, a1, and a2) were estimated from characterization tests that
employ band-limited white noise (BLWN) input. The compensator activates 1.024 s after
the test commences, generating a compensation matrix of 1024 samples, assuming the clock
speed of the command generation is 1 kHz. Low signal-to-noise (SNR) ratio, at the start
and at the end of a test, can make the compensation matrix ill-conditioned, resulting in
abrupt changes in the compensation coefficients which can destabilize the hybrid test. To
mitigate this, the updating process halts if the peak measured displacement within a 1 s
window falls below a threshold displacement [44]. Following Dong [54], this study uses
the RMS value of the measured displacement, defaulting to 1 mm, against the threshold
value. This threshold value can be adjusted based on the level of noise in transducers and
the performance of a loading system, i.e., a very small threshold value may be adequate for
state-of-the-art hardware.

To achieve a stable compensation, the compensation coefficients must be constrained
within defined intervals. The interval for a0 can be derived from the maximum expected
amplitude error within a ±30% margin from its initial value [44]. The range for a1 depends
on the maximum time delay of the actuator. The maximum actuator time delay, τmax, can
be computed directly from a1/a0 (assuming no gain error). The interval for a1 can be
assumed to have ±100% margins from the initial value while ensuring non-negative values.
The upper bound for of a2 is set as τ2

max/2, within the interval [0, τ2
max/2]. Additionally,

the rate of change in the coefficients must be restricted depending on the practical values
suitable for servo-hydraulic actuators, as suggested in [44]. Excessive a1 and a2 values can
amplify the high-frequency component of a structural response while overly restrictive
upper limits degrade compensation accuracy. Fine-tuning these limits is essential for
optimal performance.

The accuracy of the ATS-LG, relative to the ATS-BD, is another important aspect worth
exploring. The BD method for calculating derivatives has a first-order error to the exact
solution. Taking 1 kHz as the clock speed of the controller, ∆t, the target velocity, and the
acceleration are calculated as follows:

.
xt =

(x t − xt−Nδt)

∆t
;

..
xt =

(x t − 2xt−Nδt + xt−2Nδt)

(∆t)2 (5)

where N and ∆t are the number of sub-steps in a time-step and the integration time-step,
respectively. Replacing the above formula in the second-order Taylor series and transform-
ing the entire equation into the Z-transform, the discrete time transfer function, GATS, BD,
from the target displacement, xt, to the compensated displacement, xc, becomes

GATS, BD(z) =
xc(z)
xt(z)

=
1

∆t2z
2N

{{
a0∆t2 + a1∆t + a2

}
z2N + {−a1∆t − 2a2}zN + a2

}
(6)
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On the other hand, considering third-order Lagrange polynomials for calculating the
first two derivatives of the target displacement, the discrete time transfer function, from
the target displacement, xt, to the compensated output displacement, xc, can be obtained:

GATS, LG(z) =
1

∆t2z3N

{{
a0∆t2 +

11
6

a1∆t + 2a2

}
z3N −

{
18
6

a1∆t + 5a2

}
z2N +

{
9
6

a1∆t + 4a2

}
zN −

{
2
6

a1∆t + a2

}}
(7)

The target displacement is typically less noisy; thus, any technique for differentiation
is expected to have a small influence on higher frequency effects. Thus, the choice in com-
puting the derivatives of the target displacement can be assumed to be solely dependent on
accuracy criteria. Therefore, the accuracy of the above two formulations can be compared,
meaning GATS, BD versus GATS, LG. To cover a wider spectrum of actuator performance,
several values of amplitude error and time delay are considered in this comparison. With re-
gard to this, the a1 and a2 coefficients corresponding to the time delay in the interval [20,40]
ms are taken assuming a constant time delay of an actuator. This assumption is adequate to
compare the two approaches provided that appropriate grid-spacing for the time delay is
considered. The comparison was made for 10 ms, 20 ms, and 40 ms time delays, as shown
in Figure 7. Also, cases without gain error and with ±10% gain error are considered, and
they are superimposed with the time delay of the actuator.
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The magnitude of GATS is close to one for time delay of an actuator in the order of
10 ms, provided that the time-step size is small. However, the compensator overshoots
at relatively large frequencies when the time delay is greater than 20 ms. For instance,
when the time delay is 40 ms, the target displacements of a test structure vibrating at
10 Hz can be amplified by a factor as large as 3.5. Nonetheless, the ATS-LG has shown
superior performance compared to the BD method, as shown in Figure 7a, particularly
when the time-step of the simulation is small. For frequencies greater than 6 Hz, the
performance of the ATS-BD has improved relative to the ATS-LG considering time-step
equal to 20 ms. Additionally, the performance of the ATS-LG appears to deteriorate as the
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time delay increases. In Figure 7, the characteristics of the compensator in the presence
of undershoot errors explain the detrimental behavior of having both undershoot error
and time delay. In this study, the theoretical relationship, a2 = (a1)

2/2, was adopted in
defining the compensation coefficients when computing GATS. However, the coefficients
of the compensator are actually estimated by minimizing the square error between the
compensated and measured displacements, i.e., the true compensation coefficients may not
be necessarily related according to the theoretical relationship. For instance, considering
a2<(a1)

2/2, the simulation results show a reduction in the overshoot error of the compen-
sator. The latter increases in significance with increasing time delay of the actuator. To
this end, the coefficients of the ATS compensator must be carefully monitored during a
hybrid test.

2.9. Data Acquisition

The data acquisition block of the software framework records data from Linear Variable
Displacement Transducers (LVDTs), accelerometers, and a load cell. The 68-pin shielded
connector block, SCB-68, connects the FPGA module to the signal conditioners. The RDP600
signal conditioner rack uses the RDP 611 module for conditioning the analog signals from
the LVDTs and the load cell. Likewise, the acceleration measurements from the ENDEVCO
accelerometers were treated using a separate analog conditioner. The calibration of the
500 kN capacity INSTRON load cell was performed using a compression machine, whereas
the RDP-type LVDTs were calibrated with a digital meter. The NI data acquisition (NI-DAQ)
block of the simulation coordinator VI buffers 100 samples per transducer and transfers
the data to the Host PC through the network-published variables of LabVIEW, thereby
reducing the computational load during hybrid testing. In the current implementation, the
DAQ loop operates at a rate of 1 kHz.

3. Validation of LNEC-HS Software Framework
3.1. Case Study

The LNEC-HS software framework was validated by conducting hybrid tests of a
two-dimensional steel moment-resisting frame (MRF) structure, shown in Figure 8a. The
steel structure comprises two-bays, each 3.6 m wide, with a one-story steel frame with
rigid beams. One of the outer columns (labeled as “Exp”) represents the experimental
substructure while the remaining parts of the structure were numerically modeled using
OpenSees version 2.7. The columns, 1.8 m in height, are fixed at the base and hinged at the
top. The one-actuator experimental setup of OpenFresco can therefore be used to control
the horizontal DOF of the experimental column.
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All columns of the steel MRF structure are made from HEB100 steel profiles charac-
terized by S355 steel grade. The same grade of steel was also considered for the IPE240
beam elements. The fiber modeling approach was adopted while modeling the column
elements using the Menegotto–Pinto (Steel02) constitutive model shown in Figure 8b. The
beam elements, on the other hand, were assumed to remain elastic during the hybrid test.
The force-based model for distributed plasticity, considering five integration points, was
used during the response simulation.

3.2. Test Setup and Calibration of Test Parameters

The hybrid test of the steel frame was conducted using LNEC’s uniaxial shaking table
(ST1D). The experimental column is welded to a steel base, and it is connected to a steel
strut at the top, as shown in Figure 9. The INSTRON load cell is connected to the rear end
of the loading strut and measures the restoring force of the test specimen. In this test setup,
the displacement of the platen is transferred to the strut through a rigid space truss. The
base frame of the shaking table and the steel base of the test specimen were both attached
to the strong floor through a bolt and nut system.
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To restrict the out-of-plane displacements of the test specimen, a guiding frame was
provided at the end of the steel strut, as shown in Figure 9. Two Polytetrafluoroethylene
(PTFE) boards were attached to the guiding frame, at the interface with the steel strut,
to reduce friction. The command displacement generated from the predictor–corrector
algorithm, after being converted to an equivalent voltage output, is applied to the servo-
valve of the actuator that drives the shaking table. The shaking table in turn drives the
experimental column through the assembly of the space truss and the steel strut. To achieve
good command tracking of the actuator, i.e., the command displacement is equal to the
displacement measured by the LDVT@SPEC (see Figure 9), the latter was used as the
feedback displacement in the control loop.

In Figure 10a, the displacement measured by the LDVT@SPEC has a plateau after the
peak response. This indicates the presence of small gaps in the connections of the test setup.
The hysteresis plot in Figure 10b shows the presence of a 0.1 mm gap. To reduce the size of
the gap, all connections were therefore tightened after careful inspection.

The OpenFresco middleware does not return the tangent stiffness of an experimental
element. Thus, the accurate estimation of the initial stiffness of the experimental substruc-
ture can improve the fidelity of the hybrid test. In this work, a hammer test was applied for
estimating the modal frequencies of the experimental column. These estimates can be then
readily used for calculating the initial stiffness of the steel column. During the hammer test,
the steel column was divided into six equal sections, M1–M6, spaced by 30 cm, which were
distributed along the useful height of the column. Six sensitive PCB accelerometers, of
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0.5 g capacity, were attached to one of the flanges of the steel profile as shown in Figure 11a.
The hammer impacts were then performed on the opposite flange of the profile in a roving
manner at the height of the accelerometers, thus resulting in six hammer tests, H1-H6. The
hammer has a rigid head, which is connected to a PCB accelerometer of 50 g capacity. Each
hammer test had six impacts that were spaced by a 10 s idle time to ensure that the column’s
oscillations from neighboring impacts did not overlap. The frequency response functions
(FRFs) of all the impact tests were computed after filtering the acceleration measurements
using a low-pass Butterworth filter with a 50 Hz cut-off frequency. More importantly, the
enhanced frequency domain decomposition (EFDD) and canonical variate analysis (CVA)
methods, i.e., operational modal analysis (OMA), were adopted to estimate the modal
frequencies and the modal damping coefficients. In general, system identification through
experimental modal analysis (EMA), considering input–output measurements, is more
pragmatic, since the external force applied to the column is not an ambient load. The EMA
estimates were therefore computed by superimposing the FRFs.
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In Figure 11b, red dots and green dots indicate stable and unstable modes, respectively,
while brown dots represent measurement noise. The fundamental frequency estimates
of the experimental substructure, 18.24 Hz (see the first vertical line made by red dots in
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Figure 11b), estimated using the OMA and EMA techniques, are approximately identical.
We can therefore conclude that the connection between the steel base and the strong floor is
only partially rigid since the theoretical fundamental frequency of the column is 25.08 Hz.
Consequently, the fixed-base model of the experimental column is now modified as a pin-
ended connection including a moment capacity that is defined by a rotational spring, Kθ .
During the estimation of the rotational spring, Kθ , the first and second modal frequencies
of the semi-rigid model of the experimental column, shown in Figure 11c, were matched to
the corresponding experimentally estimated frequencies using a trial-and-error method,
which resulted in Kθ = 1942 kNm/rad. The stiffness matrix, Kθ , of the steel column can
therefore be derived, and it can be used to define the stiffness matrix of the experimental
beamColumn element class of OpenFresco.

The benchmark for the subsequent hybrid tests was built creating a fully numerical
model in OpenSees, whereby the rotational spring of the experimental column is rep-
resented using a zero-length element. The rotational restraint of the base node of the
force-based inelastic beamColumn element is released along the major axes and the Steel02
constitutive model is adopted for columns. The strain hardening ratio of the constitutive
model was obtained from the principles of the continuous strength method (CSM) [55].
This method, which is a strain-based approach, can accurately predict the section ca-
pacity of steel structures. It uses a quad-linear curve, shown in Figure 12, to define the
stress–strain backbone of steel; the strain hardening ratio, b, can be estimated from the
following equation:

b =
Esh
E

=

(
fu − fy

)
/(C2εu − εsh)

E
(8)

where E is the steel modulus, 210 GPa and fy and fu are the yield stress and the ultimate
stress of steel, respectively. In Equation (8), the ultimate strain, εu, and the strain-hardening
strain, εsh, are used to compute two material coefficients, C1 and C2, from predictive equations.

 

2 

 
 

(a) (b) 

Figure 10. (a) Measured responses; (b) identification of gaps in the test setup. 

 

 

Figure 12. Quad-linear stress–strain curve of hot-rolled steel ([Error! 

Reference source not found.]). 

  
(a) (b) 

 

 

(c)  
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In addition to accurately estimating the initial stiffness of the experimental column, a
reliable estimation of the initial coefficients of the ATS compensator is essential for the accu-
racy of LNEC-HS software framework. As shown in Figure 13a,b, this was accomplished by
applying an input displacement to the shaking table which is prepared by superimposing
a 10 mm white Gaussian Noise (WGN) in the 0–1 Hz interval and a 2 mm WGN in the
0–20 Hz interval. The input signal, sampled at 0.02 s, was applied to the shaking table
under no payload conditions. During this characterization work, the PID gains were set
to kp = 3.5 and ki = 0.001. The ATS coefficients on the other hand were estimated by syn-
thesizing the velocity response from displacement and acceleration measurements using
a 4 Hz crossover frequency. Furthermore, both ends of the measured displacement were
cropped to prevent the ill-conditioning of the estimation matrix and both the command and
measured displacements were filtered, using a 20 Hz low-pass Fourier filter, for a reliable
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estimation. The estimated coefficients, a0 = 0.9066, a1 = 0.0015 s, and a2 = 9.95 × 10−5 s2,
are equivalent to having a time delay of 1.65 ms and an overshooting error of 10.3%.
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Figure 13. (a) Command and measured displacements for estimating the initial ATS coefficients;
(b) close view on the time delay and gain error; (c) SSP and TI plots in the presence of experimental
errors.

Furthermore, the tracking indicator (TI) of ST1D is examined from the results of the
above experiment. Additionally, an artificial delay is added to the measured displacement
to investigate the capability of the TI in identifying the time delay and gain error of ST1D.
As shown in Figure 13c, a gain factor (Gerr) as large as 1.1 (10% amplitude error) does not
introduce a notable difference on the TI plot. On the other hand, the presence of time delay
is apparent, and its magnitude is reflected on the amplitude of the TI plot. Also, a change
in the gradient of the TI plot translates into a change in the amplitude of the time delay. In
Figure 13c, the time delay in the first half of the simulation is 5 ms, but it changes to 15 ms
in the second half of the simulation. It is therefore evident that TI is useful in detecting
the time delay of an actuator, but less sensitive to a gain error. Likewise, in the SSP, the
impact of the simulated experimental errors is evident, in that the scenario with a larger TI
corresponds to larger hysteretic area.

3.3. Rehearsal Test

The first step in any hybrid test is to ensure the proper functioning of the software
framework. Software bugs need to be detected and resolved at this stage, otherwise, the
potential for premature damage of the test specimen is high. A rehearsal hybrid test,
also termed simulated or open-loop hybrid test, is typically conducted by returning the
simulated restoring forces into the finite element software. In rehearsal experiments, the
loading system can be deactivated by disconnecting the drive signal to the actuator or a
fraction of the drive signal can be applied to the test specimen. In the former, software bugs
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and communication issues can be identified while, in the latter, the performance of control
and/or compensation algorithms can be examined by comparing the target and measured
displacements, as shown in Figure 14b. The experimental element assumes a linear elastic
relationship during the rehearsal test since the simulated restoring forces are proportional
to the target displacements.
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The El Centro (1994) earthquake, scaled to 0.03 g PGA, was adopted during the open-
loop hybrid test of the steel frame. The lateral displacement of the steel frame, shown in
Figure 14a, is in good agreement with the numerical results, thus validating the proper
functioning of the software framework.

3.4. Hybrid Test

The closed-loop hybrid test, another name for an actual hybrid test, is conducted by
returning the measured restoring forces to the computational driver. In addition to the
rehearsal test, performing a closed-loop test at a low excitation level can help to detect errors
in the feedback force. The experimental column again must remain strictly linear elastic. In
this study, the measured restoring force has a small signal-to-noise ratio (SNR), which is
inevitable as long as the level of excitation is low. Nonetheless, the level of noise can be
useful in deciding the level of filtering needed for the force measurements. For brevity, the
results of this rehearsal test are not discussed in this paper.

The numerical modeling considers the mass-proportional damping by taking ξ = 2%
to represent the viscous damping of the case structure whose fundamental frequency is
1.08 Hz. This choice of damping model prevents the over-estimation of damping forces
due to changes in the stiffness matrix. The α-OS algorithm, considering α = 0.9, is adopted
for integrating the equation of motion of the numerical substructure. The steel frame was
subjected to the El Centro input motion at an integration time-step equal to 4 ms (∆t), and
a second-order low-pass Butterworth filter, 4 Hz cut-off frequency, was used in filtering
the measured restoring forces. The ATS compensator was activated during this test and
the prediction–correction process, taking ∆tpred/∆t = 60%, was carried out through the
algorithm which uses the last predicted displacement. The actual timescale of this hybrid
test (∆tsim/∆t) is calculated as 27.8. In general, the time-scales smaller than 50 are regarded
as fast hybrid tests; thus, the closed-loop hybrid test conducted here can be categorized as a
fast hybrid test.

As shown in Figure 15a, the actuator displacements exceed the target displacements
due to errors in the measured restoring force (Figure 15b). This discrepancy primarily stems
from the damping component, where actuator delay induces negative damping. However,
no significant error propagation occurred during the response simulation, as indicated by
the small experimental errors at the test’s conclusion, suggesting that they remain within
an acceptable range.



NDT 2025, 3, 8 23 of 26

 

3 

Figure 13. (a) Command and measured displacements for estimating the initial 

ATS coefficients; (b) close view on the time delay and gain error; (c) SSP and TI 

plots in the presence of experimental errors. 

  
(a) (b) 

Figure 14. (a) Lateral displacements of the case study structure; (b) 

experimental errors. 

  
(a) (b) 

Figure 15. (a) Lateral displacement response of the case study structure; (b) 

hysteresis loop. 

 

Figure 16. Fourier amplitude of lateral displacement response. 

 

Figure 15. (a) Lateral displacement response of the case study structure; (b) hysteresis loop.

To further explore the overshot error, the Fourier amplitude of the displacement
response was examined. Figure 16 reveals that the second and third modes of the structure
(f2 and f3)—previously identified in the numerical model—were excited during the hybrid
test. This unintended excitation likely contributed to the observed displacement overshoot,
highlighting the need for additional numerical damping. Improved damping can be
achieved through numerical integration or the delay compensation algorithm, such as the
ATS compensator. Despite this challenge, the hybrid test achieved its primary objective
with reasonable accuracy.
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4. Conclusions
This paper presented the development and validation of a novel integrated software

framework for hybrid simulation, exploring its opportunities and challenges. The study
demonstrated the importance of seamless integration and data transfer within the three-
loop architecture framework using a Stateflow machine design in LabVIEW software.
The flexibility and modularity qualities required by the software framework were also
highlighted along with their implication for future extension. The relative speed of hybrid
testing is important for the accuracy of response simulation. Hence, it is essential to equip
a testing platform with an actuator motion controller by systematically incorporating
an algorithm that works in synchronization with an internal PID controller. To address
this, LNEC-HS integrates a predictor–corrector code based on Lagrangian polynomials,
mitigating force-relaxation issues common in hybrid testing. Additionally, the framework
supports both middleware-based and direct hybrid simulation, enhancing its versatility.

Actuator delay compensation plays a crucial role in simulation accuracy. The error
tracking in LNEC-HS provides an estimate of the experimental errors to the ATS compen-
sator. This study also addressed errors originating from the numerical program, ensuring
the accurate representation of the experimental substructure’s initial stiffness using system
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identification techniques. Moreover, rehearsal hybrid testing proved effective in identifying
and mitigating early technical issues before actual testing.

In summary, this paper demonstrated the capability of the developed software frame-
work and its simulation tools for hybrid testing. Future works will focus on optimizing
data transfer protocols to maximize the speed of the current TCP/IP communication block
and expanding the platform’s capabilities to multi-actuator control.
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