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Abstract: Intra-vehicular communication is an emerging technology explored spontaneously due
to higher wireless sensor-based application demands. To meet the upcoming market demands, the
current intra-vehicular communication transmission reliability and latency should be improved
significantly to fit with the existing 5G and upcoming 6G communication domains. Ultra-Reliable
Low-Latency Communication (URLLC) can be widely used to enhance the quality of communica-
tion and services of 5G and beyond. The 5G URLLC service is highly dependable for transmission
reliability and minimizing data transmission latency. In this paper, a multiple-access scheme named
Cluster-based Orthogonal Frequency Subcarrier-based Multiple Access (C-OFSMA) is proposed with
5G URLLC’s high requirement adaptation for intra-vehicular data transmission. The URLLC de-
manded high reliability of approximately 99.999% of the data transmission within the extremely short
latency of less than 1 ms. C-OFSMA enhanced the transmission diversity, which secured more suc-
cessful data transmission to fulfill these high requirements and adapt to such a network environment.
In C-OFSMA, the available sensors transmit data over specific frequency channels where frequency
selection is random and special sensors (audio and video) transmit data over dedicated frequency
channels. The minimum number of subcarrier channels was evaluated for different arrival rates and
different packet duplication conditions in order to achieve 99.999% reliability within an air-interface
latency of 0.2 ms. For the fixed frequency channel condition, C-OFSMA and OFSMA were compared
in terms of reliability response and other packet duplication. Moreover, the optimal number of
clusters was also evaluated in the aspects of the reliability response for the C-OFSMA system.

Keywords: URLLC; transmission diversity; C-OFSMA; reliability; latency

1. Introduction

The application of wireless sensor connectivity is utterly transforming the entire
industrial landscape. Due to the wireless sensor-based architecture’s flexibility, mobil-
ity, cost efficiency, and scalability, it is considered a key enabler for the current Industry
4.0 paradigm [1,2]. The market value of Wireless -Sensor-Network(WSN)-based applica-
tions was USD 46.76 billion in 2020 and is anticipated to reach up to USD 123.93 billion
by 2025 [3]. Researchers in the field of WSNs are currently working feverishly to de-
velop interruption-free and collision-free transmission techniques because sensor nodes
are used in a multitude of applications, including mission-critical environments, industrial
automation, real-time operational processes, intelligent transportation for Electric Vehi-
cles (EVs), target-oriented services, next-generation network services, tactile networks,
virtual reality, and many others [4]. To support different emerging applications, the 3rd
Generation Partnership Project (3GPP) has defined three broad categories of services
in the 5G New Radio Standard as: evolved Mobile Broadband (eMBB), Ultra-Reliable
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and Low-Latency Communication (URLLC), and massive Machine-Type Communication
(mMTC) [5]. URLLC strictly maintains higher reliability within a stringent latency for
time-critical application such as modern intra-vehicular communication. A modern vehicle
has around 60∼100 numerous wireless sensors such as the fuel sensor, ultrasonic sensor,
exhaust gas sensor, and video–audio sensor, for real-time safety applications, monitor-
ing traffic conditions, and environmental conditions, etc. [6,7]. A metaphorical wireless
sensor-equipped vehicle is presented in Figure 1. Three different types of sensors (general,
audio, and video sensors) are placed in different locations of the vehicle, which ensures
the expected reliability and latency. Relying on the latency requirement, URLLC comes
in two forms: long-term Ultra-Reliable Communication (URC), and short-term URC [8].
The long-term URC applications demand a latency of >10 ms, and short-term URC en-
suring demands a latency of ≤10 ms. Long-term URC is appealing for use in cases that
require resilient wireless connectivity, such as disasters or emergency scenarios. There
are remote interactions with a higher latency budget, such as adjusting the flight route
of a drone. Short-term URC maintains a very stringent latency in applications, such as
communication among machines and robots [9].

 

General sensor Audio sensor Video sensor 

Figure 1. A vehicle installed with a finite number of sensors for wireless backbone connectivity.

Latency and reliability are completely contradictory concepts. The latency require-
ment significantly increases to attain a high transmission reliability. In mission-critical
environments such as intra-vehicular sensor communication, it is extremely challenging to
achieve high reliability within a stringent latency of ≤1 ms. However, in our survey, an
intra-vehicular communication environment, a WSN scheme with low latency and high
transmission reliability has not been implemented yet. All the previous works were based
on more than 5 ms latency. To overcome this constraint, we devised a scheme that effectively
addresses short-term URC. The main focus of this article was not only to ensure short-term
URC, but also to maintain higher reliability for intra-vehicular communication. URLLC
ensures a packet transmission reliability of 99.999% while maintaining a transmission
latency of ≤1 ms. In this paper, a Cluster-based Orthogonal Frequency Subcarrier-based
Multiple Access (C-OFSMA) communication mechanism is proposed for intra-vehicular
sensor-based communication ensuring the standard of URLLC. The total communication
area was composed of a finite number of clusters following K-means clustering [10]. A fixed
number of orthogonal subcarrier channels were assigned to each cluster to transmit the
data packets from the sensor to the receiver end. The different clusters of the network also
increased the transmission diversity resulting in the increase in the reliability of the trans-
mission. The proposed C-OFSMA was used to ensure a 99.999% transmission reliability.
To achieve this, a short payload was considered with the slotted-Aloha protocol and the
packet diversity principle to enhance the transmission reliability [11,12]. Moreover, we also



Network 2022, 2 170

assumed that, in each Transmission Time Interval (TTI), no self-packet collision occurred
among the duplicate packets generated from the same sensor.

The rest of the paper is organized as follows: Section 2 briefly discusses the related
works. Section 3 presents the system architecture along with the packet transmission and
collision scenario and the path loss model of the proposed C-OFSMA system. Section 4
outlines our experiment and discusses the results, and finally, Section 5 concludes the paper
with some future directions.

2. Related Work

Current industries emphasize sensor-based wireless application networks to guarantee
speedy data transfer in mission-critical applications. Many researchers aim at achieving a
very high data transmission reliability in the intra-vehicular network within short latency.
Previously, the Controller Area Network (CAN) [13] serves as the foremost way out for
intra-vehicular communication which was developed in the 1980s by Robert Bosch GmbH.
CAN has always been welcomed due to its low cost and higher reliability. In the last two
decades, CAN-C [14] became more reliable for its low latency feature. The network protocol
has been widely used for vehicle body electronics, chassis, and power-drain related issues.
Without any external interference, the data transfer rate can vary from 125 kb/s to 1 MB/s.
However, having low bandwidth and usage of a shared medium in data communication
makes the data rate slower [15]. Alongside CAN network, Local Interconnect Network
(LIN) [16] was also in the market, but due to the link speed of 20 kb/s [17], it has not stayed
in a more extended period. Another x-by-wire application-driven network FlexRay was
being developed from 2000 to 2009 [18]. In the task involving safety measurement, FlexRay
outperforms the market with a link speed of 10 MB/s [15]. TSN+AVB Ethernet is used
in an intra-vehicular environment, and the dashcam unit sends data of 46 Bytes with a
uniform distribution of 0.5 ms within to the receiver [19]. However, all of these widely used
sensor-based networks have brought a slew of issues: having wired architecture, complex
structure, an increase in weight, and a large number of sensor placements. This renders
these networks unsuitable for intra-vehicular data transmission scenarios as stringent
latency is often required with high reliability.

The wireless network is popular and has replaced the wired architecture. In this
consequence, CDMA and OFDM have been taken into consideration in [17], but they did
not reveal any experimental procedure. Bluetooth and WiFi have always been acceptable,
but there are only some primary tasks to deal with, such as infotainment and multimedia.
An IoT enabled Intra-Vehicle Wireless Sensor Networks to increase data communication
reliability has been accepted in [20], but they consider a transmission period of 60–120 ms.
Another wireless mesh topology named ZigBee has been analyzed the reliability and
link speed in [21] for intra-vehicular sensor networks. However, the packet transmission
latency for the ZigBee network is 16 ms [22,23] which is still high. The mentioned networks
provide high reliability as they can handle high link speeds. However, these schemes caused
network instability, interference, momentary failure, and high transmission latency. Table 1
summarizes the comparison of existing protocols. Table 1 summarizes the comparison of
existing protocols.

Table 1. Comparison of existing protocols with different matrices.

System Latency Data Rate Channel Bandwidth Transmission Power

CAN [13] 5 ms 2.5 Mb/s 50∼95 MHz −50 dBm
Bluetooth LE [23] 3 ms 305 kb/s 2 MHz −20∼10 dBm
Ultra Wideband

(UWB) [24] Evolving 53∼480 Mb/s ≥500 MHz −41.3 dBM

ZigBee [25] 16 ms 20∼250 kb/s 2 MHz −32 dBm
OFSMA [11] 0.1 ms 1 Mb/s 10 KHz −20 dBm
C-OFSMA 0.2 ms 1 Mb/s 10 KHz −20∼−5 dBm
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At the end of 2015, researchers predicted that the usages of wireless sensors for intra-
vehicular communication would increase significantly in the near future [26,27]. After
that, smart vehicles were designed with many sensors, installed in various positions and
performing distinct activities, e.g., engine battery, temperature, the battery or fuel level,
the pressure of the tire, interior temperature, speed, seat belt, door locks, passengers po-
sitions, back-light, or retrofit rain sensor. In the sequence of development, 5G URLLC
standards might be ensured collision-free and easy-to-maintenance intra-vehicular com-
munication. The 5G URLLC Quality of Service (QoS) for guided vehicle and automated
industries allow packet error rate up to 10−5 and latency 1ms is found in [28]. The 3GPP
also sets the same standards (packet error rate and latency) for 32 bytes packet size [29].
The end-to-end latency estimation for spacecraft automation and sensor based communica-
tion was found 5 ms in a TDMA protocol [30]. 5G URLLC has been investigated in [31] for
real-time application, which is a newer frame structure, well beyond the LTE-advanced
frame that can use URLLC latency. This seems to have a reliability requirement for dif-
ferent packet sizes evaluated in a different modulation technique. Using polar OFDM
waveform technology, an automated robot has been built [32] ensuring higher reliability.
A single OFDM symbol is capable of detecting a packet, minimizing the latency of packet
detection to achieve 99.999% reliability [33]. However, in the OFDM system, the packet
corresponding bits are divided into subcarriers, and cyclic prefix bits are associated bits
to extend the packet length. As a consequence, the OFDM system takes more time. In the
intra-vehicular condition, 5G URLLC is extremely challenging due to network system
schemes and transmission techniques for wireless sensors as it moves at around 120 Km/h
to 250 Km/h. At such speed, a 5.9 GHz band has been used for V2X safety concerning
application in the transport industries [34]. 5G URLLC is optimized adequately for mission-
critical systems [35,36] where the transmission latency is stringently maintained with
fixed reliability. To maintain the 5G URLLC standard, wireless sensor-based Orthogonal
Frequency Subcarrier-based Multiple Access (OFSMA) MAC protocol has been accepted
in [37]. The OFSMA ensures reliability of 99.999% within 0.1 ms transmission latency for
robots internal wired to wireless sensor conversion [11]. A Hybrid Access Scheme (HAS)
considers audio, video, and general sensors and utilize OFSMA MAC protocol to ensure
transmission reliability of 99.999% having a latency of 0.1 ms [12]. URLLC packet designing
is another vital issue. With an accurate packet structure, the packet processing and trans-
mission time latency can be decreased [38]. For this, uplink contention-based access [39] is
considered for sporadic arrivals for the URLLC packets. A non-square-shaped packet for
the frequency domain is employed in the 5G NR system. The Low-Density Parity-Check
(LDPC) helps to reduce transmission latency of the data channel [40]. The packet diver-
sity principle is another influencing concept to increase the transmission reliability of a
communication system. A contention-based multi-channel slotted-ALOHA protocol that
has been proposed in [39] that used packet diversity principle to improve the transmission
reliability. As multiple duplicate packets are sent into different slots, inner packet collisions
are reduced. A quick retrial technique to forward a packet into a frequency diversity struc-
ture just after collision in a slotted-ALOHA system is proposed in [41] for multi-channel
random access in an OFDMA wireless network. A random frequency band is generated
in each TTI to improve the throughput, which is analyzed in [42]. The receiver should
work more efficiently to receive these data packets to transmit duplicate data packets from
different clusters. For multi-connectivity and interface diversity, a Massive Multiple-input
Multiple-output (MIMO) is adopted to increase transmission accuracy [9,43] as it utilizes a
vast number of antennas. Some of the discussed network schemes are incorporated into
MANET and VANET too. However, the proposed work considered only intra-vehicular
networks to serve only 1–6 m distance inside a vehicle. Low latency and higher reliability
are extremely difficult to achieve for this short-range communication.

The main intention of our proposed C-OFSMA is to increase the transmission diversity
that ensures the usages of minimum subcarrier channels to achieve reliability of 99.999%
within end-to-end latency of 0.2 ms. The main rationale for choosing 0.2 ms is to use
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URLLC for intra-vehicular communication. The majority of recent research in this area has
focused on 0.2 ms latency in vehicular Communication [44,45]. The C-OFSMA network
scheme for intra-vehicular data transmission has not been used yet. As mentioned earlier, a
finite number of sensors are placed in different clusters. The cluster-based topology brings
more effectivity, and we estimate the optimal clusters are needed to gain a better result.
The top contribution of the paper is as follows:

• We propose the C-OFSMA protocol that ensures higher transmission reliability and
minimizes the latency in the intra-vehicular network.

• We compare C-OFSMA scheme with OFSMA:

– Evaluating the minimum subcarrier channels to reach the reliability of 99.999%
for different packet duplication within stringent latency bound of 0.2 ms.

– Evaluating reliability responsiveness, using fixed channels condition.

• We evaluate the optimal number of clusters for different packet duplication in terms
of reliability analysis.

• We determine the collision probability for different packet duplication at different
arrival conditions.

3. System Architecture

In Figure 2, a cluster-based uplink wireless sensor communication architecture has
been considered. In this network, three different types of sensors (General, Audio, and Video
sensors) were randomly plotted into different clusters. The clusters are represented as
Zx = (Z1, Z2, Z3, . . . , Zn). The system bandwidth B is uniformly assigned to the different
clusters Zx. Each cluster bandwidth Bzx can be calculated as:

Bzx =
B

Zx
(1)

The system considered a range of frequency for each cluster Bzx = Bz1 , Bz2 , Bz3 , . . . , Bzn

and the number of sensor nodes and subcarrier channels are different. There is a dedicated
bandwidth assignment for the special sensors (audio and video sensors) as Bd. The general
sensors transmit their data over randomly selected frequency subcarrier channels from
assigned bandwidth Bzx . The system considered Sx number of general sensors exist per
cluster. If bandwidth Bzx is assigned in each cluster, then each sensor frequency bandwidth
Bsx can be evaluated as:

Bsx =
Bzx

Sx
(2)

with every sub-bandwidth Bzx having a set of a carrier frequency fsetx within their selected
cluster bandwidth.

fsetx = ( fax , fax+1, fax+2, . . ., fbx−2, fbx−1, fbx ) (3)

In a specific cluster ax and bx defines the starting and ending position of subcarrier fre-
quency set. Here, x = 1, 2, 3, . . . , n mark cluster number and b0 = 0. The ax and bx must be
resided between 1 to N no subcarriers. N indicates the number of channels and Tg is the
total number of general sensors.

bx = bx−1 +
N
Tg
× Sx

ax = bx−1 + 1
(4)

Following Figure 1, each general sensor creates d = 1, 2, 3, . . . , Dn duplicate packets
for higher data accuracy and Sx randomly occupies subcarrier frequency fc from fsetx

fc
R←− fsetx (5)
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The slotted-ALOHA protocol provides the ability to transfer those duplicated packets
into different slots. There are y = 1, 2, 3, . . . , n× d possible packets that can be sent from each
Sx using a single slot. For the Zx number of clusters, the signal MSG (t) can be presented as:

MSG(t) =
n×d

∑
y=1

Zx

∑
z=1

Syz(t)e2πi fcyt (6)

Here Syz (t) is an in-phase quadrature component as well as a complex baseband
signal. In each TTI slot, the specialized audio and video sensor choose subcarrier frequency
from the dedicated band Bd to have maximum reliability. For a total of AV audio or video
frames, the signal MSS(t) can be expressed [30] as:

MSS(t) =
AV

∑
k=1

Ss(t)e2πi fckt (7)

Without considering the noise interference, the total signal is:

Mtotal(t) = MSG(t) + MSS(t) (8)
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Figure 2. System Model.
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At the receiver end, there’s the employ of massive MIMO, which provides multi-
ple signals from a different cluster and provides multi-connectivity for different packet
duplication conditions.

3.1. Packet Transmission Structure

The main priority of C-OFSMA is increasing the rate of successful packet transmission.
Multiple sensors can try to transmit duplicate data at a single time slot, and with the
packet diversity principle, if at least one packet reaches the receiver end from dn duplicate
packet, it will be counted as a successful transmission. In Figure 3, a massive subcarrier
channel is assigned to increase successful packet transmission. However, some of the
sensors can occupy the same subcarrier channels and create collisions. These collided
subcarrier channels cannot afford to transmit data. To achieve 99.999% reliability as in [12],
massive subcarrier channels are required.However, our scheme is aimed at minimizing
the usage of subcarrier channels which is analyzed in Algorithm 1. Then, the challenge is
to achieve 99.999% reliability considering fewer subcarrier channels. In Figure 4, the C-
OFSMA provides much better performance in terms of successful transmission. In Figure 5,
the packet transmission behavior of a single cluster is shown. Here, packet transmission
and collision are both performed. Collision is inevitable, only while multiple sensors
from one cluster transmit the duplicate packet, occupying the same subcarrier channels
and within a single time slot. Therefore, the probability of a collision is reduced as the
system rigidly abides by all of these dependent conditions. For audio and video sensors,
dedicated bandwidth Bd contains a Dedicated Access Channel (DCA) [12]. DCA provides
fixed and unique subcarrier channels to each audio and video sensor to ensure 100%
successful transmission.
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F
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o
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io
n

T
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n
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o
n

C
o
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n

Frequency subcarrier channel

S Successful Transmission F Unsuccessful Transmission

Figure 3. Collision scenario of OFSMA.

From Equation (6), the complex baseband signal is considered with 2 quarter cycles
(180 degrees or π radians) for general sensors. The equation also shows the number of
packet increase considering different cluster. So, Zx clusters for sensors placement with d
packet duplication, the total packet in a single slot will be:
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Psingle−slot = d× Zx (9)

However, the higher packet generation increases the chance of collision. Again from
Equation (6), the complex baseband signal is considered with 2 quarter cycles (π radians)
and considering the number of pilot subcarriers per symbol (Nre f = 4) [46] and with T
transmission latency and at λ arrival rate with the number of the packet will be 4Tλ.

Then to ensure the reliability of 99.999%, the minimum subcarrier channel N can be
revealed as:

N = e


π + collision√

Zx
Psingle−slot

+Nre f Tλ



= e

(
π + collision

d
√

Zx
+4Tλ

) (10)

Here, T is the latency of 0.2 ms and λ(pkt/s) represents different arrival rates.

Algorithm 1 Minimum subcarrier channel detection algorithm for
Input:
N← Number of subcarrier channels
Tg ← Total number of general sensor
Dup← Packet duplication
Cn ← Number of cluster . Using K-means clustering
Sx ← Number of Sensor in each cluster
Output:
Minchannel ←Number of minimum channel to Satisfy the reliability 99.999%

1: Reliability← 0
2: Avg_Reliability← 99.99899%
3: fc ← Frequency channel
4: a[]← starting position of a cluster frequency bandwidth
5: b[]← ending position of a cluster frequency bandwidth
6: Tpacket ← Number of total transmitted packet
7: Rpacket ← Number of total received packet
8: increment← Increasing the number
9: while Reliability < Avg_Reliability do

10: N← N+increment
11: Tpacket ← Dup × Tg
12: for i← 1 to Cn do
13: b[i]← b[i-1] + (N/Tg) × Sx
14: a[i]← b[i-1] +1
15: for j← 1 to Sx do
16: fc ← random( fa[i], fb[i]) . Randomly select subcarrier within selected

cluster frequency bandwidth
17: end for
18: for k← fa[i] to fb[i] do
19: Rpacket ← Count number of successful transmitted packet
20: . Using Collision Detection Algorithm

from [11]
21: end for
22: end for
23: Reliability← (Rpacket/ Tpacket) × 100
24: end while
25: Minchannel ← N
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Figure 5. Collision analysis.

The C-OFSMA brings more efficiency than OFSMA. However, there is one caution
to mention: as the number of clusters increases, the outcome may differ. Therefore, a
precise cluster deployment is calculated in Algorithm 2 to achieve the highest reliability.
From BPSK modulation, we know:
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Total Packet =
success f ully transmitted packet

total transmitted packet
+ Collided packet (11)

Reliability =
success f ully transmitted packet

total transmitted packet
(12)

Reliability = Total packet− Collided packet (13)

For higher sensors, awake from Zx cluster using different fset with the use of different
clusters, the transmission is exponentially increased.

Total Packet =
(

Tg

Tg − fset

)e(2Z−Z2)

(14)

Here, Tg is the total number of general sensors. The overall collision creation scenario
is defined in packet transmission structure Section 3.1 based on the Collision Detection
Algorithm adopted from [11].

Collided packet =
T × ln(λP)√

fset
(15)

Reliability =

(
Tg

Tg − fset

)e(2Z−Z2)

− Tln(λP)√
fset

(16)

Algorithm 2 Optimal number of Cluster allocation algorithm
Input:
N← Number of subcarrier channels
Tg ← Total number of general sensor
M←Maximum Number of clusters
Output:
Optimal-Cluster←Number of optimal clusters

1: reliability-array[]← 0
2: for i← 1 to M do
3: reliability-array[]← Calculate the reliability using Algorithm 1 where Cn = i
4: end for
5: for j← 1 to length of reliability-array do
6: max-reliability[j]← find maximum value index[reliability-array]
7: Optimal-Cluster← j(index of max-reliability)
8: end for

3.2. Path Loss Model

The signal power propagation in an intra-vehicular environment frequently exposes
some losses. Establishing an accurate model for path loss precision is challenging. Power
in tier architecture, subcarrier bandwidth characteristics, antenna size, and distances from
sensors to the receiver are observed. Considering all of these challenges, we choose a
simplified path loss model [47] and calculate the received power for the 200 bits data
packets. Transmission power PTP has received PRP amount of power in dBm unit by
selecting a fixed path loss exponent. The received power equation can be expressed as:

PRP = PTP × C×
(

d
d0

)γ

(17)

Here, d0 is the antenna far-field reference distance and d is the transmission distance.
Due to scattering occurrences in the antenna near-field, the model is only valid at trans-
mission distance, d re f erreddistance, d0, where d0 is generally implied to be 1–3 m for an
environment such as ours. Furthermore, γ is the path loss exponent, and it can vary from
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1.6∼3.3. Considering free-space medium and intra-vehicular environments in [48], they
take γ = 2 and d0 = 1 m as referred distance. Here, C is the average channel attenuation,
having a constant value for a particular bandwidth. The channel characteristic has an
impact on the average channel attenuation. For inexact empirical measurement techniques,
set C = 1 to the free space path gain at a distance d0, to assume omnidirectional antennas:

C = 20 log10
λ

4πd0
(18)

Here, λ is the wavelength. The average channel attenuation is −47.87 dB for the
5.9 GHz band. As there is always some noise u in analog signal transmission, we consider
a u of 0.1∼1 dB range. So the dBm attenuation can be expressed for received power as:

PRP = PTP + C− 10× γ× log10

[
d
d0

]
− u (19)

For a vehicle length of 3 m, the transmit power can be varied from− 5 dBm∼−20 dBm.
We evaluate a cutoff value of −84 dBm received power at the highest 3 m distance, consid-
ering the path loss exponent γ = 2. If the packet has less power than the cutoff value, the
receiver will discard the packet immediately.

4. Simulation Results

The performance of the OFSMA scheme and the proposed C-OFSMA are evaluated
for intra-vehicular communication. To achieve the standard of the 5G URLLC network, we
calculate the minimum subcarrier channels. The simulation result is generated in the MAT-
LAB simulator. Table 2 shows the parameter used in the simulation. The used vehicular
network considers the 90 general sensors, specialized 4-audio, and 6-video sensors. These
general sensors can transmit 3-, 5-, and 7-packet duplication at different arrival rates using
a different number of subcarrier channels. The selection of random subcarrier channels
helps to maintain the latency limit. The packet generation and transmission follow the
slotted-Aloha system using the poison arrival process. The slotted-Aloha provides 0.2 ms
for each slot. For general assessment, different clusters are considered for C-OFSMA in
Sections 4.1, 4.2 and 4.4. Section 4.3 calculates the optimum number of clusters for sensors
deployment to achieve the best transmission reliability.

Table 2. Simulation Parameter.

Parameter Value

General sensors 90
Subcarrier channels 60∼560

Audio Sensors 4
Video Sensors 6

Dedicated subcarrier channels 10
Carrier frequency 5.9 GHz

Subcarrier bandwidth 10 KHz
Packet size 200 bits
Link speed 1 Mbps
Modulation BPSK

Packet duplication 3, 5, and 7
Arrival rate, λ 100∼5000 pkt/s
Slot duration 0.2 ms

Simulation time 500 s

4.1. Subcarrier Channel Analysis

Using 5.9 GHz frequency band, the general sensors transmit 3-, 5-, and 7-packet du-
plication. In Figure 6, to satisfy 99.999% reliability, we determine the minimum number
of subcarrier channels for both mathematical and experimental perspectives. We con-
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sider 6-clusters for the proposed C-OFSMA scheme and compared it with the OFSMA
scheme. Here, Figure 6b indicates the experimental result from Algorithm 1 and Figure 6a
represent Equation (10). For 3-packet duplication and at 5000 pkt/s arrival rate, the OF-
SMA scheme occupies 560 subcarrier channels to achieve 99.999% reliability, whereas the
used C-OFSMA scheme occupies 306 channels. The 5- and 7-packet duplication demands
lower subcarrier channels than 3-packet duplication. At the same arrival rate, OFSMA
scheme requires 270 subcarriers channels, but the used C-OFSMA scheme can perform
with only 198 channels. The 7-packet duplication demands 240 subcarriers and 180 sub-
carrier channels for OFSMA and C-OFSMA schemes, respectively. All the higher arrival
conditions starting from 2500 pkt/s in any packet duplication show much better results
for C-OFSMA. With the increment of arrival rate, the requirement of subcarrier channels
increases. The 7-packet duplication provides a much better result than 3- and 5-packet
duplication. However, our proposed C-OFSMA 5-packet duplication needs less number of
subcarrier channels than the OFSMA scheme having 7-packet duplication. Unlike 3-packet
duplication, the line generated from the mathematical analysis, most of the time for 5-and
7-packet duplication, represent nearly identical lines like the experimental analysis.
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Figure 6. Determine minimum subcarrier channels to satisfy URLLC’s reliability 99.999% for 3-, 5-,
and 7-packet duplication. (a) Mathematical, (b) Simulation.
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4.2. Reliability Analysis

A total of 90 subcarrier channels are used to analyze reliability, and 6-clusters are
considered to configure C-OFSMA. In Figure 7, for 7-packet duplication with 5000 pkt/s
arrival rate, the proposed C-OFSMA scheme earns the reliability of 99.95555% where the
OFSMA scheme earns 99.949165%. At higher arrival conditions, for 5-packet duplication,
the C-OFSMA scheme is showing better performance than the OFSMA scheme with 7-
packet duplication. At 5000 pkt/s arrival rate, the used C-OFSMA scheme has the reliability
of 99.9513% for 5-packet duplication and the OFSMA system has 99.9463%. As usual, 3-
packet duplication showed poor results. The advantage of the C-OFSMA scheme is also
true for 3-packet duplication by comparing the OFSMA scheme.
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Figure 7. Determine reliability using 90 channels for both OFSMA and C-OFSMA scheme.

4.3. Optimum Number of Cluster Evaluation

The C-OFSMA performs better than the OFSMA in the previous sub-section. Now,
there is a query about how many clusters need to be allocated. It is not quite as though
assigning more clusters improves throughput, because using more clusters demands a
large antenna at the receiver end, which is prohibitively expensive. Therefore, the sensor
placement for cluster optimization is evaluated in Algorithm 2. Finally, the appropriate
number of clusters to provide the best reliability is evaluated in Equation (16). Using
90 subcarrier channels, with lower arrival rates, nearly 100% reliability can be achieved
for 3-, 5-, and 7-packet duplication. However, this type of intra-vehicular environment
performs with high data traffic; fewer data packets transmission is not our prime objective.
Therefore, the reliability responsiveness scenario can only be visualized using different
clusters at higher arrival conditions for different packet duplication.

4.3.1. Reliability for Three Packet Duplication

In Figure 8, 3-packet duplication has more reliability when sensors are plotted in
4-clusters. At 5000 pkt/s, 4-clusters achieve reliability of 99.99045%. On the contrary, 2-,
3-, 5-, and 6-clusters at the same arrival conditions achieve the reliability of 99.9272%,
99.98703%, 99.96871%, and 99.8227% respectively.
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Figure 8. Determine reliability for different clusters using 3-packet duplication. (a) Mathematical,
(b) Simulation.

4.3.2. Reliability for Five Packet Duplication

In Figure 9, just like 3-, 5-packet duplication achieves the best reliability of 99.9843%
when 4-clusters are used at an arrival rate of 5000 pkt/s. Moreover, 3- and 5-clusters
showed nearly identical results, with the reliability of 99.9795% and 99.97027%, respectively.
However, the reliability is significantly decreased when sensors are plotted with 2- and
6-clusters, as they achieve reliability of 99.8232% and 99.9202%, respectively.
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Figure 9. Determine reliability for different clusters using 5-packet duplication. (a) Mathematical,
(b) Simulation.

4.3.3. Reliability for Seven Packet Duplication

In Figure 10, 7-packet duplication achieves the best reliability of 99.9886% when 3-
clusters are used at an arrival rate of 5000 pkt/s. Having more duplication, there is a need
for fewer subcarrier channels, which eventually reduces the number of clusters—using
120 subcarrier channels with 3-clusters and arrival conditions starting from 100 pkt/s
to 2500 pkt/s the 7-packet duplication providing almost 100% reliability. At 5000 pkt/s,
the reliability percentage is 99.9886%. If we take 4-clusters, at 5000 pkt/s, the reliability
is 99.9814%. A 6-cluster placement offers a better reliability percentage than 5-clusters
placement. The 5-clusters provide the reliability of 99.9608%. For 6-clusters, the percentage
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is 99.9700%. However, 2-clusters have only 99.8276% reliability. So for 3- and 5-packet
duplication, we receive the best outcomes from 4-clusters. For 7-packet duplication, 3-
clusters is the most suitable.
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Figure 10. Determine reliability for different clusters using 7-packet duplication. (a) Mathematical,
(b) Simulation.

4.4. Collision Ratio

In OFSMA, collision happens when multiple sensors select the same subcarrier fre-
quency channel. On the other hand, in our C-OFSMA, a collision occurs only when
numerous sensors from one cluster try to transmit duplicate data and select the same
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subcarrier. Applying the C-OFSMA model, the overall collision of OFSMA is divided into
two categories: inter-cluster collision and inner-cluster collision.

OFSMA collision = Inter-cluster collision + Inner-cluster collision

C-OFSMA collision = Inner-cluster collision

Previously in the System Architecture section, we described our system fully mini-
mizes the inter-cluster collision. The overall C-OFSMA collision compared with OFSMA
was represented in Figure 11. A fixed 90 subcarrier channels and 6-clusters condition are
considered for the proposed C-OFSMA system. In almost all cases of 3-, 5-, and 7-packet
conditions, the collision of C-OFSMA is significantly lower than the OFSMA. For example,
for 3-packet duplication and at an arrival rate of 5000 pkt/s C-OFSMA collision is 0.0728%,
where OFSMA is 0.155%. For 5-packet duplication and at an arrival rate of 5000 pkt/s
C-OFSMA collision is 0.0698% for the 6-cluster where OFSMA is 0.1351%. For 7-packet
duplication and at an arrival rate of 5000 pkt/s C-OFSMA collision is 0.03%, OFSMA is
0.0584%.
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Figure 11. Collision percentages for different packet duplication.

In all higher arrival conditions, without inter-cluster collision, the C-OFSMA shows
better reliability than the OFSMA. On the other hand, in almost all lower arrival condi-
tions, the C-OFSMA achieves lower collision than OFSMA except 7-packet in 100 kt/s to
500 pkt/s lower arrival rate condition. For 7-packet 100 pkt/s arrival condition C-OFSMA
collision 0.000001% and OFSMA collision 0.000005% and for 7-packet 500 pkt/s arrival
condition C-OFSMA collision 0.000001% and OFSMA collision 0.000009%. These indicate
the difference between C-OFSMA collision and OFSMA is almost the same. Thw 7-packet
duplication creates more duplicated data. When we apply C-OFSMA in 7-packet lower
arrival conditions, the inner-cluster collision is increased massively, as the duplicated data
are increased along with the lowest arrival condition. This happens because sensors can
only select their subcarrier from their fset. Consequently, the same subcarrier selection
happens frequently. On the other hand, OFSMA conditions have no cluster, so they have
no inner-cluster collision as well as the sensors can choose any subcarrier channel within
the whole frequency band. The 7-packet 1000 pkt/s arrival condition C-OFSMA scheme
collision 0.0006% and OFSMA scheme collision 0.00436%. That means from 1000 pkt/s to
the above arrival condition, the C-OFSMA system can minimize the collision and show
better performance.
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4.5. Path Loss

We estimate the received power for different positions inside the vehicle. As all
the general sensors and specialized audio and video sensors are placed randomly, we
consider a transmit power range. To calculate received power in different distances, we
consider −5 dBm, −10 dBm, −15 dBm, and −20 dBm transmit power, respectively. A fixed
path loss exponent is used for the free-space medium, and the referred distance is the
distance between the receiver antenna and the closest cluster. From Figure 12, it can be said
that as the distance between sensors and receiver antenna increases, the received power
decreases. With the increase in transmit power, received power is also increasing. For
example, with −5 dBm transmit power, the received power is about −54.54 dBm, having
a distance of 1.2 m. At the highest level of 3 m distance, received power decreases to
−63.36 dBm. For −10 dBm and −15 dBm received power at 3 m distance, and we have
received −68 dBm and −72.8 dBm, respectively.
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Figure 12. Determine received power at various points.

4.6. Latency Calculation for Different Packet Sizes

The OFSMA and C-OFSMA systems packet processing technique is similar, except
for the subcarrier bandwidth requirement to achieve high transmission reliability within
0.2 ms air interface latency. Therefore, we chose to compare our proposed scheme with
OFDMA for air interface latency calculation. In the OFDMA system, a data packet is
divided into several subcarriers with the cyclic prefix appended to each data block. As the
OFDMA system’s packet splitting mechanism consumes more time during transmission,
the average packet size is growing. However, in the C-OFSMA system, the existing data
packet is directly sent to a single subcarrier, and the subcarrier selection is random and
unbiased. For simulation, 200 bits packet size is considered. With the increase in packet size,
the transmission delay is also increased. Transmission latency depends on the scheme’s
propagation delay and the system delay for a single packet. If the system delay of the
C-OFSMA scheme is δ, and propagation delay is β, then the transmission latency α can be
expressed as

α = δ + β (20)

The system delay, δ is estimated from the simulation platform and is equivalent to the
time consumed to transmit the bits from the sensor’s end to the receiver via Gaussian noisy
channels. The propagation delay is calculated by the ratio of the packet size ρ and link rate
R of the system. So the α can be represented as
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α =
ρ

R
+ β (21)

For different packet sizes (50–350 bits), we calculate the transmission latency in
Figure 13. When considering the 200 bits packet size, the transmission latency is 0.1953 ms.
With the expansion of packet size, the transmission latency is significantly increased. So
the consideration of taking 0.2 ms latency as transmission delay for 200 bits packet size
is justified.
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Figure 13. Determine air interference latency in different packet size.

4.7. Discussion

With the emerging applications of URLLC and the fast development of the sensor-
based application, a Cluster-based multiple-access scheme named Cluster-based Orthogo-
nal Frequency Subcarrier based Multiple Access (C-OFSMA) is proposed with 5G URLLC’s
high requirement adaptation for intra-vehicular data transmission. The URLLC demanded
high reliability, approximately 99.999% of data transmission within extreme short latency
of less than 1 ms. We consider a short-range uplink communication system where the
non-periodic sensors are ubiquitously distributed around the receiver. The Cluster divide,
Bandwidth allocation strategy, random channel, and frequency selection are mentioned in
the system model in Section 3. When transmitting a single packet from the duplications,
a frequency band is first selected. Afterwards, a subcarrier channel fsetx is also picked
randomly. In our proposed system, a diverse number of clusters, frequency band, and
subcarrier channels are included to ensure higher reliability of the packet transmission.
The C-OFSMA implies that increasing the diversity causes decreasing the minimum sub-
carrier demands in each frequency band. Furthermore, analyzing the impacts of diverse
packet duplication in minimum subcarrier detection and reliability response. Therefore,
the C-OFSMA access scheme incorporated the packet diversity principle to ensure the
URLLC’s expected 99.999% reliability and random operation allows short-latency within 1
ms packet transmission.

5. Conclusions

This paper proposes a Cluster-based Orthogonal Frequency Subcarrier Multiple Access
(C-OFSMA) mechanism for future 5G automated intra-vehicular communication through
multiple clusters. This C-OFSMA divides the region into numerous clusters according to
the sensor’s location. Moreover, the system also classified the whole subcarrier frequency
channel set into recurring frequency subcarrier channel subsets based on the cluster division.
The clusters and their subcarrier restrict the sensors to select subcarrier channels from others.
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The goal behind this is to reduce the collision probability among clusters. The minimum
subcarrier channels are evaluated that satisfy the URLLC recommended reliability of
99.999% and latency of 0.2 ms considering the 3-, 5-, and 7-packet duplication conditions.

Simulation results prove that the 3-packet duplication required 306 subcarrier chan-
nels, 5-packet duplication required 198 channels, and the 7-packet duplication required
180 channels to satisfy the 99.999% reliability at 5000 pkt/s arrival conditions. In addition,
the total number of clusters is also calculated, which are appropriate for gaining higher
reliability under minimum subcarrier channels conditions. The system offered significantly
greater reliability in fixed 90 channels condition, having 3- and 4-clusters. Additionally,
the system reliability under the fixed channel and fixed cluster conditions are also demon-
strated through simulation analysis. The proposed mechanism outperforms the URLLC
standard for intra-vehicular communication by considering critical aspects.

In a wireless sensor-based MAC protocol, energy consumption is a significant factor.
Moreover, with the rapid growth of Electric Vehicles (EV), energy efficiency will draw more
attention. Therefore, as possible future work, the proposed system will evaluate the energy
performance transmitting, receiving, and regarding CPU for the sensor nodes, and might
be applied for EV application. Finally, the proposed mechanism can be verified in other
time-critical applications other than advanced vehicular communication.
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TTI Transmission Time Interval
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