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Abstract: The NN (neural network)-PSO (particle swarm optimization) method is demonstrated to
be able to inversely extract the coating parameters for the multilayer nano-films through a simulation
case and two experimental cases to verify its accuracy and robustness. In the simulation case, the
relative error (RE) between the average layer values and the original one was less than 3.45% for
50 inverse designs. In the experimental anti-reflection (AR) coating case, the mean thickness values
of the inverse design results had a RE of around 5.05%, and in the Bragg reflector case, the RE was
less than 1.03% for the repeated inverse simulations. The method can also be used to solve the
single-solution problem of a tandem neural network in the inverse process.

Keywords: nano-film coating; deep learning neural network; particle swarm optimization; inverse
design; parameter extraction; single-solution problem

1. Introduction

Inverse design has attracted much attention for its capability and high demands in
science and industry to analyze many convoluted systems through the test/measurement
results. A variety of inverse design algorithms, such as the heuristic genetic method [1] and
the gradient-based steepest descent method [2,3], etc., have been proposed to achieve that
goal. However, these numerical methods can consume many computing resources during
simulation and may not be able to construct a comprehensive mapping of the studied
system to obtain a surrogate model for fast and efficient data mining.

In recent years, with the development of deep learning neural networks (DLNNs) in
metasurfaces [4–6], plasma [7], nano-coating multilayers [8,9], photonic devices [10–13], and
other fields [14–16], many complex numerical calculations have been gradually replaced by
neural networks. An NN with proper training has achieved faster calculation speed, higher
accuracy, and easier implementation compared to other numerical methods. Therefore,
using NNs for inverse design has become an ideal choice. However, when multiple
structures correspond to the same spectrum, the inverse design network may not converge.
For this problem, a commonly used scheme is to cascade the pre-trained forward network
and the inverse design network as a tandem network [17–22]. However, this scheme has a
limitation, as it can only generate a single solution for the design parameters, i.e., the trained
inverse network can predict only one regression structure for a given spectrum, such that
it may not be effectively used for parameter extraction and failure analysis applications.
Particle swarm optimization (PSO) has been used in solar cells [23], manufacturing [24],
etc., and has a high possibility out of finding global solutions for a given problem by the
means of sampling all the particles in a whole variable space simultaneously. Then, to
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solve the single-solution problem of the cascaded network and to save time in retraining
the whole inverse network, the NN-PSO method was proposed [25,26] to combine the
NN’s high simulation speed and accuracy with the PSO’s global optimization ability to
find multiple solutions for the inverse design process.

In this paper, we focus on the application of the NN-PSO method in the experimental
cases, such as the multilayer nano-coatings, which are widely used in optical lenses,
laser/photodetector facets, solar cells [27–29], optical filters [30], etc. The materials and
thicknesses of each layer can vary randomly depending on the desired spectrum, i.e., anti-
reflective (AR) or high-reflective (HR) coating over a certain wavelength region, to make the
inverse process complicated and time-consuming. This has been conducted previously by
using the gradient- and Fourier-based inverse design theory [31,32], but here we emphasize
the testing of the experimental cases for the grown nano-coating films and carry out NN-
PSO inverse design to see the method’s robustness as well as the possibility for multiple
solutions in the layer design corresponding to the same spectrum. This may be further
applied in more complex devices, such as the photonic integrated circuit and optoelectronic
devices, etc., as we have previously tried using the extendable neural network (ENN) and
flexible extendable neural network(FENN) method [8] to speed up the automatic parameter
extraction and failure analysis processes, etc.

2. Research Methods

To solve the inverse design problems of the nano-films using the NN-PSO method,
a forward network should be trained first. Here, the network’s input parameters are the
thicknesses of the thin-film layers, and the output is the reflection spectrum. The NN
network has to be trained with high accuracy to ensure the inverse design process. The
randomly generated particles of PSO introduce a variety of possible structural solutions for
the thicknesses of the layers, and in a comprehensive and heuristic manner, the particles
guided by the NN finally converge to the positions of the optimal solution, such that a de-
sign structure, whose spectrum has a high similarity to the target one, can be obtained [33].
The flow chart of NN-PSO is shown in Figure 1. This method can be used not only in
the inverse design of multilayers but can also easily be extended to many other inverse
problems that depend on the forward NN accuracy and the PSO parameter selections [26].

A five-layer-film case is used to verify the NN-PSO method here. For the database
of the forward NN in this case, the reflection spectra are calculated by using the transfer
matrix method (TMM), which can be calculated using the following series of equations in
the matrix form.

Mk = PAirTk,AirPkTk−1,k · · · P2T1,2P1Tsubstrate,1Psubstrate =

(
mk

11 mk
12

mk
21 mk

22

)
(1)

Here, k is the number of thin-film layers, Pi is the propagation matrix of the i-th layer,
Ti,j is the transition matrix of the interface between layers i and j, which can be given
as follows:

Pi =

(
ej2πnidi/λ 0

0 e−j2πnidi/λ

)
, Ti,j =

 nj+ni
2nj

nj−ni
2nj

nj−ni
2nj
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ni and di are the refractive index and thickness of layer i, respectively, and the reflectivity of
the k-layer structure can be given by Rk = mk

21/mk
11.
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Figure 1. The flow chart of NN-PSO.

Here, the layer thicknesses can be limited to the following ranges: D1 = [147.7, 227.7],
D2 = [130.4, 210.4], D3 = [366.1, 446.1], D4 = [192.1, 272.1], and D5 = [3.5, 43.5] (D1~D5 are
the thicknesses of each layer, in nm). The spectrum is between 1~1.65 µm with a sampling
grid of 5 nm for 131 points. The database contains 6498 samples, with 70% for training,
15% for testing, and 15% for validation. In addition, another 500 independent samples are
reserved for the final test of the network. The mean square error (MSE) of the predicted
spectra, in contrast to the desired one, is used as the loss function, with a target value of
10−6. The maximum number of epochs of NN training is 1000, the additional momentum
factor is 0.9, and all other parameters are set to their default values [25,26]. Here, the
network has 3 hidden layers (each layer contains 50 neurons), 5 inputs, and 131 outputs.

After training the forward NN, the PSO algorithm is used to carry out the inverse
design. We search for the minimum MSE between the target spectrum and the one that
is predicted by the neural network. The number of PSO particles is 24, the maximum
number of iterations is 500, and the searching ranges of the particles are D1 = [100, 300],
D2 = [100, 300], D3 = [300, 500], D4 = [200, 300], and D5 = [0, 100] (nm), respectively. The
local and global acceleration factors are 2, and the termination condition is MSE less than
10−5, while all other parameters take their default values [33]. The CPU we used in this
paper for the nano thin-film simulations is a Intel(R) Core (TM) i5-8500 processor with an
NVIDIA GeForce GTX 1050 Ti GPU acceleration card. The software we used for this study
are MATLAB and Python for the TMM and NN/PSO simulations, respectively.

3. Results and Discussion

The reflection spectra calculated by TMM and NN for one randomly selected sample
from the test set are shown in Figure 2a, where we can see that the NN prediction is close
to the TMM result for the whole wavelength range of 1000~1650 nm (especially for the
1400~1500 nm wavelengths of interest). To analyze the results more statistically, Figure 2b
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shows the error distribution histogram of the neural network prediction for the test dataset
of 500 samples (each sample contains 131 wavelength points). It can be seen that the error
of the neural network prediction is generally less than 0.04%, which indicates that it is
highly consistent with the original spectra.
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Figure 2. (a) The reflection spectrum generated by TMM and NN, and (b) the error distribution of
the NN prediction against the test dataset.

For this case, it took about 571 s to obtain a set of design parameters by the TMM-PSO
method and 112 s by NN-PSO, which means that the inverse design of the multilayer
thin-films by the NN-PSO method can greatly improve the simulation speed compared to
TMM-PSO. The original parameter X = [189.22, 185.79, 388.76, 247.13, 41.48] and the error
relative to the target spectrum can be minimized to 1.3 × 10−2%, as shown in Figure 3 for
the NN-PSO optimization process.
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Table 1 lists the statistical results for 50 repeated inverse designs whose relative errors
(RE) between their mean values and the original true ones are less than 3.45%, and the
predicted thicknesses are within a 2 nm standard deviation (STD). The reflection spectrum
for the mean values of the parameters predicted by NN-PSO was calculated using TMM
to compare with the original spectrum, as shown in Figure 4a. It can be seen that the
three spectra overlap with each other with high accuracy in the MSE histogram plotted in
Figure 4b. Thus, the NN-PSO method can be used for the inverse design of the multilayer
thin-films with high speed and accuracy in the parameter searching process.
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Table 1. The statistical results of inverse design for the AR coating case.

Parameters D1 (nm) D2 (nm) D3 (nm) D4 (nm) D5 (nm)

Original 189.22 185.79 388.76 247.13 41.48
Mean (RE) 188.92 (0.16%) 185.87 (0.04%) 388.86 (0.03%) 248.71 (0.64%) 40.05 (3.45%)

STD 0.33 0.22 0.45 1.63 1.38
Min. 187.88 185.27 388.07 246.12 36.42
Max. 189.90 186.35 390.16 253.42 42.19
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predicted spectra.

Then, we truncated the 1400~1500 nm range of the original spectrum as a new target
range to obtain multiple structures for the AR coating design. These structures are listed in
Table 2, where TMM was used to generate the reflection spectrum for each structure and
compared to the target one, as in Figure 5. It can be seen that the reflection spectra generated
according to these structural parameters achieved high precision in the desired wavelength
range, and the combination of the DLNN and PSO algorithm can map the design parameter
space and tackle the single-solution problem of the tandem neural network [21].

Table 2. The structures obtained by NN-PSO for AR coating in Figure 5.

Parameters D1 (nm) D2 (nm) D3 (nm) D4 (nm) D5 (nm)

Original 189.22 185.79 388.76 247.13 41.48
S1 187.07 182.88 441.05 278.13 36.78
S2 232.96 203.52 428.88 264.52 11.22
S3 183.02 184.97 419.23 266.13 33.76
S4 276.47 219.01 426.10 272.36 20.65
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4. Experiment Case
4.1. The Anti-Reflection (AR) Coating Case

To verify the application of the NN-PSO method in a real experiment, we used the
reflection spectrum of a five-layer-AR film grown by the ion-beam-assisted coating system
as an example, as in Figure 6a. The materials of the films on top of the fused silica substrate
were SiO2 and Ta2O5, whose refractive indices were measured individually in their thin-
film format, as shown in Figure 6b. In the experiment, the thicknesses were set to 255.88,
24.33, 28.85, 74.90, and 98.58 nm for the five layers (denoted by D1 to D5), respectively. Then,
we grew the film by the e-beam heating of their solid sources such that SiO2 and Ta2O5
molecules could evaporate and escape from the source to be deposited on the substrate
held at the top section of the coating machine, which rotated under a constant speed to
ensure the uniformity of the deposition. The quartz crystal monitor was used to check the
layer thickness, and the growth process was held under a low pressure of 10−6 Torr and
a constant temperature of 150 ◦C. After growth, the thin-film was tested for its reflection
spectrum, as shown in Figure 7a.
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Then, to evaluate the grown film quality and estimate the layer thickness inversely, we
took the thickness ranges of D1 = [225.88, 285.88], D2 = [0, 300], D3 = [0, 300], D4 = [44.90, 104.90],
and D5 = [68.58, 128.58] to generate the reflection spectrum database, as described in Section 2
for the forward network. There were 5 inputs and 351 outputs for the forward network, which
had three hidden layers and 50 neurons for each. The database had 5000 samples (85% for
training and 15% for testing), and the MSE for the test set (with 750 independent samples) as
predicted by the NN was 2.36 × 10−6, and the error distribution is shown in Figure 7b.
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Then, the trained NN was used by PSO to carry out the inverse design, as shown in
Figure 8. Here, the number of particles was 20, the maximum number of PSO iterations
was 50, and the curve obtained by the experiment was inversely analyzed 50 times. The
experimental curve and the spectrum that was calculated by the TMM for the pre-set
values and by TMM-PSO are given as the black solid, red dashed, and purple dotted lines,
respectively, as in Figure 8a. There were some differences between those, and the spectrum
from TMM-PSO (the purple line) was closer to the experimental curve (the black one)
than the spectrum calculated by TMM (the red one), which may be due to the differences
between the refractive index parameters used and the actual ones. The thicknesses of the
grown thin-film layers also had some fluctuations compared to their pre-set values. The
yellow dash-dotted line shows the least error for 50 inverse designs by NN-PSO, with an
overall MSE of 5.31 × 10−6, as in Figure 8b. Here, the dash-asterisk lines are the results of
D1 to D5, whose average values are 243.58, 18.17, 36.27, 76.58, and 98.99 nm, respectively.
Then, the relative error of the predicted results as compared to the preset values (as marked
by the solid lines) were 5.05, 33.90, 20.46, 2.19, and 0.41 (%), respectively. Here, D1 had
the largest absolute error, and D2 and D3 had larger REs of the predicted results than the
preset values. This may be because D1 was closest to the substrate and it may have had a
larger error due to film monitoring during the initial growth, and D2 and D3’s larger REs
were due to their relatively thinner thicknesses. The MSE distribution histogram of the
NN-PSO predicted spectra is shown in Figure 8c, which shows that all of the MSEs of the
spectra were less than 6 × 10−5, with most of them being less than 2 × 10−5. Therefore, it
can be considered that the inverse result is accurate.
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We also compared it with the TMM-PSO method, which uses the transfer matrices
directly without training an NN beforehand to work with PSO for the inverse design. For
this case, it took 233 s and 595 s for each design round of NN- and TMM-PSO, respectively.
If the database collection and training time for the former is also included, it would
take 760 s for the NN-PSO method. However, since the NN itself is cumulative and can
summarize/map the whole parameter space comprehensively, we can therefore obtain a
surrogate model for the studied system for later repeated use and immediate reference at
any time. For example, in the 50 rounds of the PSO inverse design processes, TMM-PSO
kept calculating using TMM and could be about 50 times more time-consuming than NN,
due to the latter one’s direct citation of the surrogate network in the 2nd~50th rounds of
NN-PSO processes. Therefore, NN-PSO has great advantages and high accuracy in data
analysis and easier citation for future accumulated expansion/improvement.

In order to obtain more structures with high transmittance between 550 and 650 nm,
as previously conducted in the simulation case, as in Figure 5, the experimental spectrum
in this range was also used as the new target for NN-PSO to use the inverse design, where
a variety of structures can be obtained, as listed in Table 3. TMM was used to verify the
reflection spectrum for each inversely designed structure compared to the target, as in
Figure 9. The results show that NN-PSO can obtain multiple designs for the same spectrum,
which can be used for parameter extraction and failure analysis applications.

Table 3. The structures obtained by NN-PSO for the same spectrum in range of 550~650 nm.

Parameters D1 (nm) D2 (nm) D3 (nm) D4 (nm) D5 (nm)

Original 255.88 24.33 28.85 74.90 98.58
S1 258.41 15.62 28.32 100.86 90.62
S2 284.86 23.91 26.59 77.28 99.63
S3 264.31 19.41 45.08 48.84 111.64
S4 227.79 18.58 34.12 93.87 94.20
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4.2. Bragg Case

To test the robustness of our method for more challenging cases, such as the Bragg
structure, which has more oscillation peaks/valleys in the spectra, we can use a larger
database to conduct the network training. Here, the tested Bragg structure had 34 layers of
the materials SiO2 and Ta2O5 on top of the BK7 substrate. For periodic even (odd) layers,
we can use only two thickness parameters to characterize the film, i.e., D1 for the SiO2
layers and D2 for the Ta2O5 layers. The output parameter of the network is the transmission
spectrum, whose wavelength range is 400~1500 nm, with a total number of 1101 sampling
points for 1 nm spacing. The refractive indices of the materials used in the experiment
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were the same as in the AR film, as shown in Figure 6b, whose film thicknesses for growth
were preset to 179.57 nm (SiO2) and 126.43 nm (Ta2O5), respectively. Then, we could take
[179.57 − 30, 179.57 + 30] nm (SiO2) and [126.43 − 30, 126.43 + 30] (Ta2O5) as the input
parameter ranges to generate transmission spectra for the training database of our deep
learning neural network.

The forward NN, denoted by NN1 here, had 4 hidden layers (each layer contained
100 neurons), 2 inputs, and 1101 outputs, and its database contained 20,000 samples
(85% for training and 15% for testing). The MSE of the spectra predicted by NN1 was
7.0284 × 10−4, as verified against the test set.

Furthermore, if we consider the actual nano-coating process, where thicknesses for the
top and bottom layers may sometimes be more difficult to be controlled in the experiment
compared to the other layers, we can use six structural parameters D1 to D6 as the input data
to train a different forward NN (denoted by NN2). Here, D1, D2, D5, and D6 represent the
thicknesses of the 1st, 2nd, 33rd, and 34th layer, and D3 and D4 are the thicknesses of the other
odd and even layers, respectively. The number of the neurons in each hidden layer of NN2
was 100, 500, 1000, 1000, 1000, and 500, respectively. The database contained 20,000 samples
(85% for training and 15% for testing) and the final MSE was 11.6336 × 10−4. The prediction
results and error distributions of the two NNs are shown in Figure 10a,b, respectively.
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Figure 10. (a) The predicted spectra compared to the original one that was randomly selected from
the training dataset and (b) the error distributions for the two NNs.

Then, the trained NN can be used in PSO to find the layer thicknesses corresponding
to the experimental spectrum. Here, the PSO searching ranges for the layer thicknesses
were the same as the forward NN. For NN1, the number of particles was 20, the maximum
number of iterations was 50, and the experimental curve accumulated 25 inverse designs,
whose distribution is shown in Figure 11a. It can be seen that the predicted thicknesses
were generally around 178.20 nm for SiO2 and 127.73 nm for Ta2O5, which were the mean
values of the samples close to the growth values of 179.57 nm (SiO2) and 126.43 nm (Ta2O5),
i.e., with REs of 0.77% (SiO2) and 1.03% (Ta2O5) for NN1-PSO. For NN2, the number of
PSO particles was 60, the maximum number of iterations was 50, the repeated time of
inverse designs was 25, and the distribution of the results is shown in Figure 11b. It can be
seen that the results of D3 and D4 were close to 178.66 and 127.14 nm (with REs of 0.51%
and 0.56%), while the other four parameters had large fluctuations. This may be because
D3 and D4 represent the majority of the thickness of the Bragg layers except for the top
and bottom ones. Thus, these two parameters affect the spectrum more than the others.
Moreover, this indicates that the Bragg structure is relatively robust against variations in
the individual layers, such that even if the top and bottom layers fluctuate heavily, the
spectrum still keeps its main shape.
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To further verify the results, transmission curves generated by TMM, which used
the pre-set growth parameters and the inversely designed ones, are shown in Figure 11c.
The black solid line represents the measured experimental transmission spectrum of the
films, the red dashed one was calculated by TMM using the preset growth values, and the
yellow dash-dotted and purple dotted ones were generated for the mean values obtained
from NN-PSO. Here, the MSE of NN1-PSO was 62.9927 × 10−4, and the MSE of NN2-PSO
was 65.0205 × 10−4, which is still of high accuracy, considering the large fluctuations in
the curves.

In order to test the multi-solution ability for the desired wavelength range, we nar-
rowed the experimental curve to 950~1200 nm as the new inverse design target, as per-
formed in the previous cases. The obtained structures are listed in Table 4, and their
transmission spectrums generated by TMM are shown in Figure 12.

Table 4. The structures obtained by NN-PSO for the Bragg case in Figure 12.

Parameters D1 (nm) D2 (nm)

Original 179.57 126.43
S1 182.13 125.80
S2 175.31 130.64

PSO range 142.57~202.57 96.43~156.43
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From the above comparisons, we can see that the NN-PSO method has high predic-
tion accuracy and can be used in the experimental situations for complex spectra. The
inverse designs for both the five-layer-film AR and Bragg experimental cases were verified.
Multiple structures can be found for the same spectrum, if parameter-extraction or failure
analysis are desired for that specific wavelength range.

5. Conclusions

The inverse design of nano thin-film coatings were tested using the high-precision
and high-speed NN-PSO method, such that the single-solution problem of the tandem
neural network could be solved. A five-layer-film AR case and a Bragg experimental one
were used to verify the feasibility of this method for practical applications. In the AR
coating case, the results indicate that the thicknesses of the grown layers may have some
slight differences compared to the pre-set growth values for D2 and D3. In the Bragg
case, two NNs were used to inversely design the structure with two and six structural
parameters, which showed high accuracy, speed, and robustness. This indicates that it
may be widely used in the inverse design of photonic devices and metamaterials as well as
for practical cases in the optoelectronic industry. Photonic integrated circuits and optical
device systems could be the next step, as we have been working on the ENN and FENN
previously in order to extend the NN method to more complicated photonic devices for
design parameter extractions as well as automatic AI designs. During the application
of this method to practical/industry cases, one may experience long waiting times to
accumulate experimental data, so the well-documented and comprehensive data collection
and preparation could be highly important to balance the actual cost for this method to be
successfully adopted.
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