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Abstract: Heterodyne interferometry is playing an increasingly important role in the field of high-end equipment manufacturing. In photolithography, the precision requirement of displacement metrology is increasing to a deep sub-nanometer scale with the decrease in the critical dimension of chips. The error caused by light intensity changes was investigated, and its principle was found to be related to the time difference in photoelectric conversion. On the basis of the analysis of dynamic characteristics of interference light intensity changes in a heterodyne Michelson interferometer, the influencing factors, and the features of the measurement error, equivalent measurement and real-time compensation methods were investigated and proposed. Experiments revealed that the error was 220 pm using the method of best-gain detection, while it was 4.8 nm using the method of auto-gain detection over a wide dynamic range when the light intensity was reduced by 30%. However, the proposed compensation method successfully reduced the error to less than 40 pm. Therefore, the real-time compensation method based on equivalent measurement can maintain the signal-to-noise ratio while improving the precision of photoelectric conversion, removing the error caused by intensity changes, and helping heterodyne interferometry achieve deep sub-nanometer precision.
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1. Introduction

Heterodyne interferometry has the advantages of large range, high resolution, noncontact measurement, and good traceability [1,2], and it is widely used in gravitational-wave measurement [3], high-end equipment manufacturing [4], and many other fields. In photolithography machines, the precision requirement of displacement metrology is increasing to a deep sub-nanometer scale with the decrease in the critical dimension of chips [5–7]. Thus, there is an urgent demand for heterodyne interferometry with precision on the deep sub-nanometer scale. However, in multi-axis interferometric systems, the moving stage might be subjected to tipping and tilting [8], which will cause mismatches in the reference and measurement lights. Thus, the total detected light intensity and the effective interference light intensity will accordingly decrease [9].

When the interference light intensity decreases, the signal-to-noise ratio (SNR) of the output signal in the photoelectric detection system also decreases, thus increasing the error of the interferometer. Thus, researchers have made great efforts to maintain the SNR [10–12], identifying the avalanche photodiode (APD) as suitable for multi-axis interferometry because of its high gain factor. Subsequently, the best-gain detection method and the auto-gain detection method were proposed [13,14]. Su built an SNR model of APD to determine the best gain factor [13]. The precision of detection could be effectively improved by preventing the SNR from decreasing, but its dynamic range was limited. When the
intensity became lower, Su’s method had worse precision performance. Yu et al. proposed a method of controlling the bias voltage to adjust the gain factor of APD [15], which could maintain a constant output current, representing an effective method to maintain the SNR of photoelectric conversion with high dynamic performance. On the basis of Yu’s method, Cao et al. used machine learning to judge the states of laser and APD for compensation, thereby highlighting the best working conditions of the APD for photoelectric detection using the auto-gain method with a constant SNR [16].

In addition to the interference light intensity, a decrease in the total detected light intensity can directly cause measurement errors [17]. In the best-gain detection method, a decrease in light intensity leads to time changes of photoelectric conversion; in the auto-gain detection method, a change in gain-factor leads to a larger change in the conversion time [18]. As a result, extra phases are introduced when using both detection methods. The errors caused by these extra phases cannot be ignored in displacement measurements at the deep sub-nanometer scale.

In this paper, we analyzed the effect of decreasing interference light intensity in a heterodyne Michaelson interferometer. On the basis of the characteristics of APD and extra phases, an equivalent measurement method of phase drift, which is resistant to environmental disturbances, is proposed, whose results can be used to compensate for the displacement measurement error in real time. Experiments show that the error was 220 pm using the best-gain detection compared to 4.8 nm using auto-gain detection over a wide dynamic range when the light intensity was reduced by 20%. The proposed compensation method successfully reduced the error to less than 40 pm.

2. Displacement Measuring Error and Compensation Method

2.1. Displacement Measuring Error Caused by Intensity Changes

In an ideal Michaelson interferometer, supposing that the amplitude of the electric field of two laser beams are equal to \(A\), the reference intensity \(I_r\) and measurement intensity \(I_m\) can be expressed as Equations (1) and (2)

\[
I_r \propto 2A^2 + 2A^2 \cos[(\omega_1 - \omega_2)t + (\phi_1 - \phi_2)], \quad (1)
\]

\[
I_m \propto 2A^2 + 2A^2 \cos[(\omega_1 - \omega_2)t + (\phi_1 - \phi_2) + \omega_d t], \quad (2)
\]

where \(\omega_1\) and \(\omega_2\) are the angular frequencies of the two beams emitted from the dual-frequency laser, \(\phi_1\) and \(\phi_2\) are the initial phases of the two beams, and \(\omega_d\) is the angular Doppler frequency caused by the movement of the measured target.

A phasemeter can be used to calculate the phase difference between the two signals; then, when the \(\omega_d t\) is known, the displacement can be expressed as Equation (3)

\[
x = \frac{\lambda \omega_d t}{2\pi nN}, \quad (3)
\]

where \(\lambda\) is the laser wavelength, \(n\) is the refractive index of air, and \(N\) is the fold factor.

In the photoelectric conversion process, when the light reaches the PN junction, ionization occurs, with holes and electron pairs being generated. Under the action of an applied electric field, electrons and holes move toward the cathode and anode, respectively, resulting in a photocurrent [19]. The transit time of the process for electrons and holes moving to the cathode and anode is usually related to the electric field, the concentration of electrons and holes, and the moving distance. When the light intensity changes, the concentration of electrons and holes also changes, thus altering the transit time [20–22].

Since the photodetector receives the interference light intensity of the two laser beams, essentially representing the detection of the sinusoidal modulation of the laser light intensity, the transit time \(\tau\) in the laser interferometer can be represented by the extra phase
\[ \Delta \varphi \text{ of the sinusoidal modulation. According to [23], the extra phase can be expressed as Equation (4)} \]

\[ \Delta \varphi = \tan^{-1} \left( \frac{f}{f_0} \right) = \tan^{-1} \left( \frac{fM}{k} \right), \tag{4} \]

where \( f_0 \) is the cutoff frequency, \( k \) is a constant determined by the material of APD, \( f \) is the frequency of the input signal, and \( M \) is the gain of the APD.

The value of \( M \) is affected by the external reverse bias voltage, output current, PN junction material, and other factors, and it can be calculated using an experience function as Equation (5).

\[ M \approx \frac{1}{1 - \left( \frac{U_{br}}{U_p} \right)^n}, \tag{5} \]

where \( U_{br} \) is the reverse breakdown voltage, \( n \) is a constant related to the structure and material of APD, and \( U_p \) is the internal bias voltage, which is determined as a function of the external voltage \( U \), resistance \( \rho \), and output current \( i \) as Equation (6).

\[ U_p = U - \rho i. \tag{6} \]

The current in Equation (6) is the sum of the output light current and the dark current of the APD, related to the received light intensity. Thus, when the best-gain detection method is used, the changes in light intensity cause an additional displacement drift error; when the auto-gain detection method is used, the amplitude of the output AC signal is stabilized by adjusting the APD bias voltage, but the changing gain causes a larger displacement measurement error.

In a distance measuring system, Yokoyama et al. proposed a method of light compensation to maintain the detected intensity of light for a constant delay [24]. However, this method is difficult to apply in a real interferometer. Furthermore, the added DC intensity decreases the AC/DC ratio, thereby affecting the measurement performance. Miyata et al. considered the combined effect of the loss of light intensity and the external high voltage of the APD, and they proposed a method to adjust the external high voltage to compensate for the additional phase change [25]. This method can accurately detect the interference light, but it might reduce the detection SNR and ultimately reduce the measurement precision. Compensation by Equation (4) would be too complex.

According to the above analysis, the drift of displacement measurement results caused by light intensity attenuation has the following characteristics:

1. Differences. The gain, noise, and delay of the APD are all related to its internal structure and materials. Even when different APDs exist in the same batch, the characteristics are not the same.
2. Nonlinearity. There is a serious nonlinearity between the delay and the input light intensity.

2.2. Compensation Method

Thus, a simple and effective method to reduce the error is to measure the phase drift of each APD under different light intensities and to establish a database to realize real-time phase compensation. However, since the displacement measurement results in the interferometer contain various errors, in order to measure the phase error caused by the attenuation of light intensity, it is necessary to avoid the interference of other factors as much as possible.

The optical configuration for the APD phase shift error equivalent measurement is shown in Figure 1. After using NPBS to combine two laser beams with frequencies \( f_1 \) and \( f_2 \) with perpendicular polarization directions, one laser beam passes through the analyzer C and interferes, before being received by a fixed position photodetector as a reference signal, and the other beam passes through the analyzers A and B and is received by the fixed position APD, which is the testing object, as a measurement signal. The reference signal
and the measurement signal are simultaneously transmitted to the phase meter, which can calculate the phase difference between the reference signal and the measurement signal in real time.

![Figure 1](image_url)

**Figure 1.** The optical configuration of APD phase drifts error equivalent measurement method.

In this equivalent method, the reference signal is fixed, and the analyzers A and B in the optical path of the measurement signal are adjusted to change the interference contrast and light intensity. Taking the laser with an angular frequency of $\omega_1$ emitted by the laser as an example, the Jones matrix is expressed as Equation (7):

$$
\begin{align*}
E_1 &= G_2G_1E_{01} \\
&= 
\begin{bmatrix}
\cos^2\alpha & \sin \alpha \cos \alpha \\
\sin \alpha \cos \alpha & \sin^2 \alpha 
\end{bmatrix} \times 
\begin{bmatrix}
\cos^2 \beta & \sin \beta \cos \beta \\
\sin \beta \cos \beta & \sin^2 \beta 
\end{bmatrix} \times A e^{i\omega_1 t} \begin{bmatrix}
\cos \theta \\
\sin \theta
\end{bmatrix},
\end{align*}
$$

where $E_1$ is the vector of the light received by the photodetector with an angular frequency of $\omega_1$, $E_{01}$ is the vector of the light emitted by the laser with an angular frequency of $\omega_1$, and $G_1$, $G_2$, and $G_3$ are Jones matrices of the analyzers A, B, and C.

Supposing that the vector of the initial light coincides with the $x$-axis, the Jones matrix of another laser beam with an angular frequency of $\omega_2$ is expressed as Equation (8):

$$
\begin{align*}
E_2 &= G_2G_1E_{02} \\
&= A \cos(\alpha - \beta) \sin(\beta) e^{i(\omega_2 t + \varphi)} \begin{bmatrix}
\cos \alpha \\
\sin \alpha
\end{bmatrix},
\end{align*}
$$

where $A$ is the amplitude of the vector of initial light, $\varphi$ is the initial phase and $\beta$ and $\alpha$ are the angles between the light transmission axis of the analyzers A and B and the $x$-axis.

Then, the light intensity of the measurement interference intensity can be expressed as Equation (9):

$$
\begin{align*}
I_m &\propto A_1^2 + A_2^2 + 2A_1A_2 \cos[(\omega_1 - \omega_2)t - \varphi] \\
A_1 &= A \cos(\alpha - \beta) \cos(\beta) \\
A_2 &= A \cos(\alpha - \beta) \sin(\beta)
\end{align*}
$$

The simulation result is shown in Figure 2. RA represents the angle difference between the analyzers A and B. RB represents the absolute angle of axis of analyzer B. Therefore, rotating the analyzer A can directly change the amplitudes of $E_1$ and $E_2$, such that the interference occurs between the two laser beams with different amplitudes, which are completely overlapping with each other. Rotating the analyzer B can change the light intensity of the two laser beams in the same proportion. By changing the analyzers A and B, the intensity and amplitude of the interference light can be adjusted.
The intensity of the reference signal is expressed as Equation (10)

\[ I_r = 2A^2 \cos[(\omega_2 - \omega_1)t]. \]  

(10)

According to Equations (9) and (10), changing the analyzer A and analyzer B not only adjusts the intensity and amplitude of the interference, but also ensures the change of phase difference between the reference signal and measurement signal before photoelectric conversion to zero. If the phase measured by the phase meter is changed, the photoelectric conversion process is mixed with the phase error, which is represented by the displacement error in the interferometer. Unlike the conventional heterodyne laser interferometer, the reference beam and the measurement beam are transmitted in the same path from the laser to the photoelectric detection module with no dead path existing. The authors of [26] showed that this test method of two laser beams propagating together can resist vibration and other environmental errors under the action of the zoom factor. Therefore, the phase change measured using this method during the process of adjusting the light intensity is the additional phase during photoelectric conversion.

3. Experiments and Results
3.1. Attenuation Calculation

In the laser interferometer, in order to reduce the influence of background light and reduce the DC signal energy in the photodetection circuit, the clear aperture of the photodetector is usually close to the beam spot. As shown in Figure 3, circle I represents the clear aperture, and the reference beam completely passes through the clear aperture and converges on the photodiode; circle II represents the measurement beam. Because of the deflection of the target mirror, its offset distance from the clear aperture is \( d \).

Figure 3. Position mismatch between aperture and measurement beam in interferometry.

Ignoring the influence of the divergence angle of the light spot, a Cartesian coordinate system was established with the center of the clear aperture as the origin. The...
circle equations of the reference and measurement spot positions can be expressed as Equations (11) and (12):

\[ x^2 + y^2 = R^2, \]  \hspace{1cm} (11)

\[ x^2 + (y - d)^2 = R^2, \]  \hspace{1cm} (12)

where \( R \) is the radius of the beam spot.

Considering the Gaussian distribution of a laser beam, the reference and measurement intensity at a point in the circle can be expressed as Equations (13) and (14):

\[ \Delta E_r = a \exp\left(-\frac{x^2 + y^2}{R^2}\right) \cos(\omega_1 t), \]  \hspace{1cm} (13)

\[ \Delta E_m = a \exp\left(-\frac{x^2 + (y - d)^2}{R^2}\right) \cos(\omega_2 t + \varphi), \]  \hspace{1cm} (14)

where \( a \) is amplitude of the reference and measurement beam, and \( \varphi \) is the phase to be measured.

According to the principle, the intensity at a point in the interference area can be expressed as Equation (15):

\[ \Delta I = (\Delta E_r + \Delta E_m) \cdot (\Delta E_r + \Delta E_m)^* \]
\[ = \Delta I_r + \Delta I_m + \Delta I \]
\[ = a_1^2 \exp\left[-\frac{2(x^2+y^2)}{R^2}\right] + a_2^2 \exp\left(-\frac{2(x^2+(y-d)^2)}{R^2}\right)
+ 2a_1a_2 \exp\left[-\frac{x^2+y^2}{R^2} - \frac{x^2+(y-d)^2}{R^2}\right] \cos[(\omega_2 - \omega_1)t + \varphi] \]  \hspace{1cm} (15)

where \( \Delta I_r \) and \( \Delta I_m \) are the intensities of the reference and measurement beam at a point in the interference zone, and \( \Delta I \) is the intensity of the interference light.

The light intensity received by the photodiode is all the light intensity passing through the clear aperture. Since the position of the reference light spot remains unchanged, the measured light intensity and the interference light intensity need to be integrated in the interference area, which can be expressed as Equation (16):

\[ I = I_r + I_m + I \]
\[ = \iint_{D_1} \Delta I_r ds + \iint_{D_2} (\Delta I_m + \Delta I) ds \]  \hspace{1cm} (16)

In actual experiments, the AC/DC ratio is involved for adjustment as Equation (17).

\[ \alpha = \frac{\tilde{I}}{I_r + I_m}, \]  \hspace{1cm} (17)

Taking the same initial reference light intensity and measurement light intensity as an example, supposing that the spot diameter is 6 mm, the optical fold factor is 4, the maximum return light length of the measurement light is 400 mm, and the rotation angle of the mirror ranges from \(-1.5\) mrad to \(1.5\) mrad, the measurement light deviation is within the range of \(\pm2.4\) mm. The numerical method was used to calculate the signal intensity of DC and AC components, and then the AC/DC ratio was calculated. The normalized results are shown in Figure 4. When the initial value was fixed, there was a mapping between the DC light intensity and the AC/DC ratio. When the maximum loss of the DC signal exceeds 20%, the maximum loss of the AC signal would exceed 40%, and the maximum AC/DC ratio would decrease more than 30%.
This experiment integrates APD S12051 produced by Hamamatsu and the phase meter. As DC and AC components, and then the AC/DC ratio was calculated. The normalized signal exceeds 20%, the maximum loss of the AC signal would exceed 40%, and the max of the mirror ranges from an example, supposing that the spot diameter is 6 mm, the optical fold factor is 4, the reached the preset initial value of 25 µW, and the initial DC voltage and AC amplitude was adjusted to maximize the signal amplitude on the oscilloscope. Connecting Signal II II I I =Δ+ Δ + Δrm

\[ \text{AC/DC ratio} = \frac{I_{\text{AC}}}{I_{\text{DC}}} \] (16)

\[ \alpha = \frac{I_{\text{AC}}}{I_{\text{DC}}} + 1 \] (17)

Observing the DC voltage and AC amplitude by the oscilloscope, analyzer A was so that the optical power reached the preset initial value of 25 µW, and the initial DC voltage and AC amplitude.

3.2. Experimental Principle and Device

To compare the drift error caused by the APD using the best-gain method and auto-gain method, the optical configuration in Figure 5 was built for equivalent tests. The light source was a ZYGO ZMI-7714 dual-frequency laser, which can emit two dual-frequency laser beams whose polarization directions are perpendicular to each other and the beat frequency signal of the two beams. The two beams, which pass through analyzers A, B, and C, as well as the NPBS, generate the measurement signal. The beat frequency signal generated by the laser serves as the reference signal. Among them, analyzers A and B adjust the interference light intensity and DC light intensity, respectively, while analyzer C maintains the laser polarization direction in the fiber. The interferometric light signal reflected by the NPBS is received by a commercial detector Thorlabs APD430A and transmitted to an oscilloscope Tektronix DPO-3034 to measure the change in DC and AC amplitudes. A Thorlabs PM100D optical power meter is used to measure the intensity of each optical signal.

![Figure 4. Simulation results of normalized DC and AC intensity, as well as the AC/DC ratio.](image1)

![Figure 5. Optical configuration for equivalent tests of intensity drift error.](image2)

According to the previous analysis, the best-gain detection method and the auto-gain detection method are the main detection methods used in the laser interferometer at present. This experiment integrates APD S12051 produced by Hamamatsu and the phase meter. As shown in Figure 6, in the best-gain detection method, the interference light signal received by the APD is amplified and filtered, collected by a 16 bit analog-to-digital converter as a digital signal, and transmitted to the FPGA, where the phase solution and AC amplitude calculation are performed. In the auto-gain detection method, the AC amplitude detection is used to realize the bias voltage control, and the digital-to-analog converter and the bias voltage circuit are used to realize the gain control, to achieve the purpose of stabilizing the amplitude. The nominal phase resolution of the integrated processing module was 0.0055°, the nominal displacement resolution with the fourfold factor was 2.4 pm, and the range of input light intensity was 1–30 µW after temperature compensation.
were recorded on the oscilloscope at this time. Then signal I and signal II were connected. Connecting Signal II to the probe of the optical power meter, analyzer B was adjusted so that the optical power reached the preset initial value of 25 μW, and the initial DC voltage and AC amplitude were recorded on the oscilloscope at this time. Then signal I and signal II were connected to the phase meter to measure the phase difference between the reference signal and the measured signal after photoelectric conversion. After the circuit temperature was stable, the AC/DC ratio of signal II was adjusted to decay from 100% to 70% step by step with 5%, and the DC voltage was adjusted to conform to the DC attenuation curve calculated earlier. When the best gain detection method was used, the amplitude and phase changes were recorded. The mean was calculated after repeated measurements three times. The measurement results are shown in Figure 7, where Figure 7a shows the equivalent displacement and signal amplitude measurement results of the best-gain detection method, and Figure 7b shows the equivalent displacement and bias voltage measurement results of the auto-gain detection method.

Figure 6. Schematic of two detection methods: (a) best-gain detection method; (b) auto-gain detection method.

3.3. Equivalent Measurement of the Error

Observing the DC voltage and AC amplitude by the oscilloscope, analyzer A was adjusted to make the AC/DC ratio reach 100% of the preset initial value, and analyzer C was adjusted to maximize the signal amplitude on the oscilloscope. Connecting Signal II to the probe of the optical power meter, analyzer B was adjusted so that the optical power reached the preset initial value of 25 μW, and the initial DC voltage and AC amplitude were recorded on the oscilloscope at this time. Then signal I and signal II were connected to the phase meter to measure the phase difference between the reference signal and the measured signal after photoelectric conversion. After the circuit temperature was stable, the AC/DC ratio of signal II was adjusted to decay from 100% to 70% step by step with 5%, and the DC voltage was adjusted to conform to the DC attenuation curve calculated earlier. When the best gain detection method was used, the amplitude and phase changes of the signal output from the FPGA were recorded. In the method of automatic gain detection, the bias voltage control value and phase changes were recorded. The mean was calculated after repeated measurements three times. The measurement results are shown in Figure 7, where Figure 7a shows the equivalent displacement and signal amplitude measurement results of the best-gain detection method, and Figure 7b shows the equivalent displacement and bias voltage measurement results of the auto-gain detection method.

Figure 7. Results of signal amplitude and bias voltage using (a) best-gain detection method and (b) auto-gain detection method.
The results in Figure 7 show that, as the light intensity gradually decreased, the drift errors of the two detection methods both increased. Under the fourfold factor optical configuration, when the AC/DC ratio was attenuated to 70%, the displacement drift error under best-gain detection was 220 pm, but an increase in the gain could cause a larger error in the measurement of up to 4.8 nm. Therefore, this would seriously affect the measurement accuracy of the displacement measurement system.

3.4. Verification of the Error Compensation

To compensate for the errors, the signal amplitude, and the bias voltage were taken as the independent variables, the displacement error was taken as the dependent variable, and the shape-preserving piecewise cubic interpolation method was used to fit the curve, as shown in Figure 8. The fitting results were coded into the real-time phase measurement system in a look-up table, and the changes in the signal amplitude and the bias voltage were monitored for phase compensation.

![Figure 8. Fitting curves of experiment results for displacement error compensation using (a) best-gain detection method and (b) auto-gain detection method.](image)

Because there are many errors in the laser interference displacement measurement system, to verify the error compensation effect, the equivalent measurement method proposed in this paper was also used. In the optical configuration as illustrated in Figure 5, the verification process was consistent with the measurement process. The analyzer A and the analyzer B were adjusted to keep the initial value the same as the initial value in the error measurement experiment, i.e., AC/DC ratio of 100%, the light intensity of 25 µW, and different light intensities were selected in the attenuation curve to verify the compensation effect. After the circuit temperature was stable, analyzer A and analyzer B were adjusted to make the AC/DC ratio and light intensity as shown in Table 1. In each case, 4000 points of displacement data were collected, and the mean and standard deviation were calculated [27] to represent the displacement drift error and measurement accuracy, respectively. The experimental results are shown in Figure 9.

### Table 1. Light intensity results under different AC/DC ratios.

<table>
<thead>
<tr>
<th>Times</th>
<th>AC/DC ratio (%)</th>
<th>Light intensity (µW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>98</td>
<td>24.6</td>
</tr>
<tr>
<td>3</td>
<td>93</td>
<td>23.8</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
<td>23.0</td>
</tr>
<tr>
<td>5</td>
<td>83</td>
<td>22.2</td>
</tr>
<tr>
<td>6</td>
<td>78</td>
<td>21.4</td>
</tr>
<tr>
<td>7</td>
<td>73</td>
<td>20.6</td>
</tr>
</tbody>
</table>

The blue curve represents the phase compensation results under best-gain detection, while the red curve represents the phase compensation results under auto-gain detection. It can be seen from Figure 9 that, after gain compensation and phase compensation, the displacement drift error of both detection methods was reduced to less than 40 pm. It can also be seen that the best-gain detection could not achieve SNR compensation, whereby the standard deviation increased with the decrease in AC/DC ratio, resulting in a decrease in the measurement accuracy, while the standard deviation under auto-gain detection was...
unchanged, thus ensuring the high measurement accuracy of the laser interferometric displacement measurement system.

![Figure 8](image)

**Figure 8.** Fitting curves of experiment results for displacement error compensation using (a) auto-gain detection method and (b) best-gain detection method.

4. Discussion

This paper studies a dynamic error equivalent measurement and compensation method which is easily ignored in the displacement-measuring interferometer system of photolithography. This error is essentially caused by the transit time change of the photoelectric conversion process in different light intensities. The existing compensation methods are implemented by changing the light intensity and controlling the bias voltage of the APD [24,25], which leads to a decrease in displacement measurement accuracy, because of additional mixed noise during the photoelectric conversion process. In this paper, the method of error measurement and compensation is presented, with the requirement of a high signal-to-noise ratio taken into account and the error reduced to sub-nanometer depth.

In addition, this equivalent measurement method can also become one of the means to test the dynamic performance of the photodetector. In the future improved compensation method, the compensation dimension can be added to make the photoelectric detection applicable to various lighting conditions.

5. Conclusions

In this paper, it was found that the measurement error caused by the reduction in the total laser light intensity is a non-negligible error source in deep sub-nanometer measurement. According to the characteristics of the APD, considering the high SNR of the photodetector, an equivalent measurement photoelectric device against environmental disturbances was proposed, which can detect phase drift and realize real-time displacement compensation. The experimental results showed that, in the fourfold optical path, when the AC/DC ratio of the interference signal was reduced by 30%, the displacement error using the best-gain detection method could reach 4.8 nm. After compensation, the error of both methods could be reduced to 40 pm by reducing the displacement measurement error caused by the attenuation of light intensity. The novel method proposed in this paper can help to progress the dynamic heterodyne laser interferometry system toward deep sub-nanometer precision.
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