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Abstract: Non-line-of-sight (NLOS) imaging technology has shown potential in several applications, such as intelligent driving, warfare and reconnaissance, medical diagnosis, and disaster rescue. However, most NLOS imaging systems are expensive and have a limited detection range, which hinders their utility in real-world scenarios. To address these limitations, we designed an NLOS imaging system, which is capable of long-range data acquisition. We also introduce an NLOS object imaging method based on deep learning, which makes use of long-range projected images from different light fields to reconstruct hidden objects. The method learns the mapping relationships of projected images and objects and corrects the image structure to suppress the generation of artifacts in order to improve the reconstruction quality. The results show that the proposed method produces fewer artifacts in reconstructions, which are close to human subjective perception. Furthermore, NLOS targets can be reconstructed even if the distance between the detection device and the intermediate surface exceeds 50 m.
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1. Introduction

Non-line-of-sight (NLOS) imaging utilizes optical signals, such as intensity or photon time-of-flight (ToF), from diffuse surfaces of various objects in the environment to reconstruct hidden targets that are outside the observer’s line-of-sight. Due to the ability to image hidden targets, NLOS imaging technology has gained popularity in recent years and shown application potential in many fields, such as autonomous driving, reconnaissance, and medical imaging. NLOS imagers can be categorized into active and passive systems depending on the type of light source used.

Active NLOS imaging systems usually consist of a controllable light source (e.g., pulsed laser), a scanning galvanometer, and a photodetector with high temporal resolution (streak camera, single-photon avalanche diode (SPAD), etc.) [1–12]. An ultrafast laser performs high-resolution scans of the intermediate surface through the galvanometer. Light from the laser is reflected multiple times from the intermediate surface and hidden objects, and the photon ToF is recorded by a high temporal resolution photodetector. Then, the photon flight paths are decoded by a reconstruction algorithm, which generates a three-dimensional (3D) structure of the hidden target. In 2012, Velten et al. [1] implemented imaging experiments using the NLOS imaging setup and the back-projection (BP) algorithm to achieve a centimeter-level spatial resolution. Since then, several reports have focused on improving the BP algorithm and the quality of reconstructions [2,4–6,10]. However, active NLOS imaging systems use expensive light sources and detectors, and do not support real-time acquisition due to the need for dense laser scanning. To this end, several strategies have been proposed to increase the acquisition speed or decrease the complexity of the system.
For instance, the confocal system designed by O’Toole et al. [7,8] improves the laser scanning efficiency by making the scanning illumination and detection point the same, thereby reducing the number of scans and the data acquisition time. Based on the confocal imaging setup, O’Toole et al. [7] proposed a confocal non-line-of-sight (CNLOS) imaging algorithm based on light-cone transform (LCT). This algorithm has a computational complexity of $O(N^3 \log(N))$, which is lower than that of the BP algorithm ($O(N^5)$). This resulted in a lower reconstruction time. However, the advantages of LCT-based CNLOS imaging algorithms to increase the reconstruction speed and achieve a millimeter-level spatial resolution are strictly limited to confocal systems. Due to the losses and ambiguities in the optical information of targets after multiple diffuse reflections, the NLOS imaging range is limited. Currently, only a few groups have reported long-range NLOS target imaging. Chan et al. [3] designed a remote detection system using a SPAD and a pulsed laser to retrieve the positions of hidden objects behind a corner at a distance of 53 m. However, their method cannot reconstruct images of hidden objects. Wu et al. [12] improved the signal-to-noise ratio (SNR) of acquired long-range data by deploying a combination of a confocal and a dual-telescope system and achieved the crude reconstruction of an NLOS target 1.43 km away. Although the detection distance was improved by three orders of magnitude, the detection system was bulky and expensive and could not be equipped on various platforms.

In contrast to active NLOS systems, passive NLOS imaging methods do not make use of a controllable external light source and usually use a digital camera to obtain optical intensity images of the intermediate surface [13–20]. Algorithms are then deployed to invert the light transport process and reconstruct hidden targets. Compared to the active method, the passive method adopts a snapshot data acquisition method instead of a laser scanning method, which speeds up the data acquisition, but depth information is not captured. Since the contribution of adjacent hidden target pixels to the projection on the intermediate surface is similar due to the isotropic diffuse reflection, the condition number of the light transmission matrix in passive NLOS imaging is very large; thus, the inverse problem of the light transport process is usually highly ill posed. To circumvent this problem, the introduction of additional constraints, such as polarizers [13] or light-blocking structures [14–20], has been proposed to reduce the ill-conditioned degree of the problem and to improve the reconstruction quality. Holes or slits [14] can form pinhole cameras to reveal the scene outside the picture. Additionally, corners and other occlusions with edges [15,17,20] can be used to detect objects behind corners. However, these methods can only obtain relatively simple information on the hidden target, such as the angular size and speed [15], one-dimensional (1D) scene projection [17], or reconstructed scene range [20]. It is generally difficult to obtain the geometric information of the hidden target using these methods. Saunders et al. [16,19] set an occlusion in the NLOS scene and added a description of the occlusion in the modeling of the light transmission matrix. A penumbra was made use of to estimate the occlusion position, and two-dimensional RGB hidden objects were reconstructed by the fast iterative shrinkage-thresholding algorithm (FISTA) [16]. Further work showed that a single penumbra image could image two NLOS objects at different depths [19]. However, reconstructions purely based on optical transport processes are susceptible to environmental disturbances, and making a trade-off between a low reconstruction time and high reconstruction accuracy is not ideal.

In recent years, the application of deep learning in NLOS imaging [21–30] has developed rapidly. While data-driven approaches can achieve near real-time reconstruction in testing scenarios, the training process can be time consuming and often involves high-performance computing hardware. Furthermore, algorithm performance is largely affected by the quality of the dataset. Chen et al. [23] sparsely scanned the diffuse surface with a laser in indoor conditions and acquired the corresponding indirect reflection images. They proposed a rendering model and designed an OpenGL rendering pipeline to synthesize a large-scale dataset, which was used to train a deep learning model for NLOS imaging. Due to the assumption of ideal conditions in the rendering model and interferences in a
real experimental environment, synthetic datasets cannot be used for practical experimental conditions. Geng et al. [30] created the first large-scale passive NLOS dataset, called NLOS-Passive, and proposed a framework based on the optimal transport (OT), termed NLOS-OT, which performed better than the state-of-the-art methods on NLOS-Passive. The dataset was collected by showing targets on a monitor, whereas the signal strength of a target in a real scene is usually not as strong. In addition, a training process of NLOS-OT is divided into two stages, namely, manifold embedding and optimal transport. With the increase in the training epoch of the first stage, the training results of manifold embedding become more accurate, while it becomes harder to train the optimal transport stage.

In summary, most NLOS imaging methods have limitations, such as poor environmental applicability, a low detection distance, and high costs. Therefore, imaging long-distance hidden targets in real-time and at a lower cost remains a problem that needs to be solved. To address the challenges of the high cost and low practicability of existing NLOS imaging methods, we build a low-cost system for long-range NLOS imaging that uses a laser, a galvanometer, and a telephoto camera to acquire long-range data. Previous reports [23] have shown that the intensity information of projections on the intermediate surface under different light fields contains information regarding the shape and surface normals in the specific directions of hidden objects. Therefore, we used a laser to illuminate multiple locations on the diffuse surface, generating different illumination light fields for hidden objects. A camera with a telescopic lens served as a low-cost detector to obtain the intensity information on the intermediate surface 50 m away. A narrow-band filter in front of the lens was installed to suppress interference from ambient light. Data were collected using this system under different light fields, and a deep learning model was employed to learn the light transport mapping from the data. The goal of the deep learning model was to provide an authentic reconstruction of the image by suppressing the generation of artifacts, thereby making reconstruction closer to human subjective perception. The results show that even if the distance between the detection device and the intermediate surface exceeded 50 m, the method could still image hidden objects, further improving the practicality of NLOS imaging technology.

The rest of this paper is organized as follows: Section 2 describes the experimental system and theory of the proposed method; Section 3 presents the results of the simulations and experiments, along with the analyses and discussion; finally, our conclusions are presented in Section 4.

2. Materials and Methods
2.1. NLOS Imaging System Setup

The system designed for long-range NLOS imaging is shown in Figure 1. The experimental system consisted of a laser scanning illumination section and an optical imaging section. The distance between the system and the wall was kept at greater than 50 m. The laser scanning section consisted of a galvanometer (GVSM002-EC/M, Thorlabs, Inc., Newton, NJ, USA) and a laser (LSR532NL-200, Lasever, Inc., Ningbo, Zhejiang, China), both of which have independent power supplies. The laser had a green emission with a center wavelength of 532 nm at a maximum power of 200 mW, and the power could be varied by adjusting the supply current. The output voltage of the DAQ-USB (USB-6002, National Instruments, Inc., Austin, TX, USA) was supplied to the motor servo driver board of the dual-axis galvanometer. The motor controlled the rotation angle of the galvanometer axis which, in turn, controlled the direction of the laser beam. The laser irradiated the diffuse surfaces, which reflected light to the target, and a part of the light was reflected back to the diffuse surface by the object to form the projection. The optical imaging section consisted of a camera (CS235MU, Thorlabs, Inc., Newton, NJ, USA) and a gimbal (TC-PTS-301, Beijing Venture Technology Co., Ltd., Beijing, China). The pitch and yaw angles of the gimbal were adjusted to control the imaging angle of the camera. The lens of the camera consisted of a telescopic lens (Regal M2 80ED 52305, Celestron, Inc., Torrance, CA, USA) and a narrow-band filter (BP525, Midopt, Inc., Palatine, IL, USA) with a center wavelength...
of 525 nm and bandwidth of 55 nm. The filter was installed in front of the lens to reduce the interference due to the presence of ambient light. In order to maximize the SNR of the collected data, the laser power was adjusted so that the optical intensity signal detected by the camera was close to its maximum measurable value.

Since a hidden object and projections on the wall do not have any common geometric features, it is difficult for commonly used deep learning models to learn the supervised mapping of a single projected image and hidden objects. Since the surface reflectance of hidden objects is related to their surface condition and angle of the incident light, Chen et al. [23] proposed that laser beams projected at different positions on the wall will form different indirect reflection images. Each of these images contains some surface information related to the hidden objects. The spatial variation of indirect reflection images of different laser scanning positions can be used to reconstruct images of the hidden object. Based on this concept, as proposed by Chen et al., our system makes use of a continuous laser as the illumination light source, whose position on the diffuse wall is controlled using a dual-axis galvanometer. The laser sequentially scans a $5 \times 5$ array of positions on the intermediate surface from bottom to top and then from right to left, and the camera captures the corresponding intensity images. Compared to the setup demonstrated by Chen et al. for indoor RGB imaging, our setup achieves long-range grayscale imaging. To achieve indoor RGB imaging, Chen et al. built a high-power, steerable narrow white light beam that was composed of three continuous 200 mW lasers of different wavelengths. Their experimental setup was complex, and it was challenging to achieve laser collinearization and the white balance of the light sources. To simplify the setup and reduce the interference from ambient light, we used a single laser and a narrow band filter to achieve grayscale imaging, which has structure information that can meet our needs for identifying targets. To obtain a suitable camera field of view (FOV) and region of interest (ROI), a long focal length lens is required. Hence, a telescope lens was used in our setup. Since deep learning has been shown to be an effective method for solving inverse problems [31–34], it was used herein to reconstruct the NLOS targets by utilizing the intensity information on the intermediate surface under different light fields. The input of the deep learning model was the stack of intensity images corresponding to each laser scanning position, and the output was the reconstructed hidden object image.

2.2. Theory
2.2.1. Projected Image Formulation Model

In the NLOS scene shown in Figure 1, the imaging device cannot directly image the hidden target, but multiple reflections from the target will form a projected image on
the intermediate surface. The generation of a projection can be described using a two-step process. In the first step, the laser passes through the galvanometer to illuminate a particular position on the intermediate surface, where a fraction of the incident light is diffusely reflected by the intermediate surface and reaches the target. The laser spot incident on the wall can be approximated as a point light source that illuminates the hidden target, and the irradiance \( I(\mathbf{x}, \mathbf{w}) \) at \( \mathbf{x} \) on the hidden target observed from a point, \( \mathbf{w} \), on the wall can be described as follows:

\[
L(\mathbf{x}, \mathbf{w}) = \rho(\mathbf{l}, \mathbf{x}, \mathbf{w}) D(\mathbf{l}, \mathbf{x}) I(\mathbf{l}) f(\mathbf{x})
\]

(1)

where \( f(\mathbf{x}) \) represents the color intensity of position \( \mathbf{x} \) on the hidden target, and \( I(\mathbf{l}) \) represents the color intensity of laser position \( \mathbf{l} \) on the wall. \( D(\mathbf{l}, \mathbf{x}) \) represents the attenuation effect of the distance between \( \mathbf{l} \) and \( \mathbf{x} \) on the light, and \( \rho(\mathbf{l}, \mathbf{x}, \mathbf{w}) \) models realistic lighting based on the Phong model [35], which are expressed as Equations (2) and (3), respectively:

\[
D(\mathbf{l}, \mathbf{x}) = \frac{1.0}{K \cdot \|\mathbf{l} - \mathbf{x}\|^\gamma} \cdot \cos[\angle(\mathbf{l} - \mathbf{x}, \mathbf{n}_x)]
\]

(2)

\[
\rho(\mathbf{l}, \mathbf{x}, \mathbf{w}) = K_a + K_d \cdot \cos[\angle(\mathbf{l} - \mathbf{x}, \mathbf{n}_x)] + K_s \cdot \cos^\gamma[\angle(\mathbf{w} - \mathbf{x}, \mathbf{R})], \quad R = 2\mathbf{n}_x \cdot \cos[\angle(\mathbf{l} - \mathbf{x}, \mathbf{n}_x)] - \frac{1 - \mathbf{x}}{\|\mathbf{1} - \mathbf{x}\|}
\]

(3)

where \( K \) is the distance attenuation coefficient. The lighting model is mainly composed of ambient, diffuse, and specular lighting components. \( K_a \) represents the ambient lighting coefficient, which is usually low. \( K_d \) and \( K_s \) are the diffuse and specular lighting coefficients, respectively. \( \mathbf{n}_x \) represents the normal vector of position \( \mathbf{x} \) on the hidden target, \( \mathbf{R} \) represents the reflection vector, and \( \gamma \) is the shininess.

In the second step, a fraction of the light is diffusely reflected back to the intermediate surface from the target, and the target is equivalent to a light source at this time. The projection intensity of position \( \mathbf{w} \) on the wall can be expressed as:

\[
I(\mathbf{w}) = \int_{\Omega} \rho(\mathbf{x}, \mathbf{w}, \mathbf{p}) D(\mathbf{x}, \mathbf{w}) L(\mathbf{x}, \mathbf{w}) dx + b(\mathbf{w})
\]

(4)

where \( \mathbf{p} \) represents the position of the observer. Each pixel of the hidden object surface \( \Omega \) contributes to the projection intensity at \( \mathbf{w} \) on the wall. \( b(\mathbf{w}) \) is the noise contribution to \( \mathbf{w} \).

Combining Equations (1) and (4), the light intensity \( I(\mathbf{w}) \) at position \( \mathbf{w} \) on the wall is the integral of a certain transformation of the entire hidden object. After multiple reflections, all information of the hidden target has been encoded in each pixel of the projected intensity image. Combining Equations (1) and (4) and discretizing, the projected image is expressed as:

\[
[A(\mathbf{l})]_{i,j} = \rho(x_j, w_j, \mathbf{p}) D(x_j, w_j) \rho(\mathbf{l}, x_j, w_j) D(\mathbf{l}, x_j) I(\mathbf{l}) a_{\text{Obj}}
\]

(5)

\[
y = A(\mathbf{l}) f + \mathbf{b}, \quad \mathbf{b} = \frac{1}{K} \mathcal{P}(y) + \mathcal{N}(0, \sigma)
\]

(6)

where \( y \) represents the projected image, and \( f \) represents the hidden object. \( A(\mathbf{l}) \) represents the light transmission process from the hidden target to the projected image under the light field generated by the laser scanning position \( \mathbf{l} \) on the wall. \( [A(\mathbf{l})]_{i,j} \) represents the contribution of the \( j \)-th target pixel to the \( i \)-th camera FOV pixel, where \( a_{\text{Obj}} \) is an area of a target pixel. The derivation of the light transmission matrix is presented in the Supplementary Materials Section S1. \( \mathbf{b} \) represents the influence of noise, such as shot noise, dark noise, and readout noise. \( K \) and \( \sigma \) are the parameters of the Poisson distribution and Gaussian distribution, respectively, which are used to model the noise.
Reconstructing the hidden object image from the acquired projected image is an ill-posed inverse problem, which can be described as a typical convex optimization problem:

\[ \hat{f} = \arg \min_f \| A(l)f - y \|_2^2 + \lambda \varphi(f) \]  

(7)

where \( \| \cdot \|_2^2 \) represents the L2 norm. The first term in Equation (7) is the fidelity term, which is usually a smooth convex function that matches the measured value \( y \) to the forward model of the target \( f \). \( A(l) \) is a forward operator, which represents the mapping relationship between the measurement and the target (i.e., the light transmission matrix), and the meaning of this operator is the same as the \( A(l) \) in Equation (6). The second term is the regularization term, which usually uses signal priors to stabilize the solution of ill-posed problem, where \( \lambda \) is the regularization parameter, and \( \varphi(f) \) is the regularization function.

However, due to the condition number of the forward operator \( A(l) \) being very large, the optimization problem described by Equation (7) is highly ill posed and usually results in the poor performance of commonly used numerical methods. Deep learning methods have been effective in solving inverse problems \cite{31-34}, which implicitly learn the forward operator and signal priors from datasets, but commonly used deep learning models find it challenging to learn the inverse light transport process under a single light field. Chen et al. \cite{23} demonstrated that deep learning models can learn the mapping between a set of projections under different light fields and hidden objects from a dataset. In other words, deep learning models can reconstruct hidden objects from spatial variations of projected images.

2.2.2. Deep Learning Based Reconstruction Model

The deep learning model employed herein adopts the UNET framework as the baseline, which has a symmetrical structure, including 8 encoding layers and 8 decoding layers. The network input is a stack of projected images as the laser scans different locations, and the output is the predicted hidden target image, as shown in Figure 2. To correlate the laser scanning position and the corresponding projected image, the scanning position coordinates are concatenated to the corresponding projected image. Each encoding layer consists of a convolution layer, an instance normalization layer, and a leaky rectified linear unit (Leaky ReLU) nonlinear activation function. The kernel size of the convolution layer is \( 4 \times 4 \) and the stride is 2, which enables feature extraction and downsampling of the input image while doubling the number of output feature channels. The instance normalization layer accelerates the model convergence and keeps each image instance independent. The encoding layers encode and compress the input image and extract image features. Each decoding layer consists of a transposed convolutional layer, an instance normalization layer, and a ReLU nonlinear activation function. The kernel size of the transposed convolution layer is \( 4 \times 4 \) and the stride is 2, thereby upsampling the input feature map and halving the number of feature channels. The last transposed convolutional layer outputs the restored hidden object image. The decoding layer enlarges the compressed features to the original input image size, which is equivalent to completing the decoding operation of the image. Same sized encoding and decoding layers are concatenated to combine shallow low-level features from the encoding layer and deep high-level features from the decoding layer, which enables the back-propagation signal to be directly passed to the bottom layer, solving the vanishing gradient problem.

The loss function is used to calculate the difference between the prediction, \( \hat{f} \) and the ground truth, \( f \), and the weights of the model are updated according to the loss function. The loss function of the reconstructed model includes a multiscale L2 loss function and structural similarity (SSIM), defined as follows:

\[ MSE = \frac{1}{M \times N \times C} \sum_{k=1}^{C} \sum_{i=1}^{M} \sum_{j=1}^{N} (f(i, j, k) - \hat{f}(i, j, k))^2 \]  

(8)
\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1}(\sigma_x^2 + \sigma_y^2 + C_2)
\]

(9)

\[
Loss = \sum_k \gamma_k \cdot MSE_k + \alpha \sum_k \beta_k \cdot (1 - SSIM_k(\hat{x}, x))
\]

(10)

where the resolution and channel of the image are \( M \times N \) and \( C \), respectively. \( \mu_x \) and \( \mu_y \) are the mean of \( x \) and \( y \), respectively. \( \sigma_x \) and \( \sigma_y \) are the standard deviation of \( x \) and \( y \), respectively. \( \sigma_{xy} \) is the covariance of \( x \) and \( y \). \( C_1 \) and \( C_2 \) are constants related to the range of the image pixel values. \( k \) corresponds to different scales, and an additional transposed convolutional layer is used for the \( k \)-scale feature map to predict the image. \( \gamma_k \) is the weight of the mean square error (MSE) corresponding to the \( k \)-scale layer, and \( \beta_k \) is the weight of the SSIM corresponding to the \( k \)-scale layer. \( \alpha \) is a balance factor, indicating the trade-off of the loss function for MSE and SSIM. The MSE represents the noise average energy, which is the average energy of the error between the prediction, \( \hat{f} \), and the ground truth, \( f \). The closer the MSE is to 0, the higher the reconstruction accuracy. Since the MSE calculates the error between the pixels of the predicted image, \( \hat{f} \), and the real image, \( f \), it is more sensitive to the position of the target pixel in the predicted image. However, the correlation between pixels is ignored in the point-by-point calculation, making the MSE less sensitive to the structural information of the image. SSIM, on the other hand, evaluates the similarity between the prediction, \( \hat{f} \), and the ground truth, \( f \), in terms of the brightness, contrast, and structure. The SSIM values are in the \([-1, 1]\) range, and a higher reconstruction accuracy is achieved if the values are closer to 1. The SSIM pays more attention to the structural information of the image, which is closer to the human subjective perception than the MSE. In general, the SSIM is insensitive to small translations and rotations in the reconstruction. The loss function consists of the MSE and SSIM, and it evaluates the accuracy of the predicted image from the reconstruction on both the structure and location metrics. The magnitudes of \( \gamma_k \) and \( \beta_k \) increase closer to the output layer, which indicates that the predicted image has a greater impact on the loss function closer to the output layer.

Figure 2. Detailed architecture of the reconstruction model.

The model training was performed on a 10th generation i9 server with a graphics processing unit (NVIDIA GeForce GTX 1080Ti) to accelerate the training. The training process was performed on the TensorFlow framework with Python 3.6. When training the model, the last three decoding layers were selected in the loss function to predict real images. \( \gamma_k \) and \( \beta_k \) were set to 0.6, 0.8, and 1.0; \( \alpha \) was set to 0.05. The batch size was set to 4. The initial value of the learning rate was set to \( 5 \times 10^{-5} \), and the learning rate decay
was adopted. The learning rate of each epoch was set to \( \frac{5 \times 10^5}{1.0+\text{epoch}/3} \). The adaptive moment estimation (ADAM) optimizer was used to iteratively update the weights of the model.

3. Results and Discussion

3.1. Simulation Results

The hidden target image, \( f \), is transformed by the forward operator, \( A(l) \), to generate the projected image. The light transmission matrix \( A(l) \) is related to factors such as the laser intensity and the geometric parameters of the NLOS scene. A detailed discussion of the factors influencing \( A(l) \) is presented in the Supplementary Materials Section S2. The scene settings for discussing the impact factors of \( A(l) \) are shown in Figure S1, whereas the effect of the factors on the ill-conditioned degree of the light transmission matrix \( A(l) \) is shown in Figures S2 and S3. The light transmission matrix indicates that each pixel of the hidden object will contribute to all projection pixels, and a column of \( A(l) \) represents the physical impulse response of one pixel of the object. In the current scenario, the aim of deep learning was to learn the mapping between projections and the hidden target, i.e., inverse light transport process. In order to prove that the method is capable of learning this mapping, we designed a simulation consisting of randomly superimposed target units.

3.1.1. Projected Image Simulation

The setup of the NLOS scene is shown in Figure 3a. When the laser scans different positions on the wall, different light fields are generated. Under different light fields, several projection intensity images are formed on the wall due to the target. The projection intensity image of the target can be simulated corresponding to a laser scanning position based on Equation (6). As shown in Figure 3b, the laser sequentially scans a \( 5 \times 5 \) array of positions on the wall. An image of the target “H” is shown in Figure 3c, and the projection intensity images corresponding to 25 laser scanning positions are shown in Figure 3d. Noise was added to the simulated projections in order to show the influence of interference, and the average SNR of the projected image after adding noise was 15.76 dB.

![Figure 3](image)

Figure 3. (a) NLOS scene; (b) laser scanning sequence; (c) hidden target example; (d) projected images corresponding to laser scanning positions.

The hidden target area was divided into \( N_1 \times N_2 \) units, where \( N_1 = N_2 = 8 \), and the intensity of each unit of the target was equal. When the laser scans the first position \( l_1 \), which corresponds to position 1 in the \( 5 \times 5 \) laser scanning array on the intermediate surface, the units of the hidden target generate projection intensity images in this light field with a resolution of \( M_1 \times M_2 \), where \( M_1 = M_2 = 256 \). The projected intensity image is the physical response to the hidden target unit. When projected into a vector, this is equivalent to a column in the light transmission matrix \( A(l) \). As shown in Figure 4a, the light transmission matrix \( A(l_1) \) in the current light field was formed by the response of illuminating each unit of the hidden target. The laser sequentially scanned 25 positions on the intermediate surface, and each unit generated a corresponding set of 25 projected images. As shown in Figure 4b, all of the projected images of all of the units contained the
complete information of 25 light transmission matrices in the different light fields. A hidden target can be obtained by superimposing the various target units. The projected image of the target is a weighted sum of the responses of these units, where the weights are based on the pixel intensities. Herein, the pixel intensities of the target units were equal, and theoretically, superimposing the target units can generate, at most, $2^{N_1\times N_2}$ different targets. A total of $64 \times 25 = 1600$ projected images of 64 units were simulated, and $10^4$ different hidden targets were generated from their projection samples by randomly superimposing 5–20 units. Figure 4c shows two examples of objects generated by randomly superimposing units. For the deep learning models, 400 samples were assigned to a test dataset and the remaining 9600 samples were divided 4:1 into a training dataset and a validation dataset. In addition to the 400 randomly superimposed test samples, a few meaningful test samples were generated by manually illuminating some units, such as the letter “F” and the letter “T”, as shown in Figure 4d.

![Simulated projections](image)

**Figure 4.** Simulated projections: (a) the hidden target unit and its projected image of the laser position $l_1$; (b) the laser scanned a $5 \times 5$ array of the positions, and the corresponding projected images of the target units were generated on the intermediate surface; (c) two examples of randomly superimposed target units and their corresponding projected images; (d) two examples of meaningful test objects and their projected images.

### 3.1.2. Target Reconstruction with Simulated Data

The projected images of the different light fields of the samples were stacked and then input for training into a deep learning model, and the reconstruction results of the tests are shown in Figure 5. The 3rd row of Figure 5 represents the hidden targets, where the first three test samples were selected from the test dataset, and the remaining seven test samples were designed such that they were meaningful targets. Scanning 25 positions generated 25 projected images. The 1st row and the 2nd row of Figure 5 show examples of the simulated projections corresponding to the laser scanning at positions 1 and 25, respectively. The input projected images and the output target had almost no common geometric features, which indicates that the hidden object cannot be directly identified from the projected images. For comparison purposes, reconstructions were performed using Chen’s method and the NLOS-OT framework, as shown in the 7th and 8th row of Figure 5, respectively, whereas the reconstructions obtained using our method are shown in the 6th row of Figure 5. The method of Chen et al. and our method used UNET as the baseline, where the architecture effectively suppresses image noise at the input and extracts features from the projected images. Although the reconstruction results were close to the ground truth, similar contributions from the adjacent target units to the projection can be observed due to the fact of isotropic diffuse reflections. Specifically, the mapping process...
can generate erroneous reconstructions, such as a missing target unit or artifacts adjacent to the target unit. As compared to the method of Chen et al., our method demonstrated fewer artifacts in the reconstruction. This is because a structural similarity indicator was introduced into the iterative model, which corrects the brightness, contrast, and structural information of the output of the network model. The NLOS-OT framework consists of an autoencoder (AE) and an encoder, which can be used for intensity-based NLOS imaging. Firstly, an autoencoder for manifold embedding was trained with the target image as the input and output to obtain the latent code of the target image. Secondly, another encoder for optimal transport mapped the projected images to the latent code of the target image. NLOS-OT had a tendency to learn the inverse light transport process when the dataset was widely distributed. Although a high reconstruction quality was obtained in the first step of the training, it was challenging to map the projections to the latent code of the targets in the second step. As a result, NLOS-OT was shown to produce more reconstruction errors than the other two methods.

**Figure 5.** Comparison of the reconstruction results on the simulated data.

The 4th row and the 5th row of Figure 5 show the reconstruction results of inputting stacking 1 × 1 projected images and stacking 3 × 3 projected images, respectively. The 3 × 3 projected images correspond to the laser positions 1, 3, 5, 11, 13, 15, 21, 23, and 25 in Figure 3b, whereas the 1 × 1 projected image corresponds to laser position 13. It is clear that fewer input projected images were prone to missing the target units and producing artifacts, thereby resulting in a poor reconstruction quality of the NLOS target. The input projected images contain the reflectance information of the target under varying light fields. For deep learning models to effectively learn the variations to reconstruct hidden objects, dense scanning of the intermediate surface is necessary. This ensures that more projected images are obtained leading to a higher quality reconstruction. Our model performed well not only on the test dataset of randomly superimposed targets but also on the meaningful seven samples manually designed, thus validating that the method effectively learns the mapping.
between projections and the hidden object. A comparison of the reconstruction results from other numerical methods, such as the Jason-Van Cittert algorithm (JVC) [36], regularized least squares (RLS) [37], singular value decomposition (SVD) [38], and FISTA [39], is shown in Figure S4 in the Supplementary Materials Section S3.

The SSIM and peak signal-to-noise ratio (PSNR) are used to evaluate the quality of the reconstruction results of the simulated data, where larger SSIM and PSNR values indicate a higher reconstruction quality. Table 1 lists the SSIM and PSNR values for the test data using the NLOS-OT, the method of Chen et al., and our method using 25 projected images to reconstruct the target. Compared with the results of the other two methods, our method achieved a higher average SSIM and average PSNR, indicating a higher quality reconstruction of the NLOS target reconstructed by our model. From Table 1, it can also be seen that the rebuild rates of Chen’s and our methods were above 14 frames per second (FPS), and the difference was only 0.14%, with the reconstruction rate of Chen et al.’s method being marginally faster.

Table 1. Reconstruction quality comparison of methods on simulated data.

<table>
<thead>
<tr>
<th>Method</th>
<th>SSIM</th>
<th>PSNR (dB)</th>
<th>Rebuild Rate (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLOS-OT</td>
<td>0.7251</td>
<td>7.29</td>
<td>8.14</td>
</tr>
<tr>
<td>Chen et al.</td>
<td>0.8802</td>
<td>17.89</td>
<td>14.18</td>
</tr>
<tr>
<td>Current work</td>
<td>0.9193</td>
<td>18.77</td>
<td>14.16</td>
</tr>
</tbody>
</table>

3.2. Experimental Results

3.2.1. Experimental Setup

The setup for the NLOS scene is shown in Figure 6a, where the intermediate surface and a target were positioned at the corner of a corridor. Foam boards were used for the intermediate surface and target to facilitate diffuse reflections. In Figure 6a, the area selected by the blue box is the FOV of the camera, the area selected by the green box is the laser scanning region, and the area selected by the red box is the position of the NLOS target. A typical image captured by the camera is shown in Figure 6b, and the target sample is shown in Figure 6c. The target was obscured by the wall, and the camera could only capture the intensity information from the intermediate surface, as shown in Figure 6d. The experimental equipment was located at the other end of the corridor, and the distance between the equipment and the NLOS scene was 53.9 m. The area selected by the green box in Figure 6e is the location of the equipment. The layout of the experimental equipment is shown in Figure 6f. A current of 0.6 A was supplied to the laser, which was incident on the laser scanning area of the intermediate surface. The horizontal and vertical positions of the laser spot were controlled by the dual-axis galvanometer. The servo driver boards of the dual-axis galvanometer were powered by dual channel voltage outputs from the DAQ-USB. The pitch and yaw angles of the gimbal were adjusted such that the camera FOV was aimed at the intermediate surface. A narrow-band filter with transmission in the green spectrum was installed in front of the lens in order to reduce the interference from ambient light. The laser scanned a position, and the camera captured a corresponding projected image. The exposure time of the camera was set to 1000 ms, the gain was set to 10, the binning coefficients in the horizontal and vertical directions were set to 2, and the original image resolution was 1200 × 1920. With this configuration, scanning a 5 × 5 array of positions took approximately 25 s. Additional details of the NLOS scene setup can be found in Figure S5 and Tables S1–S3 in the Supplementary Materials Section S4.

Chen et al. simulated a dataset for training using the OpenGL rendering pipeline and then experimentally collected some samples for testing. We used their method to experiment at close range (~1 m) and long range (~50 m), as shown in Figures S6 and S7 in the Supplementary Materials Section S5. The results show that the model trained with a simulated dataset was only effective in an ideal environment under constraints of close range and low disturbance. In a close-range experiment, the laser diffraction was not
appreciable, and the laser spot on the wall could be approximated as a point light source. However, for long distances, the laser diffraction could not be ignored, and it affected the projections generated by multiple reflections. Additionally, there were more environmental disturbances in the long range experiments, which resulted in a poor performance of the simulated dataset.

Due to the weak signal of the self-illuminous target unit, described in Section 3.1.1, the SNR of the captured projections was too low. Therefore, in the experiment, we did not use units as targets. Instead, the targets contained 10 numbers (0~9) and 8 letters ("A", "H", "V", "X", "F", "L", "K", and "Z"). A total of 540 targets were generated after the data augmentation. A batch of long-distance data of hidden targets was collected under different light fields, which included $540 \times 25 = 13,500$ projected images, 25 images as a group, corresponding to 25 scanning positions on the intermediate surface. Eighteen objects and their projected images were chosen for the test data, and the remaining five hundred and twenty-two objects and their projected images were divided 8:1 into a training dataset and a validation dataset.

A typical image captured by the camera when the laser scanned the intermediate surface at position 1 is shown in the 1st row of Figure 7a, and the area selected by the red box is the selected ROI. The image captured by the camera shows that the laser diffraction was significant and strongly affected the already weak projection generated by the multiple diffuse reflections. Hence, background subtraction was performed to reduce the effects of the laser diffraction and other disturbances. The background subtraction was conducted by first removing the hidden objects and acquiring a set of background projected images, which were then subtracted from all acquired projected images of the hidden objects. The laser scanned 25 positions, and the corresponding projected images were captured by the camera. The 2nd row and the 3rd row of Figure 7a show examples of the background-subtracted projected images when the laser scanned the 1st and the 25th positions, respectively. The 4th row of Figure 7a shows nine targets for testing, and the corresponding reconstruction results using our method are shown in the 5th row of Figure 7a. For all methods, 25 projected images were used as input to the models. Although the projected images were still disturbed by laser diffraction
after the background subtraction, the UNET architecture was able to effectively learn the features of the projected images due to the fact of its noise suppression feature. In contrast, due to the hard trade-off between the manifold embedding accuracy and optimal transport accuracy, along with the difficulty of obtaining a strong generalization using a small-scale dataset, the NLOS-OT framework produced sharp but meaningless reconstructions.

As shown in Figure 7b, image (i) and image (ii) represent the pixel intensity along the red line in the digital “1” and “2” images, respectively. In image (i), the ground truth intensity was close to 255 at pixel positions 100–110, and the intensity at the other pixel positions was close to 0. In image (ii), the ground truth intensity was close to 255 at pixel positions 68–81, 145–159, and 175–187, and the intensity of the other pixel positions was close to 0. The reconstruction results show that our method had more accurate pixel intensity peaks and peak numbers than the reconstructed results of Chen et al. and the NLOS-OT. This was because our method obtained more accurate target information by correcting the image structure and suppressing the generation of artifacts. Additionally, our reconstruction results were more aligned with human subjective perception, which focuses on the structural information of predicted images. Finally, due to the artifact suppression effect of our model, weak structures in the reconstruction results were judged as artifacts and eliminated by the model.

Figure 7. (a) Comparison of the reconstruction results of the test targets on the captured data; (b) intensity plots from a line profile of the objects, where image (i) and image (ii) represent the pixel intensity along the red line in the digital “1” and “2” images, respectively.
SSIM and PSNR were used to evaluate the quality of the reconstruction results of the collected data. The reconstruction quality evaluated with 18 test targets is listed in Table 2. Compared with the results of the other two methods, our method achieved good performance on both the average SSIM and average PSNR. Our method achieved a higher average SSIM and average PSNR than Chen et al.’s, indicating a higher reconstruction quality of the NLOS target by our model. The rebuild rate of Chen et al.’s and our methods was above 14 FPS and differed only by 1.66%, with the method of Chen et al. showing a marginally faster rate. Although the PSNR and the reconstruction rate of Chen et al.’s and our methods were similar, in the case of the SSIM, our method significantly outperformed Chen et al.’s. This is because Chen et al.’s method does not account for structural corrections to the output prediction image. Compared with the NLOS-OT, our method achieved a higher average PSNR and rebuild rate while achieving a marginally lower average SSIM. In contrast to the widely distributed dataset of randomly superimposed target units in the simulation, the experiment only used a small-scale dataset with a narrower distribution, which makes the NLOS-OT more inclined to learn data priors rather than effective physical transformations. Therefore, the reconstruction results of the NLOS-OT are sharp but not accurate. The SSIM was not only affected by the image structure but also by the brightness and contrast. The sharp reconstruction by the NLOS-OT, due to the more accurate contrast and brightness, led to a marginally higher SSIM than with our method. However, structural distortion caused the PSNR of the NLOS-OT to be lower than our method. Overall, our method achieved a higher fidelity than the other two methods.

Table 2. Reconstruction quality comparison of the methods on the captured data.

<table>
<thead>
<tr>
<th>Method</th>
<th>SSIM</th>
<th>PSNR (dB)</th>
<th>Rebuild Rate (FPS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLOS-OT</td>
<td>0.8641</td>
<td>12.26</td>
<td>7.91</td>
</tr>
<tr>
<td>Chen et al.</td>
<td>0.3583</td>
<td>13.76</td>
<td>15.05</td>
</tr>
<tr>
<td>Current work</td>
<td>0.8154</td>
<td>13.81</td>
<td>14.80</td>
</tr>
</tbody>
</table>

4. Conclusions

In summary, a practical long-range NLOS imaging system for long-distance data acquisition was demonstrated. A deep-learning-based NLOS object imaging method capable of correcting image structure was proposed. Based on the projected image formulation model, it was deduced that projected images were generated from hidden objects which were transformed by a highly ill-posed forward operator. It is difficult for deep learning to learn the light transport process under a single light field, but it can learn the spatial variation of the projected images under multiple light fields to alleviate the ill-posed nature of the problem. Taking advantage of this feature, a batch of data was collected under different light fields from long-distance NLOS scenes for training a deep learning model. The model utilized structural similarity to correct the structure of the output to suppress artifacts. The simulation and experimental results showed that compared with the method of Chen et al. and the NLOS-OT, our method achieved a higher fidelity, and the reconstruction results were closer to human subjective perception. Our method can image NLOS targets at distances beyond 50 m at a reconstruction rate of 14 FPS. Additionally, compared with conventional NLOS imaging, the proposed method only requires ordinary digital cameras to capture data, which is cost effective and has application potential in many real-life scenarios.

However, the proposed method still has some limitations. Firstly, our experiment was carried out in a corridor with an ideal environment, whereas real-world scenarios would be more complex. We will further expand the experiments to more types and more complex scenarios in the future. Secondly, uniform planar objects and diffuse surfaces were used in this study, whereas the reflection characteristics of hidden targets and diffuse surfaces in real-world scenes are complicated due to the fact of uneven surface conditions, uneven materials, and other interferences. Our future research will extend to more complex reflection characteristics of hidden targets and diffuse surfaces. Thirdly, our method used an active
light source to change the light field to achieve different light transport processes, which is easily exposed in surveillance and covert imaging applications. Considering that a moving NLOS target can also produce changes in the light transport processes, further research will explore the use of passive NLOS imaging, which utilizes variations of projections caused by the moving target to achieve a more practical NLOS imaging technology.
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