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Abstract: The sCMOS imaging system with deep vacuum cooling technology has become a necessary way to improve the detection capability of space targets. In order to improve the detection capability of the photoelectric detection equipment for space targets, this paper developed the Highly Sensitive Deep Vacuum Cooling Imaging System (HSDVCIS). Firstly, we designed the imaging readout processing circuit using the GSENSE4040 sCMOS image sensor designed and manufactured by Gpixel and the deep vacuum cooling structure using thermoelectric cooling. Then, we tested the designed HSDVCIS with readout noise, dark current, and dynamic range of 3.96 e−, 0.12 e−/pixel/sec, and 84.49 dB, respectively, and tested the image sensor with a minimum cooling temperature of −40 °C. Finally, according to the results of observation experiments, we validated that the photoelectric detection equipment equipped with HSDVCIS improved the limiting detection magnitude (at SNR = 5 level) from 13.22 to 13.51 magnitudes within a 3 s exposure time by turning on the cooling function. Therefore, HSDVCIS designed in this paper can achieve highly sensitive detection of space targets. At the same time, the development of HSDVCIS also provides technical reserves and strong support for future research on the imaging systems using multiple image sensor mosaics.
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1. Introduction

According to the European Space Agency’s (ESA) annual Space Environment Report of 22 April 2022, the number of space targets in Earth orbit is increasing year by year and at an accelerating rate [1]. The monitoring of space targets is an important measure to protect the safe operation of spacecraft in orbit [2,3].

Scientific Complementary Metal Oxide Semiconductor (sCMOS) image sensors break through the technical bottleneck of high noise and low dynamic range of traditional Complementary Metal Oxide Semiconductor (CMOS) image sensors, and have gradually become the detector of choice for highly sensitive detection imaging systems for space targets [4,5]. At the same time, the use of deep vacuum cooling technology for sCMOS image sensors has become a necessary way to improve the detection capability of imaging systems for space targets. The number of photoelectric detection devices using deep vacuum cooling sCMOS imaging systems is currently increasing in the world.

The Kryoneri telescope in Greece is equipped with two thermoelectrically cooled Andor Zyla 5.5 sCMOS imaging systems [6,7]. This telescope achieves the limiting detection capability of 18.7 magnitudes in 10 s in both observing bands at the signal-to-noise ratio (SNR) level of 2.5. The Zimmerwald Laser and Astrometry Telescope (ZIMLAT) in Switzerland uses an sCMOS imaging system (Andor Neo) based on a vacuum-sealed cooling platform [8,9]. The Andor Neo has readout noise of 2 e− and its image sensor...
can be cooled down to $-40 \, ^\circ C$ by means of thermoelectric cooling and water-cooled heat dissipation. The Weizmann Fast Astronomical Survey Telescope (W-FAST) in Israel is equipped with a vacuum sealed sCMOS imaging system (Andor Balor) [10,11]. At the SNR level of 5, W-FAST has the limiting detection capability of 17.9 magnitudes in 3 s. The Panoptes-1AB telescope developed by the Baltic Institute of Technology (Baltech), and the Solaris-5 telescope, developed by the Polish Academy of Sciences, are equipped with a Kepler KL4040 sCMOS imaging system and a Kepler KL6060 sCMOS imaging system, respectively [12,13]. Both imaging systems are refrigerant cooled to $-40 \, ^\circ C$ and $-50 \, ^\circ C$ respectively. The Panoptes-1AB and Solaris-5 telescopes have limiting detection capability of 20.65 magnitudes and 22.54 magnitudes in 30 s, respectively, at the SNR level of 5.

Research on deep vacuum cooling sCMOS imaging systems has become a current hotspot for improving the detection capabilities of space target photoelectric detection equipment. In this paper, we developed the Highly Sensitive Deep Vacuum Cooling Imaging System (HSDVCIS) by designing the imaging readout processing circuit and the deep vacuum cooling structure. According to the performance tests and observation experiments conducted on HSDVCIS, the results validate that it can achieve highly sensitive detection of space targets.

2. Design of HSDVCIS

The circuit structure and external connections of HSDVCIS are shown in Figure 1. The overall structure of the imaging system consists of the Flexible High-speed LVDS (Low Voltage Differential Signaling) Transmission Path (FHSLTP), the High-speed Data Processing and Control Center (HSDPCC), the Thermoelectric Cooler (TEC), and the cooling fan. The imaging system is externally connected to the power supply equipment and the host computer, which act as the imaging system power supply and the data command interaction, respectively. In addition, the deep vacuum cooling structure ensures that the sCMOS image sensor cooling process is realized.

![Figure 1. Block diagram of the circuit structure and external connections of HSDVCIS.](image)

In this paper, the design of HSDVCIS is described in terms of the design of the imaging readout processing circuit and the design of the deep vacuum cooling structure.

2.1. Design of the Imaging Readout Processing Circuit

2.1.1. Image Sensor Selection

The requirements for image sensors in space target detection applications are moving toward larger photosensitive area, higher resolution, larger pixel size, higher quantum
efficiency, lower readout noise and dark current, etc. [14,15]. Compared with the image sensors developed by Andor, Fairchild, and other instrument companies, the relevant sCMOS image sensors developed by Gpixel in China for astronomical observation and scientific imaging applications are gradually attracting attention in related research fields due to their higher cost performance with basically the same performance parameters [16–18].

The relationship between the imaging area size of the optical system and its focal length and field of view is shown in Equation (1):

\[ I = 2f \cdot \tan \left( \frac{\omega}{2} \right) \]  

(1)

where \( I \) is the imaging area size of the optical system, \( f \) is the focal length of the optical system, and \( \omega \) is the field of view of the optical system. When the horizontal field of view or vertical field of view is used as the parameter of Equation (1) for calculation, the dimensions of the calculated imaging area are the lengths in the horizontal and vertical directions, respectively.

According to Equation (1), in order to meet the full field of view imaging requirements of the photoelectric detection equipment with an aperture of 1005 mm, focal length of 1300 mm, field of view of 1.55° × 1.55°, and pixel scale of less than 1.5 arcsec/pixel, the image sensor of its imaging system shall have a photosensitive area of at least 35.17 mm × 35.17 mm and a resolution of at least 3720 × 3720. In this paper, we consider the requirements of image sensors for space target detection and satisfy the premise of meeting the above imaging requirements for the photoelectric detection equipment. At the same time, taking into account the cost of the imaging system, we finally selected the GSENSE4040 image sensor designed and manufactured by Gpixel as the core imaging element for the development of HSDVICIS. The main performance parameters of the GSENSE4040 image sensor are shown in Table 1. As can be seen from the table, the GSENSE4040 has good overall performance and is able to meet the above requirements for the image sensor.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GSENSE4040</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photosensitive area</td>
<td>36.86 mm × 36.86 mm</td>
</tr>
<tr>
<td>Pixel size</td>
<td>9 µm × 9 µm</td>
</tr>
<tr>
<td>Resolution</td>
<td>4096 × 4096</td>
</tr>
<tr>
<td>Maximum frame rate</td>
<td>24 fps @ 12-bit HDR</td>
</tr>
<tr>
<td>Readout noise</td>
<td>3.7 e− @ High Gain</td>
</tr>
<tr>
<td>Dark current</td>
<td>12.2 e− /pixel/sec @ 25 °C</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>86 dB @ HDR mode</td>
</tr>
<tr>
<td>Peak QE</td>
<td>74% @ 600 nm</td>
</tr>
<tr>
<td>Power consumption</td>
<td>&lt;1.4 W</td>
</tr>
</tbody>
</table>

2.1.2. Design of FHSLTP and HSDPCC

HSDVICIS is designed using the System on Programmable Chip (SOPC) approach, and the main logic functions of the whole system are performed by an FPGA chip. As shown in Figure 1, the imaging readout processing circuit of HSDVICIS consists of FHSLTP and HSDPCC.

FHSLTP serves as the communication link between the image sensor and HSDPCC for transmitting image data and drive control signals. HSDPCC is the heart of the imaging system, driving and controlling the various components of the system based on instructions from the host computer. It also processes the image data from FHSLTP and transmits them to the host computer for display.

The GSENSE4040 image sensor has 140 pins, 104 of which are used for image control and data transfer. The sensor generates the image data with a pixel depth of 12 bit and transmits them via 16 LVDS data pairs (DPs) at a data rate of up to 600 Mb/s. Therefore, in
order to meet the drive control and data transmission requirements of the GSENSE4040 image sensor, the XC6SLX150-2FGG900C FPGA of the XILINX Spartan-6 series is used as the main control chip in this paper. The chip has strong logic processing capacity, with 6 I/O banks, a total of 576 I/Os, and 147,443 logic cells. It also has a differential I/O data transfer rate of up to 1080 Mb/s. Therefore, this FPGA is perfectly suited for the logic control and data sampling requirements of the image sensor.

As the core processor of HSDVCIS, the FPGA performs a large number of important logic functions, such as driving the GSENSE4040 sCMOS image sensor for proper operation, image data acquisition and processing, and image data upload. Figure 2 shows the block diagram of the logic function of the FPGA.

![Logic function block diagram of the FPGA.](image)

Communication control unit: The communication control unit performs the role of communication between the FPGA and the host computer, and is also the control center between each logic unit. The communication control unit receives and parses commands from the host computer, then drives the appropriate logic unit to operate, and finally returns the operating status to the host computer in the form of command frames.

Clock management unit: The clock management unit generates the clocks of different frequencies required by each component, such as the image sensor.

SPI (Serial Peripheral Interface) Unit: The SPI unit is the communication unit between the FPGA and the image sensor. The FPGA configures the relevant registers of the image sensor through the SPI unit. It implements Programmable Gain Amplifier (PGA) gain control, digital and analog linking, global pixel control, High Dynamic Range (HDR) mode selection, LVDS data output, and other functions.

Power-on configuration unit: The power-on configuration unit can avoid current peaks during powering on of the image sensor. Figure 3 shows the power-on configuration sequence of the image sensor. The power-on configuration unit generates the second set of power-enable signals, after the first set of power-enable signals is stabilized and the related configuration of the image sensor is completed.
Timing control unit: The timing control unit generates the drive signals for the image sensor exposure and readout, and controls the image exposure time and image readout mode. The timing control of the GSENSE4040 image sensor involves a total of 40 signals. Twenty-four of these signals are image sensor drive signals, and the other 16 are decoder signals. These decoder signals are used to control the row position of the image sensor for readout.

Data acquisition unit: The data acquisition unit receives the serial LVDS image data output from the image sensor and converts it to parallel 12-bit data. To ensure the accuracy of image data sampling by the data acquisition unit and to avoid data misalignment due to mismatch of LVDS output channels on the circuit system, the acquisition unit must perform alignment operations on the image data, including bit alignment, word alignment, and channel alignment. During alignment, the GSENSE4040 image sensor is in TRAINING mode. In this mode, it outputs fixed and known training words for sampling by the data acquisition unit. The data acquisition unit completes the data alignment operation by adjusting the sampling delay and comparing the differences between the sampled data and the training words. Figure 4 illustrates the LVDS image data alignment step, after which the data acquisition unit can correctly sample the data of each row in a frame.

Data processing unit: The data processing unit completes the appropriate processing of the image data and transfers the image data to the host computer by way of Cameralink or a USB3.0 interface. The appropriate processing mainly includes digital domain-related double sampling, high dynamic data synthesis, image pre-processing, and image output processing.

Cache control unit: The frame image data volume of the GSENSE4040 image sensor is 4096 × 4096 × 12 bit, approximately 192 Mb, and it cannot be directly processed in the frame buffer of the FPGA. The cache control unit controls the underlying operation of DDR3 using the IP core provided by XILINX. It uses the line-by-line reading and writing method to perform multiple operations on DDR, including reading and writing reset frame data, and reading and writing processed image frame data.

TEC control unit: The TEC control unit controls the operating state of the TEC by changing the enable signal of the TEC control module according to the difference between the image sensor temperature read by the SPI unit and the temperature set by the communication control unit.

Figure 5a, b show the physical diagrams of FHSLTP and HSDPCC, respectively. FHSLTP is designed using the flexible printed circuit (FPC) process and is able to penetrate the vacuum chamber with little or no effect on the chamber sealing. HSDPCC measures 86 mm × 90 mm; this is a small overall size that enables miniaturization of HSDVCIS. The
Vacuum encapsulation not only protects the image sensor from erosion, but also reduces interference between digital and analog signals.

2.2. Design of the Deep Vacuum Cooling Structure

sCMOS image sensors are susceptible to moisture and other gaseous contaminants in atmospheric environments. Therefore, the image sensor must be vacuum encapsulated. Vacuum encapsulation not only protects the image sensor from erosion, but also reduces

digital and analog sections of HSDPCC are electrically isolated, thus reducing interference between digital and analog signals.

Figure 3. Power-on configuration sequence of the image sensor. (A square with a number represents 1-bit data in the training word, and training words sent in sequence are distinguished by different colors.)

Figure 4. LVDS image data alignment steps: (a) before alignment; (b) after bit alignment; (c) after word alignment; (d) after channel alignment. (A square with a number represents 1-bit data in the training word, and training words sent in sequence are distinguished by different colors.)

Figure 5. Physical diagrams of the imaging readout processing circuit of HSDVCIS: (a) FHSLTP; (b) HSDPCC.
the heat exchange between the image sensor and the external environment, thus improving cooling performance. According to the relationship equation between the thermal conductivity of air and the vacuum degree in the literature [19], the relationship curve between the two is plotted as shown in Figure 6. When the vacuum degree is less than $10^{-2}$ Pa, the image sensor is considered to be negligibly affected by the heat exchange from the external environment.

![Figure 6. Curve between thermal conductivity of air and vacuum degree.](image)

The dark current of the sCMOS image sensor is strongly affected by temperature. Cooling is the most effective way to reduce the dark current. The main methods of image sensor cooling are refrigerant cooling, heat engine cooling, and thermoelectric cooling. TEC is a current transducer element that enables precise temperature control by controlling the input current. It requires no refrigerant, generates no vibration or noise during operation, and can be miniaturized for operation. TEC has clear advantages in the application of cooling to the image sensor [20,21]. Therefore, in this paper, the structure of HSDVCIS based on thermoelectric cooling is designed.

The deep vacuum cooling structure of HSDVCIS is shown in Figure 7. The yellow disk-shaped part in the figures is called the backshell, above which is the vacuum chamber. Inside the vacuum chamber are the sCMOS image sensor, the TEC, the FHSLTP, the chip heat conduction column, and the support rods. Below the backshell are the HSDPCC, the heatpipe set, the cooling fan, the evacuation copper tube and the support brackets. Parts such as the cooling fan and support brackets are not shown in Figure 7.

The image sensor is connected to the TEC through the chip heat conduction column with a high thermal conductivity. The TEC relies on the Peltier effect of semiconductor materials to cool the image sensor [22]. The hot end of the TEC is directly connected to the backshell so that the heat generated by the image sensor can be transferred through the backshell to the heatpipe set. The heat is then dissipated by thermal convection through the cooling fan. This completes the cooling of the image sensor.

The heatpipe set under the backshell is an $11 \times 11$ array of heatpipes. Each of these heatpipes is soldered to the back of the backshell and has a thermal conductivity of 680 W/(m·K), which is nearly twice the thermal conductivity of copper. The design of the heatpipe set is perfectly matched to the heat transfer requirements of the image sensor during operation.
The air in the vacuum chamber can be evacuated using a vacuum pump connected to the evacuation copper tube. Before evacuating the air, the hole in the backshell for FHSLTP must be sealed. Since FHSLTP is designed using the FPC process, the sealing of the vacuum chamber will not be affected after the hole is sealed.

![Design schemes of the deep vacuum cooling structure of HSDVCIS](image.png)

**Figure 7.** Design schemes of the deep vacuum cooling structure of HSDVCIS: (a) the deep vacuum cooling structure of HSDVCIS; (b) the internal structure of the vacuum chamber of HSDVCIS.

**3. Performance Tests of HSDVCIS**

The cooling performance of HSDVCIS designed in this paper was first tested. Within 10 min of turning on the cooling function of HSDVCIS, the temperature of the GSENSE4040 image sensor was measured to drop as low as $-40 \, ^\circ\text{C}$ and remain stable by reading its built-in temperature sensor. HSDVCIS was then tested according to the EMVA1288 test standard [23] published by the European Machine Vision Association (EMVA) using the test platform consisting of an integrating sphere light source, darkroom, optical platform, and data acquisition console, as shown in Figure 8.
Readout noise and dark current are important parameters that affect the detection capability and image quality of the imaging system. In this paper, the readout noise and dark current of HSDVCIS were tested when the operating temperature of the image sensor was between −40 °C and 40 °C.

The readout noise test results of HSDVCIS at different temperatures of the image sensor are shown in Figure 9. It can be seen from Figure 9 that when the GSENSE4040 image sensor is operated from −40 °C to 40 °C, the readout noise of HSDVCIS fluctuates in the interval [3.9 e−, 4.01 e−] and there is no functional relationship between the two. This indicates that the readout noise of the imaging system is not affected by the operating temperature of the image sensor. At the same time, the small fluctuation range of the readout noise (only 0.11 e−) indicates that the designed imaging readout processing circuit works stably. The readout noise fluctuation phenomenon of HSDVCIS is mainly caused by errors in the measurement process, such as small changes in the brightness of the integrating sphere light source and measurement curve fitting errors. Therefore, the effect of errors can be reduced by calculating the mean readout noise over multiple measurements. Based on the measured data in Figure 9, the mean readout noise of HSDVCIS can be calculated to be 3.96 e−.

Figure 10 shows the results of the dark current test of HSDVCIS at different temperatures of the GSENSE4040 image sensor. The red line in the figure indicates the dark current of HSDVCIS measured by the dark field variance method, and the difference between the red lines at the two ends of the vertical axis is the measurement result. The blue line in the figure indicates the dark current of HSDVCIS measured by the dark field mean method, and the value of the vertical axis coordinate corresponding to each point of the blue line is the measurement result.

It is easy to see from the results of both methods that the dark current of HSDVCIS decreases significantly when the temperature of the image sensor is reduced from 40 °C to −40 °C. This is a direct indication that the deep vacuum cooling structure designed in this paper is effective in suppressing the dark current of the imaging system. According to the EMVA1288 test standard, the dark field mean method is more accurate for testing the dark current of imaging systems [23]. According to the test results of the dark field mean method, the dark current of HSDVCIS was reduced from 8.54 e− /pixel/sec to 0.12 e− /pixel/sec when the GSENSE4040 image sensor was cooled from room temperature.
(20 °C) to −40 °C. At this point, the dark current has a negligible effect on the detection capability and image quality of the imaging system.

![Readout noise test at different temperatures of the image sensor](image)

**Figure 9.** Results of the HSDVCIS readout noise test at different temperatures of the image sensor.

![Dark current test at different temperatures of the image sensor](image)

**Figure 10.** Results of the HSDVCIS dark current test at different temperatures of the image sensor.

According to the research related to the imaging systems of the several advanced photoelectric detection devices in this paper, it is found that the dark current of these imaging systems for space target detection applications reaches the order of $10^{-1} \, \text{e}^-/\text{pixel/sec}$ [8,11]. Therefore, in this paper, the dark current of HSDVCIS is suppressed to $0.12 \, \text{e}^-/\text{pixel/sec}$ by cooling the GSENSE4040 image sensor to $-40 \, ^\circ\text{C}$, thus meeting the requirement that the dark current of the imaging system for space target detection applications reaches the order of $10^{-1} \, \text{e}^-/\text{pixel/sec}$.

Table 2 shows the test results of the main performance parameters of HSDVCIS. By comparing the performance parameters with the GSENSE4040 image sensor (i.e., Table 1 vs.
Table 2), it is easy to see that the maximum frame rate of HSDVCIS is equal to the maximum frame rate of the image sensor. Meanwhile, the test results show that the readout noise and dynamic range of HSDVCIS are $3.96 \times 10^{-5}$ and 84.49 dB, respectively, which are basically the same as those parameters of the image sensor (readout noise and dynamic range are $3.7 \times 10^{-5}$ and 86 dB, respectively). This indicates that the design of the imaging readout processing circuit has little effect on the imaging of the image sensor and that HSDVCIS fully utilizes the performance of the GSENSE4040 image sensor.

Table 2. Test results of the main performance parameters of HSDVCIS. (Inspection environment: temperature: 25 °C, relative humidity: 45%).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Test Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum frame rate</td>
<td>24 fps @ 12-bit HDR</td>
</tr>
<tr>
<td>Readout noise</td>
<td>$3.96 \times 10^{-5}$ @ High Gain</td>
</tr>
<tr>
<td>Dark current</td>
<td>$0.12 \times 10^{-5}$ /pixel/sec @ −40 °C</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>84.49 dB @ HDR Mode</td>
</tr>
<tr>
<td>Peak QE</td>
<td>&gt;70% @ 580 nm</td>
</tr>
</tbody>
</table>

Table 3 compares the main performance parameters of HSDVCIS designed in this paper with the Andor Zyla 5.5 imaging system of the Kryoneri telescope, the Andor Neo imaging system of the ZIMLAT, and the Kepler KL6060 imaging system of the Solaris-5 telescope. From the contents of Table 3, it can be seen that HSDVCIS has the lowest readout noise while satisfying the premise of large photosensitive area and large pixel size. In addition, HSDVCIS has higher resolution than Andor Zyla 5.5 and Andor Neo, so HSDVCIS generates more image data with the same pixel depth. This results in a lower maximum frame rate for HSDVCIS than for these two imaging systems, but it is still higher than the maximum frame rate of Kepler KL6060. Finally, the dynamic range of these four imaging systems differs relatively little. The above comparison shows that the overall performance of HSDVCIS designed in this paper is comparable to the performance level of several typical advanced highly sensitive imaging systems in the international arena.

Table 3. Main performance parameters of HSDVCIS, Andor Zyla 5.5, Andor Neo, and Kepler KL6060.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>HSDVCIS</th>
<th>Andor Zyla 5.5 (2 × 2 Binning)</th>
<th>Andor Neo</th>
<th>Kepler KL6060</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution</td>
<td>$4096 \times 4096$</td>
<td>$1280 \times 1080$</td>
<td>$2560 \times 2160$</td>
<td>$6144 \times 6144$</td>
</tr>
<tr>
<td>Pixel size</td>
<td>$9 \mu\text{m} \times 9 \mu\text{m}$</td>
<td>$6.48 \mu\text{m} \times 6.48 \mu\text{m}$</td>
<td>$6.5 \mu\text{m} \times 6.5 \mu\text{m}$</td>
<td>$10 \mu\text{m} \times 10 \mu\text{m}$</td>
</tr>
<tr>
<td>Photosensitive area</td>
<td>$36.86 \text{mm} \times 36.86 \text{mm}$</td>
<td>$16.6 \text{mm} \times 14.0 \text{mm}$</td>
<td>$16.6 \text{mm} \times 14.0 \text{mm}$</td>
<td>$61.44 \text{mm} \times 61.44 \text{mm}$</td>
</tr>
<tr>
<td>Maximum frame rate</td>
<td>24 frames/s</td>
<td>30 frames/s</td>
<td>100 frames/s</td>
<td>5 frames/s</td>
</tr>
<tr>
<td>Readout noise</td>
<td>$3.96 \times 10^{-5}$</td>
<td>$5.1 \times 10^{-5}$</td>
<td>$2 \times 10^{-7}$</td>
<td>$12 \times 10^{-7}$</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>84.49 dB</td>
<td>88 dB</td>
<td>89 dB</td>
<td>89 dB</td>
</tr>
<tr>
<td>Peak QE</td>
<td>&gt;70%</td>
<td>50–60%</td>
<td>60%</td>
<td>71%</td>
</tr>
</tbody>
</table>

4. Detection Capability Analysis and Validation

4.1. Theoretical Analysis

The detection capability of photoelectric detection equipment is usually measured in terms of SNR. The higher the SNR, the higher the magnitudes of the detected targets, i.e., the darker the target’s brightness. Empirically, SNR > 5 is considered as a robust criterion for reliable detection and extraction of space targets [24]. The smallest target magnitude observed by the photoelectric detection equipment at SNR = 5 is called the limiting detection magnitude for space targets. The limiting detection magnitude can also characterize the detection capability of the photoelectric detection equipment.
The SNR of the photoelectric detection equipment over the exposure time \( t_{\text{int}} \) is expressed by Equation (2):

\[
\text{SNR} = \frac{S_M}{\sqrt{N_1^2 + N_2^2 + N_3^2 + \sigma_R^2}}
\]

where \( S_M \) is the number of signal electrons generated by the target pixel during the exposure time \( t_{\text{int}} \), \( N_1 \) is the target photon noise, \( N_2 \) is the background photon noise, \( N_3 \) is the dark current noise of the imaging system, and \( \sigma_R \) is the readout noise of the imaging system.

For a single target pixel, the number of signal electrons \( S_M \) generated by the detection target within the exposure time \( t_{\text{int}} \) is calculated as shown in Equation (3):

\[
S_M = P \eta = \frac{\varphi_S \eta t_{\text{int}} \pi D^2 \tau_a \tau_0 (1 - \epsilon^2)}{4K}
\]

where \( P \) is the number of incident photons of the target (within the exposure time \( t_{\text{int}} \)), \( \eta \) is the quantum efficiency of the image sensor, \( \varphi_S \) is the photon flux density of the target, \( D \) is the clear aperture of the optical system, \( \tau_a \) is the average transmittance of the atmosphere, \( \tau_0 \) is the average transmittance of the optical system, \( \epsilon \) is the obscuration ratio of the optical system, and \( K \) is the number of pixels occupied by the observed target in the image.

The \( \varphi_S \) in Equation (3) corresponds to the photon flux density of the detection target of magnitude \( m_V \), which can be calculated by Equation (4):

\[
\varphi_S = \varphi_0 \cdot (2.512)^{-m_V}
\]

In the above equation, \( m_V \) is the detection target magnitude, \( \varphi_0 \) is the photon flux density of the target of magnitude 0, and \( \varphi_S \) is the photon flux density corresponding to the target of magnitude \( m_V \). \( \varphi_0 \) must be specified in order to calculate the limiting detection magnitude of the photoelectric detection equipment. According to the literature [25], assuming that the stellar radiation is blackbody radiation, the spectral photon flux density \( f(\lambda) \) at wavelength \( \lambda \) for various types of 0-magnitude stars can be calculated by Equation (5):

\[
f(\lambda) = \frac{8.48 \times 10^{34} \times 10^{-0.4m_b}}{T_e^4 \lambda^4 \left[ \exp \left( \frac{1.44 \times 10^8 \lambda}{T_e} \right) - 1 \right]} \left( \text{photons} \cdot \text{cm}^{-2} \cdot \text{s}^{-1} \cdot \text{Å}^{-1} \right)
\]

where \( \lambda \) is the wavelength in Angstroms (Å), \( T_e \) is the effective temperature of the star in Kelvin (K), and \( m_b \) is the apparent bolometric magnitude of the star, a measure of the total energy output of the star. Using Equation (5), the spectral photon flux density curve of the solar spectrum at magnitude 0 can be plotted as shown in Figure 11. The effective temperature and apparent bolometric magnitude of the star are assumed to be of spectral type G2V. The value of \( \varphi_0 \) in Equation (4) is the integral of the spectral photon flux density of the 0-magnitude solar spectrum in the corresponding observed band.

The number of electrons \( S_B \) produced by a background pixel during the exposure time \( t_{\text{int}} \) is calculated as follows:

\[
S_B = B \eta = \frac{\eta t_{\text{int}} \pi A_d L_B \tau_a \tau_0 (1 - \epsilon^2)}{4F^2}
\]

where \( B \) is the number of incident photons from the skylight background during the exposure time \( t_{\text{int}} \), \( h \) is the Planck constant, \( \nu \) is the frequency of the electromagnetic wave, \( \nu = c / \lambda \), where \( \lambda \) is the mean wavelength, \( c \) is the speed of light, \( L_B \) is the skylight background irradiance, \( A_d \) is the area of a single pixel of the image sensor, and \( F \) is the reciprocal of the relative aperture of the optical system.
The spectral photon flux density curve of the 0-magnitude solar spectrum at different wavelengths.

The noise of the photoelectric detection equipment consists of four main components, namely target photon noise $N_1$, background photon noise $N_2$, dark current noise $N_3$ and readout noise $\sigma_R$.

According to the relevant theory of quantum electrodynamics, the charge number of the photoelectric conversion follows a Poisson distribution [26,27]. Therefore, the target photon noise $N_1$ is equal to:

$$N_1 = f \cdot \sqrt{\phi \eta}$$  \hspace{1cm} (7)

where $f$ is the super noise factor, which typically ranges from 1.0 to 1.4.

Similarly, the background photon noise $N_2$ is equal to:

$$N_2 = f \cdot \sqrt{B \eta}$$  \hspace{1cm} (8)

The dark current noise $N_3$ of the imaging system is equal to:

$$N_3 = f \cdot \sqrt{\epsilon_{\text{int}} D_c}$$  \hspace{1cm} (9)

where $t_{\text{int}}$ is the exposure time and $D_c$ is the dark current of the imaging system.

4.2. Experimental Validation

In order to validate the detection capability of the photoelectric detection equipment equipped with HSDVCIS, an optical observation platform as shown in Figure 12 was built in this paper.

The optical observation platform consists of three major components: HSDVCIS, the optical system, and the motion system. The main parameters of the optical system are listed in Table 4. The motion system has a range of 0° to 360° in the horizontal direction and an elevation angle of 0° to 90° in the vertical direction relative to the ground.

We used the optical observation platform to make imaging observation experiments in the suburbs of Changchun, China (longitude: 125°23’59”, latitude: 43°46’50”, altitude: 240 m, skylight background magnitude: 15 magnitudes). The observation point of the platform was set to the zenith direction (i.e., the observation elevation is set to 90°). When observing under this skylight background condition, setting HSDVCIS to the high-gain mode and the exposure time to 3 s allows it to achieve better linearity of the light response.
curve. At the same time, the operating temperature of the GSENSE4040 image sensor was set to 20 °C and −40 °C for observation experiments to validate the effectiveness of the designed deep vacuum cooling structure in improving the detection capability of HSDVCIS for space targets. No imaging parameters other than the image sensor temperature were changed in the observation experiments.

Figure 12. Exterior view of the optical observation platform.

Table 4. Main parameters of the optical system.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective aperture</td>
<td>171.4 mm</td>
</tr>
<tr>
<td>Entrance pupil diameter</td>
<td>150 mm</td>
</tr>
<tr>
<td>Field of view</td>
<td>6.5° × 6.5°</td>
</tr>
<tr>
<td>Focal length</td>
<td>215 mm</td>
</tr>
<tr>
<td>Average transmittance</td>
<td>74.91%</td>
</tr>
<tr>
<td>Obscuration ratio</td>
<td>0</td>
</tr>
</tbody>
</table>

Firstly, we completely masked the entrance of the optical system in the optical observation platform so that HSDVCIS was in a dark field. This allowed us to observe more clearly the difference in the level of dark background noise in the images taken by HSDVCIS in both cases. For dark field imaging, HSDVCIS was also set to high-gain mode and the exposure time was set to 3 s. Figure 13 shows the dark field images taken by HSDVCIS under non-cooling and cooling conditions, the gray level distribution of the dark field images, and the gray histogram of the dark field images. Figure 13a,b are stretched to the same gray level interval when shown in the paper.
Figure 13. Dark field images taken by HSDVCIS under non-cooling and cooling conditions and analysis diagrams: (a) dark field image (image sensor temperature: 20 °C); (b) dark field image (image sensor temperature: −40 °C); (c) gray level distribution (image sensor temperature: 20 °C); (d) gray level distribution (image sensor temperature: −40 °C); (e) gray histogram (image sensor temperature: 20 °C); (f) gray histogram (image sensor temperature: −40 °C).

Observing Figure 13a, it is obvious that the image has a large amount of dark background noise. There are streak noise and a large number of single-pixel white shot noise dots in this image. When the image sensor is cooled to −40 °C, these two types of noise are barely visible in the image (as shown in Figure 13b). Figure 13c,d also show the dark background noise of the dark field images taken by HSDVCIS under non-cooling and
cooling conditions. The points with a large gray level in Figure 13c are the large number of shot noise dots present in the corresponding image. Comparing these two images, it can be visually seen that the gray level of the dark field image taken by HSDVCIS under the cooling condition is more evenly distributed and the gray level mean is smaller. Figure 13e,f quantitatively show the difference between the dark field images taken by HSDVCIS in the two cases. The distribution of the gray histogram in Figure 13f is more concentrated. Comparing these two gray histograms, it is easy to see that the gray level mean and standard deviation of Figure 13a are much larger than those of Figure 13b. This is also visually reflected in the gray level distribution. From the above, it can be seen that the dark background noise in dark field images taken by HSDVCIS can be well suppressed by cooling the image sensor to $-40^\circ$C.

Next, we removed the mask at the entrance of the optical system so that the optical observation platform pointed toward the zenith for observation. The imaging conditions remain the same as previously described. The zenith images taken by HSDVCIS under non-cooling and cooling conditions are shown in Figure 14a,b. Neither image is dark subtracted, and both are stretched to the same gray level interval for display in the paper. Figure 14c shows the difference in the gray histogram of these two zenith images.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{zenith_images.png}
\caption{Zenith images taken by HSDVCIS under non-cooling and cooling conditions and the gray histogram: (a) zenith image (image sensor temperature: $20^\circ$C); (b) zenith image (image sensor temperature: $-40^\circ$C); (c) gray histogram of the two images.}
\end{figure}
Comparing Figure 14a,b, it is easy to see that when the temperature of the image sensor is $-40 \degree C$, the zenith image taken by HSDVCIS has a darker background and a higher contrast between the background and the target. As can be seen from the details in these two images, Figure 14a has more background noise. It also has streak noise and a large number of single-pixel white shot noise dots. These noises, especially the shot noise dots, will affect the judgment and recognition of the target. It is easy to see from Figure 14c that by cooling the image sensor from $20 \degree C$ to $-40 \degree C$, the gray histogram of the image is distributed to the lower gray level and more centrally. The above shows that the zenith image taken by HSDVCIS under the cooling condition has a darker background and better image quality, and the noise in the image is effectively suppressed.

Finally, according to the calculation of Equations (2)–(9), and the relevant classification methods of image morphology, the detection capability curves of the optical observation platform can be calculated and plotted for the non-cooling and cooling conditions, respectively. The curves are shown in Figure 15.

According to the previous section and based on the detection capability curve in Figure 15, it can be easily seen that when the operating temperature of the GSENSE4040 image sensor is $20 \degree C$, the photoelectric detection equipment with HSDVCIS has a limiting detection magnitude (at SNR = 5 level) of 13.22 magnitudes within a 3 s exposure time. When the image sensor is cooled to $-40 \degree C$, the limiting detection magnitude (at SNR = 5 level) of the photoelectric detection equipment increases to 13.51 magnitudes under the same conditions. As a result, under the set observation conditions and imaging parameters, the deep vacuum cooling of the GSENSE4040 image sensor has increased the limiting detection magnitude of the photoelectric detection equipment equipped with HSDVCIS by 0.29 magnitudes, i.e., the brightness of the faintest target can be detected when approximately 1.306 times fainter compared to the non-cooling condition.

![Figure 15](image-url)

**Figure 15.** Detection capability curves of the optical observation platform under non-cooling and cooling conditions.

5. Discussion

According to the results of the performance test experiments, the readout noise, dark current, and dynamic range of HSDVCIS are $3.96 e^{-}/pixel/sec$, $0.12 e^{-}/pixel/sec$, and $84.49$ dB, respectively, and the minimum cooling temperature of the image sensor is $-40 \degree C$. The dark current of HSDVCIS can reach the order of $10^{-1} e^{-}/pixel/sec$, which meets the dark current requirement of the imaging system for space target detection applications.
Comparing the performance parameters of HSDVCIS and the GSENSE4040 image sensor, we found that the maximum frame rate, readout noise, and dynamic range of the two are basically the same. This indicates that the imaging readout processing circuit of HSDVCIS has little effect on the imaging of the GSENSE4040 image sensor, which fully utilizes its performance. By comparing the performance parameters of HSDVCIS with several typical international advanced highly sensitive imaging systems, the results show that the overall performance of HSDVCIS is comparable to the performance level of these imaging systems.

The results of the observation experiments visually show that the quality of the images taken by HSDVCIS under the cooling condition (image sensor operating temperature: \(-40 \, ^\circ C\)) is much better than that of the images taken under the non-cooling condition (image sensor operating temperature: \(20 \, ^\circ C\)). This shows that the deep vacuum cooling structure of HSDVCIS is very effective in suppressing the background noise during the imaging process and significantly improving the image quality. On this basis, through the calculation and analysis of the detection capability of the optical observation platform, its limiting detection magnitude (at SNR = 5 level) in a 3 s exposure time reaches 13.51 magnitudes, which is 0.29 magnitudes higher than the limiting detection magnitude (at SNR = 5 level) when the image sensor is not cooled. This quantitatively demonstrates that the designed deep vacuum cooling structure can effectively improve the detection capability of HSDVCIS.

According to the relevant formula for calculating the SNR of photoelectric detection equipment, the dark current noise is only a part of the calculation of limiting detection magnitude. The detection capability of the photoelectric detection equipment is also affected by the brightness of the skylight background, the aperture and focal length of the optical system, and many other factors. Therefore, the improvement appears to be relatively insignificant in terms of the value of the limiting detection magnitude. However, the deep vacuum cooling structure designed in this paper can significantly improve the image quality of HSDVCIS. The higher image quality facilitates subsequent operations such as the judgment and recognition of the targets in the image.

The research and design of the HSDVCIS in this paper, as well as the good test results achieved, will provide technical reserves and strong support for the future research of using 4 × 4 or more GSENSE4040 image sensor mosaics, so as to achieve a larger photosensitive area and higher-resolution imaging system.

6. Conclusions

In order to improve the detection capability of the photoelectric detection equipment for space targets, this paper developed HSDVCIS by designing the imaging readout processing circuit and the deep vacuum cooling structure. Based on the results of performance test experiments and observation experiments, it is proven that HSDVCIS designed in this paper is suitable for achieving highly sensitive detection of space targets.
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