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Multi-Channel Visibility Distribution Measurement via Optical Imaging
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Abstract: Calibration of the imaging environment is an important step in computational imaging research, as it provides an assessment of the imaging capabilities of an imaging system. Visibility is an important quantity reflecting the transparency of the atmosphere. Currently, transmissometers and optical scatterometers are the primary methods for visibility measurement. Transmissometers measure visibility along a single direction between the transmitter and receiver but encounter challenges in achieving optical alignment under long baseline conditions. Optical scatterometers measure the visibility within a localized area since they collect only a small volume of air. Hence, both transmissometers and optical scatterometers have limitations in accurately representing the visibility distribution of an inhomogeneous atmosphere. In this work, a multi-channel visibility distribution measurement via the optical imaging method is proposed and validated in a standard fog chamber. By calibrating the attenuation of infrared LED arrays, the visibility distribution over the entire field of view can be calculated based on the atmospheric visibility model. Due to the large angle of divergence of the LED, the need for optical alignment is eliminated. In further discussion, the key factors affecting the accuracy of visibility measurement are analyzed, and the results show that increasing the measurement baseline, increasing the dynamic range of the detector, and eliminating background light can effectively improve the accuracy of visibility measurement.
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1. Introduction

Atmospheric visibility is an important quantity used to characterize the transparency of the atmosphere [1,2]. Visibility is closely related to weather conditions [3–5], and when weather phenomena such as rainfall, fog, or haze occur, the transparency of the atmosphere decreases and visibility deteriorates, which could lead to a serious impact on daily life and production activities. Measuring and reporting the visibility condition is not only used in daily meteorological monitoring but also widely applied in fields such as aviation [6], navigation [7,8], land transportation [9,10], military activities, etc. Existing visibility measurement techniques mostly enable measurements of specific regions or single links, limiting their effectiveness in cases of inhomogeneous atmospheric distributions. Therefore, accurate visibility measurement and forecast for a large scene is urgently needed.

The earliest method for visibility measuring was visual observation, but due to the subjective nature of human observers and the complexity of the environment, it was difficult to achieve high accuracy and objectivity [11]. As a result, instruments for visibility...
measuring were developed to replace the traditional human eye observation [12,13]. Currently, common instruments used for visibility measurement include transmissometers [14], optical scatterometers [15], and visibility LiDARs [16].

Transmissometer measures visibility by assessing the atmospheric transmittance between two points in space, it can achieve high accuracy in visibility measurement, but it only takes measurement along only one single direction between transmitter and receiver, and the installation and calibration could become challenging under long baseline conditions. Optical scatterometer estimates visibility by measuring the scattering effect within a small volume of air and has the advantages of low cost, small size, and easy installation, but it only measures within a localized area. Hence, both transmissometers and optical scatterometers measure visibility that is limited to a specific localized area, when the atmospheric distribution is inhomogeneous in a large scene, the measurement results have limitations in accurately describing the visibility distribution that is spatially varying. Visibility LiDARs measure visibility by assessing the backscattering effect of a large area in the atmosphere. Compared to other instruments, visibility LiDARs have a larger detection area, therefore yielding more representative measurements. However, they are limited in their capability to measure extremely low-visibility conditions and have the disadvantages of high cost, complex structure, and high technical difficulty.

To describe the inhomogeneous visibility distribution and enable simultaneous measurement of multiple regions in a large scene, a multi-channel visibility distribution measurement via optical imaging method is proposed in this work. Similar to a transmissometer, in this method, the visibility is measured by assessing the atmospheric transmittance, but instead of using a collimated beam and the photodetector, multiple LED arrays are utilized as the detected signal, while an optical imaging system as the detector. Since the infrared wavelength of light has a stronger ability to penetrate the fog, the Near-infrared LED arrays were utilized [17]. The measurement area of visibility would be determined by the field of view of the optical imaging system, which could be controlled by the sensor size of the camera and the focal length of the lens. The space between each LED array and the optical imaging system forms a measurement channel, by evenly distributing the LED arrays in the space, multiple measurement channels are formed [18]. For each channel, an average visibility value can be obtained, providing an assessment of the imaging capabilities of the system. Experiments were conducted in a standard fog chamber to validate the proposed method, and potential sources of measurement errors were analyzed in further discussions. The experimental results demonstrate that through the calibration of the atmospheric transmittance in each channel, a comprehensive description of visibility for the entire field of view can be achieved.

2. Principle and Method

2.1. Definition of Visibility

Visibility is defined as the greatest distance at which a black object can be identified against the horizon sky during daylight [11]. According to Koschmieder’s law, visibility can be expressed as:

$$V = -\frac{\ln \epsilon}{\sigma} = -\frac{\ln 0.05}{\sigma}$$  \hspace{1cm} (1)

where $V$ is the visibility value; $\epsilon$ is the threshold of visual contrast that humans can distinguish the target from the background, setting at 0.05 [19]; $\sigma$ is the extinction coefficient indicating the transparency of the atmosphere. Equation (1) suggests that the key to visibility measurement is to obtain the value of the extinction coefficient $\sigma$.

Transmissometers estimate the extinction coefficient $\sigma$ by measuring the attenuation of a light signal over a distance of $L$ in the air, which can be described by the Bouguer-Lambert law as follows:

$$\sigma = -\frac{\ln T}{L} = -\frac{\ln(F_1 / F_0)}{L}$$  \hspace{1cm} (2)
where $F_0$ is the initial luminous flux of the light signal, $F_1$ is the attenuated luminous flux received after traveling through a distance of $L$ in the air, and $T$ is the atmospheric transmission factor.

Combining Equations (1) and (2), it leads to:

$$V = \ln 0.05 \cdot \frac{L}{\ln(F_1/F_0)}$$

Equation (3) is the basic formula for a transmissometer.

The concept of visibility is established on measurements of the attenuation of green light at a wavelength of 550 nm [11,20], which corresponds to the peak sensitivity of the human eye. However, when visibility is measured using instruments, it is common for the wavelength $\lambda$ of the detected light signal to deviate from the green light. Consequently, a modification of the formula is required. The modified formula can be expressed as follows:

$$V = \ln 0.05 \cdot \frac{L}{\ln(F_1/F_0)} \left(\frac{\lambda_0}{\lambda}\right)^q$$

where $\lambda_0$ represents the wavelength of green light, which is 550 nm. $\lambda$ is the wavelength of the detected light signal, $q$ is a coefficient related to the particle size distribution in the atmosphere [21] and needs to be calibrated during the experiments, a detailed discussion on the calibration will be given in the subsequent section.

Equation (4) demonstrates that to calculate the atmospheric visibility value, several data need to be obtained, including the transmission distance $L$ of the light signal, the initial luminous flux $F_0$ of the detected light signal, the attenuated luminous flux $F_1$ of the light signal after it has traveled through a distance of $L$, the wavelength $\lambda$ of the signal, and the value of $q$.

2.2. Experimental Methods

To validate the proposed visibility measurement method, a series of experiments were conducted in a standard fog chamber. The standard fog chamber has the dimensions of $20 \times 3 \times 3.5$ m$^3$, and is in the Visibility Calibration Laboratory of China Meteorological Administration in Shanghai, China. The atmospheric visibility within the chamber is regulated by artificial fog generated with water mist particles, and the visibility value of the chamber is provided by the Vaisala PWD50, a forward-scattering visibility sensor, which would serve as the standard instrument in the calibration experiment of visibility measurement.

The visibility measuring system of the proposed method consists of three components: multiple infrared LED arrays, an optical imaging system, and a data processing module. The experimental setup is shown in Figure 1, two LED arrays were set inside the chamber serving as the detected light signal, and the optical imaging system outside the chamber to capture images of the LED arrays through an observation window. The LED arrays were directed towards the optical imaging system, with a distance of $L = 16.5$ m (i.e., the baseline length), and the space between each array and the optical imaging system forms a visibility measurement channel individually.

The LED array light source utilized in the experiment is comprised of 50 LEDs, a lens with a divergence angle of 60° and a diameter of 50 mm, and a heat sink of $80 \times 80 \times 96$ mm$^3$. Each infrared LED array has an output power of 50 w, with a peak wavelength $\lambda_p$ of 1027 nm, and a full width at half maximum (FWHM) $\Delta \lambda$ of 37.6 nm. The optical imaging system consists of the Hamamatsu InGaAs Camera C14041-10U and a lens with a focal length of $f = 50$ mm. The camera has a sensitivity wavelength range of 950 nm to 1700 nm, with a quantum efficiency of 60% within this wavelength range and a digital output of 14 bits.
Figure 1. The experimental setup of the multi-channel visibility distribution measurement via optical imaging method. Two measurement channels were formed in the experiment, both with a baseline length of $L = 16.5$ m.

The experiments were conducted according to the following procedure: the chamber was initially filled with fog, while the fog particles settled homogeneously, creating varying levels of visibility within the chamber. Images of the light signal were captured at different visibility levels, and the real-time visibility values of the chamber were obtained from the reference visibility meter, corresponding to the image acquisition time. The captured images were then processed to obtain the attenuation of the signal, and the visibility value could be calculated according to the atmospheric visibility model.

According to Equation (4), the calculation of atmospheric visibility requires certain parameters. These could be obtained from the data collected in the experiment.

First is the attenuation of the signal, which could be characterized by the intensity variation obtained from the images. The camera records the grayscale values of the image pixels. When the camera is appropriately adjusted and well-operated within a linear working region, there exists a linear relationship between the grayscale value of the signal pixel and the intensity of the signal [22]. Thus, the grayscale value of a pixel can serve as an indicator of the signal intensity, and the attenuation of the signal can be quantified by observing the corresponding decline in the grayscale value.

The method of obtaining the intensity of the light signal from the image is as follows: first, the pixel region of the light signal in the image is selected, as shown in Figure 2, then the grayscale values of this region are integrated, divided by the exposure time and the quantum efficiency to obtain the intensity of the signal per unit time. Denote the intensity value as $I$, this calculation can be expressed as follows:

$$ I = \frac{\sum R_i}{T \cdot \eta} \quad (5) $$

where $n$ is the number of pixels occupied by the signal region, $R_i$ is the grayscale value of each pixel, $T$ is the exposure time and $\eta$ is the quantum efficiency of the optical imaging system. During image acquisition, the exposure time $T$ is adjusted based on the image histogram to ensure that the light signal area remains within the appropriate exposure range, ensuring the avoidance of overexposure while maximizing the value of $R_i$. 

---

**Figure 2.** Diagram showing the experimental setup. The chamber has two measurement channels, both with a baseline length of 16.5 m. The fog chamber is illuminated by an infrared LED array, and images of the light signal are captured using an optical imaging system. The real-time visibility values are obtained from a reference visibility meter.
Figure 2. One of the captured grayscale images of the LED arrays in the experiments, the area circled in green represents the pixel region of one array, occupying a total of 45 pixels.

In practical measurements, the presence of background light captured by the camera along with the detecting light signal can introduce inaccuracies in light intensity measurements and subsequently affect the accuracy of visibility measurements. The background light in the standard fog chamber includes weak indoor lighting, slight transmission of outdoor sunlight, and light reflected from the inner wall of the chamber caused by the light signal. To accurately extract the intensity of the detected signal, all captured images were pre-processed to eliminate the influence of background light.

The method of background light elimination is as follows: First, the average intensity of a region in the image corresponding to a non-reflective black background in the chamber was calculated, denoted as $I_b$. Then, the intensity value after background light elimination, denoted as $I'$, can be obtained by subtracting the product of the number of pixels of signal, denoted as $n$, with the average background intensity $I_b$ from the original light intensity value $I$. This calculation can be expressed as follows:

$$I' = I - n \times I_b$$  \hspace{1cm} (6)

Denote the initial intensity of the light signal as $I_0$, and the attenuated intensity as $I_1$. Equation (4) can be written as follows:

$$V = \ln 0.05 \cdot L \cdot \left(\frac{\lambda_0}{\lambda}\right)^q$$  \hspace{1cm} (7)

The initial intensity $I_0$ of the light signal can be approximated by the intensity value obtained from the image captured under high-visibility conditions. Assuming the permissible error for the initial intensity value $I_0$ is $a\%$, the approximate intensity of the signal obtained from the image can be expressed as $I_1 = I_0(1 - a\%)$, substitute it into Equation (7), the minimum visibility conditions required for capturing this image can be calculated.

According to Equation (7), the calculation of visibility also requires the value of $q$ and the wavelength $\lambda$ of the detected signal. Some previous studies have conducted calibration to determine the value of $q$, in [23], $q$ is given as the function of visibility, while in [21], the $q$ value is re-calibrated and defined as the function of wavelength. To ensure the accuracy of the proposed method, the value of $q$ needs to be re-calibrated on our measurement system. Furthermore, it should be noted that the detected light signal used in the experiment is emitted by LED arrays, which have a broad spectral distribution and poor monochromaticity. Thus, the precise value of the wavelength is uncertain in this system. Define the correction coefficient $G = \left(\frac{550}{\lambda}\right)^q$, Equation (7) can be simplified:

$$V = \frac{\ln 0.05 \cdot L}{\ln(I_1/I_0)} \cdot G$$  \hspace{1cm} (8)

where $G$ is the coefficient that needs to be calibrated.
The value of $G$ can be determined through the following procedure:

A series of attenuated intensities $I_1$ are obtained from the captured images under various visibility conditions and the real-time visibility value of the chamber $V_0$ is obtained from the reference visibility meter based on the time of image acquisition. Subsequently, a linear regression analysis is conducted with $V_0$ on the vertical axis and $\ln 0.05 \cdot L / [\ln (I_1 / I_0)]$ on the horizontal axis. If the regression analysis demonstrates a linear relationship, the visibility measurement model is validated, and the slope of the linear equation represents the value of the correction coefficient $G$.

To validate the proposed method and evaluate the accuracy of the measurement, two sets of experiments were conducted. The overall process of experiments is shown in Figure 3.

**Figure 3.** Overall process of experiments.

The first set of experiments aims at verifying the feasibility of the measurement model and calibrating the correction coefficient. A set of images was captured under different visibility conditions, and a linear regression analysis was performed on the attenuated light intensity values obtained from these images, along with the corresponding output values from the reference visibility meter to calibrate the value of $G$.

The second set of experiments aims at evaluating the accuracy of the visibility measurement method. Another set of images was captured using the same method to obtain the attenuated intensity. These intensity values, along with the value of $G$ calibrated from the first experiment, were utilized in the measurement model to calculate the visibility of the chamber. The calculated results were then compared with the reference visibility values, and the measurement errors were further analyzed.

### 3. Results and Analysis

#### 3.1. Coefficient Calibration

Two distinct visibility measurement channels were established in the chamber. Hence, coefficient calibration was conducted separately for each channel. As discussed in Section 2.2, the first set of images under different visibility conditions were captured to obtain a series of attenuated intensity $I_1$. An image was captured when the visibility in the chamber reached 1.13 km to obtain the approximation of initial intensity $I_0$ of the signal. The results of linear regression are presented in Figure 4.

As depicted in Figure 4, the coefficient of determination, $R^2$, for the data obtained from Channel 1 is 0.9933, while for Channel 2, it reaches 0.9951. The high value of $R^2$ indicates a strong fit of the regression model to the experimental data, therefore confirming the feasibility of the measurement model. The value of the correction coefficient for each channel is summarized in Table 1.
The results of linear regression:

\[ y = 0.3626 x \quad \text{with } R^2 = 0.9933 \]

\[ y = 0.3667 x \quad \text{with } R^2 = 0.9951 \]

**Figure 4.** The results of linear regression: (a) The results of Channel 1; (b) The results of Channel 2.

**Table 1.** The wavelength correction coefficients of each channel.

<table>
<thead>
<tr>
<th>Channel 1</th>
<th>Channel 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G )</td>
<td>0.3626</td>
</tr>
</tbody>
</table>

### 3.2. Data Processing

The strong linear correlation in the regression results validates the measurement model. To evaluate the accuracy of the method, another set of light signal images was collected. Substituting \( I_1 \) and \( I_0 \) into Equation (8) along with the previously calibrated coefficient \( G \) in Section 3.1, the visibility value \( V_1 \) could be calculated. The calculated results \( V_1 \) were then compared with the reference data \( V_0 \) in Figure 5.

**Figure 5.** Comparison of the calculated value \( V_1 \) with the reference value \( V_0 \) of visibility: (a) The data from Channel 1; (b) The data from Channel 2.

Denote the absolute error of the measurement results as \( \Delta V \), \( \Delta V \) can be calculated as follows:

\[ \Delta V = |V_1 - V_0| \quad (9) \]

According to the ‘Test Method for Forward-Scattering Visibility Meter’ published by the China Meteorological Administration (CMA) [24], the maximum permissible indication
error for a visibility meter is $\Delta V = \pm 50$ m for $V \leq 500$ m. The experimental data show that the absolute error range for Channel 1 is within $\Delta V_1 \in [0.12, 40.90]$ m, and for Channel 2 is within $\Delta V_2 \in [0.01, 36.79]$ m, both fall within the permissible error range.

As depicted in Figure 5, it is evident that for low-visibility conditions ($V < 100$ m), the experimental results $V_1$ closely align with the reference value $V_0$. However, as the visibility of the chamber increases, a noticeable divergence emerges between these two datasets, indicating an increasing measurement error.

### 3.3. Error Analysis

To improve the measurement accuracy, the source of measurement errors would be discussed in this section. For the optical imaging system, when scene radiation enters the sensor, noise is inevitably introduced during the subsequent processing of the output image. Various sources of noise can contribute to deviations between the output values and the true values.

Hence, the error introduced by noise in the visibility measurement would be considered, which could be calculated as follows:

$$\sigma_V = \sqrt{\left(\frac{\partial V}{\partial I_1}\right)^2 \sigma_{I_1}^2 + \left(\frac{\partial V}{\partial I_0}\right)^2 \sigma_{I_0}^2}$$  \hspace{1cm} (10)

Substitute $I_1 = \frac{\sum R_i}{kT}$ and $I_0 = \frac{\sum R_i}{kT}$ into Equation (10) yields the following results:

$$\sigma_V = \frac{\sqrt{2}V^2}{-\ln 0.05 \cdot GL} \cdot \frac{\sigma_R}{R_i}$$  \hspace{1cm} (11)

where $\sigma_R$ is the readout noise of the optical imaging system, $R_i$ is the full-well capacity. For the Hamamatsu InGaAs Camera C14041-10U, its full-well capacity is 600,000 e$^-$ and the readout noise is approximately 300 e$^-$, resulting in $\sigma_R / R_i = 1/2000$. The relationship between measurement errors and visibility is shown in Figure 6. It can be seen that as the visibility increases, the measurement error will become larger and larger due to the readout noise from the optical imaging system. Based on the standard published by CMA, the maximum permissible error for visibility measurement is set to $\Delta V = \pm 50$ m, so the upper range value of the visibility measurement could reach $V_{\text{max}} = 521$ m for a baseline length of $L = 16.5$ m.

![Figure 6](image)

**Figure 6.** The relationship between absolute measurement error and visibility for the system, with the solid black line corresponding to the theoretical error, the red dot corresponding to the actual error, and the dashed black line corresponding to the maximum permissible error. For a baseline length of $L = 16.5$ m, the upper range value of visibility measurement reaches $V_{\text{max}} = 521$ m.
Learning from Equation (11), to improve the accuracy of the proposed method and extend the measurement range, the measurement error can be reduced by increasing the value of $L$, $R_i$, or decreasing the value of $\sigma_{R_i}$.

### 3.4. Discussion on Measurement Limitations

To assess the limitations of the measurement, theoretical calculations of the effects of various factors were performed and are discussed further in the following section. Figure 7 shows the relationship between baseline length and the upper range value of visibility measurement, it can be observed that as the baseline length increases, the upper range value of the measurement also increases.

![Figure 7. Relationship between the length of the imaging baseline and the upper range value of the measurement.](image)

The dynamic range of a camera is defined as the ratio of the full-well capacity to the readout noise, so Equation (11) can also be expressed as:

$$\sigma_V = \frac{\sqrt{2}V^2}{-\ln 0.05 \cdot GL} \cdot \frac{1}{DR}$$  \hspace{1cm} (12)

The relationship between the dynamic range of the optical imaging system and the upper range value of the measurement under different baseline lengths is depicted in Figure 8. It can be observed that as the dynamic range of the optical imaging system increases, the measurement error decreases, increasing the upper range value of the measurement.

The impact of the dynamic range can be interpreted from the following perspective: the dynamic range represents the ratio of the highest to the lowest signal intensity, and it sets a limit on the accuracy of the data recorded by the detector. When the variation of the signal intensity falls below the threshold determined by the dynamic range, the optical imaging system fails to detect this variation, thus bringing high measurement errors.

For Equation (8), take the derivative of $V$ with respect to $I_1$, we obtain:

$$dI = -\frac{\ln 0.05 \cdot GL \cdot I}{V^2} dV$$  \hspace{1cm} (13)

Equation (13) represents the variation in signal intensity $dI$, when there is a small change in visibility $dV$, for an experimental setup with a baseline length of $L$ and a visibility level at $V$. As the visibility increases, the variation in signal intensity caused by attenuation becomes increasingly insignificant, making it challenging to detect. Thus, raising the dynamic range of the imaging system can significantly raise the upper range value of the
measurement, and this is attributed to the improved ability of the system to detect more subtle changes in intensity information.

![Figure 8](image-url)

Figure 8. Relationship between the dynamic range and the upper range value of measurement under different baseline lengths.

According to the discussion above, in addition to improving the system’s ability to detect subtle variation, the upper range value can also be raised by increasing the variation in signal intensity at high visibility. Learning from Equation (13), this could be achieved by increasing the baseline length $L$, or increasing the intensity of the detected signal $I$.

In summary, to enhance the measurement accuracy, improvements can be made by increasing the baseline length, the dynamic range of the optical imaging system, and the intensity of the detected signal.

The experimental results obtained within the standard fog chamber have provided strong validation for the proposed method. In future work, the proposed visibility measurement method will be applied in more complex environments. To improve the accuracy of the measurement, further experiments will be conducted utilizing imaging devices with higher dynamic range at a longer baseline. In addition, our experimental procedures will also be improved. A modulated signal will be introduced into the light source to effectively eliminate the background interference light in the images. Furthermore, data acquisition methods will be optimized to minimize unnecessary errors.

4. Conclusions

To describe the visibility of a field with inhomogeneous atmospheric distribution, a multi-channel visibility distribution measurement via optical imaging was proposed and tested in this work. By capturing the images of the infrared LED arrays and calibrating the extinction coefficient of each imaging channel, the visibility distribution for the entire field could be calculated. Based on the comparison tests in the standard visibility fog chamber, the validity of the measurement method was verified, and the sources of measurement errors were further analyzed. The effect of factors such as the length of the baseline and the dynamic range of the imaging device on the measurement range of this method was also calculated. Both the experimental results and the theoretical calculations show that the measurement results have high accuracy under low-visibility conditions, and the data errors increase as visibility rises. To reduce the errors, methods such as introducing modulated light sources, increasing the intensity of the light sources, increasing the length of the imaging baseline, optimizing the data acquisition methods, and improving the dynamic range of the imaging equipment can be taken to improve the accuracy of the measurement.
In addition, it is important to note that due to the limitation of the measurement range, this method is better suited for low-visibility measurements.
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