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Abstract: Performing data mining on large waveform datasets of a high-power laser facility is an important way to achieve precise regulation of a device. However, there are currently issues with missing values, noise, and inconsistency in this database of measuring pulse waveform in a current high-power laser facility. In this paper, a UNet of a series residual module is presented to predict the pulse waveform of a front-end chained system in a current high-power laser facility. The designed network is trained on grouped sequences formed by experimentally measuring pulse waveforms of a high-power laser facility. The strategies of relay output and relay loss are employed in training in order to enable the network to predict two kinds of pulse waveforms simultaneously. The trained network achieved an RMSE of 3.38% on the testing set of measuring pulse waveform at a frequency of 1 Hz, and an RMSE of 0.84% on the testing set of setting the voltage of the Arbitrary Waveform Generator (AWG). These results indicate that this method can accurately fill in paired missing values in the waveform database of a high-power laser facility. The main advantage of this method is that it can quickly couple operational parameters for prediction, and this method can be applied to predicting laser performance, cleaning one-dimensional sequences, and maintaining a waveform database.
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1. Introduction

The precise regulation of each laser pulse of a high-power laser facility is an important factor affecting the successful implementation of inertial confinement fusion (ICF). Precise physical experiments place high demands on power balance, and pulse waveform is one of the most important indicators that determines power balance [1]. Due to the large size and complex system of the high-power laser facility, many environmental and operational parameters, including time of experiment, environmental temperature and humidity, terminal crystal temperature, in-service time of optical component, and so on, can affect the precise regulation of pulse waveform [2–4]. Mining the waveform database of a large-scale laser facility is one of the most important ways to further achieve precise regulation of pulse waveform.

Traditional methods mainly use principles of solid-state laser engineering to model and simulate laser systems for predicting laser performance. Lawrence Livermore National Laboratory (LLNL) has developed the Laser Performance Operation Model (LPOM) for 192 laser beam lines in the National Ignition Facility (NIF) [5–7]. LPOM predicts and analyzes laser performance during operation in order to better regulate it. And, based on this result, LPOM defines the shape parameters of laser pulse and the splitting proportion of each beam line in the beam group to meet the performance requirements of power balance for each beam line. The core of LPOM is a propagation model of laser beams
rewritten based on Prop92 [8], which is a four-dimensional (x, y, z, t) beam simulation code. It uses fast Fourier-transform decomposition, the addition of Maxwell phase, field recombination method, and Talanov transform to handle many highly nonlinear processes. The overall performance of laser beams can be described by a series of transfer functions and inverse transfer functions, which are related to the pulse input and output of each part of the laser facility.

In recent years, with the rapid development of deep learning in the field of predicting system performance, deep models have shown better flexibility and speed than traditional techniques. Deep neural networks have been successfully applied in the analysis of pulse waveforms and system simulation in a large laser facility. In 2018, Humbird et al. utilized a dataset of multiple physical simulation to optimize the predictive performance of the Seq2seq model, building capacity to simulate complex systems and achieving a wide range of applications from simple one-dimensional diffusion calculations to implosion simulation [9]. In 2019, Spears et al. adopted transfer learning technology to adjust simulation models using sparse experimental data, reducing the deviation between simulation and experimental results, providing support for the cognitive expansion of physics and the establishment of predictive models [10]. In 2020, Anirudh et al. used neural networks to establish a one-dimensional semi analytical numerical surrogate model consistent with physical manifolds, generating physically meaningful predictions. Through multiple data patterns generated by different particles such as X-rays with different energy, time, and other conditions, the diagnostic image of ignition was predicted and reconstructed [11]. In 2021, the Laser Megajoule (LMJ) used deep learning to handle disturbances that exist in the actual measurement process, including modulation, noise, etc. By filtering out disturbance, a more satisfactory template of pulse waveform can be obtained [12]. In 2022, Lu Zou et al. used a data-driven model based on a convolutional neural network (CNN) to accurately predict the temporal shape of laser pulses of the main amplifier system. By introducing 16 parameters ignored in the model based on the F-N equation into the neural network model to expand the representation dimension, the prediction accuracy of the network model has been greatly improved [13]. In 2023, Jun Luo et al. proposed an artificial intelligence-assisted method to improve the efficiency of the traditional closed-loop control process. By training the U-Net model to predict the initial AWG pulse waveform in the closed-loop process, the closed-loop control process of pulse shaping is greatly accelerated [14].

Inspired by the application of deep learning in various major facilities, we perform data mining on large datasets of pulse waveform from a high-power laser facility in order to support the precise regulation. However, there are issues with missing values, noise, and inconsistency in the waveform database of the high-power laser facility currently, which affects the quality of mining results. A feasible approach is to supplement the measurement system from a hardware perspective and re-collect data. But, this method is time-consuming and laborious, and it is inevitable to encounter the problem of missing values caused by the hardware system. We hope to explore an economical and efficient way to fully utilize the data accumulated over the years, and to continuously fill in missing values caused by hardware system in the future.

The measurement system of laser pulses in the facility [15] is a chained system that takes the output of the previous system as the input of the subsequent system, as shown in Figure 1. Therefore, we have established a deep learning model based on the characteristics of the chained system. The trained model can predict missing pulse waveforms according to the data stored in the waveform database. Due to the high cost of conducting experiments, the number of samples stored in the database is limited. In recent years, fully convolutional networks with U-shaped architecture (UNet) [16,17] have been lauded for the efficient use of available samples. Inspired by the advantages of UNet, we propose a method for filling in missing values in the waveform database using a neural network of U-shaped architecture. We conducted end-to-end training on grouped waveform data of a large laser facility. The main advantage of this method is that the network can quickly couple
operational parameters for prediction in order to quickly and accurately fill in the missing waveform data in real time.
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**Figure 1.** Measurement location of laser pulses in current high-power laser facility.

The main contributions in this paper are listed as follows:

- **rUNet:** We propose an innovative architecture of UNet of a series residual module to predict the temporal shape of laser pulses according to the chained features of the front-end laser system.

- Missing values are filled in in the database of measuring pulse waveform in a current high-power laser facility from the perspective of analyzing and summarizing historical data of pulse waveform for the first time.

- The strategy of relay output and relay loss is employed in training in order to enable the model to predict two kinds of pulse waveforms simultaneously.

The paper is outlined as follows. First, the current status of waveform data stored in the database and the structure of the model based on UNet of a series residual module are introduced. Then, the methodology used in building the model is explained in detail, including the overall architecture, the preparation of the training set, and the specifics of its implementation and training procedure. Finally, the robustness and adaptability of the model for filling in missing pulse waveforms are shown by using a testing set that the network has never seen before and comparing the prediction results of rUNet with the other method.

2. Current Status of Waveform Database and rUNet for Predicting Pulse Waveform

2.1. Current Status of Waveform Database of the Current High-Power Laser Facility

Over the past seven years, we have conducted thousands of important experiments on a current high-power laser facility and collected a large amount of data from each measurement location of laser pulses from each beam line. Table 1 shows part of the storage status of the experimental data link in the database of pulse waveform on 13 May 2022. The missing values in the database are mainly manifested as the paired missing of setting the voltage of AWG and measuring the pulse waveform at a frequency of 1 Hz. The reason for missing values is that in the early stage of construction, the construction of the front-end hardware system of the facility was not fully considered. Building a new hardware system to supplement data and re-collecting data are feasible to solve this problem, but this method still has three issues. First, it consumes time and money. Second, historical data lose value for data mining because of their inconsistency. Third, it is always inevitable that hardware failure results in missing values [18]. We hope to complete the data link in the waveform database through our work. Considering that missing values mainly appear in pairs at the front-end system, when establishing a model for completing the data link, the measurement waveforms of pre-amplifier modules are used as an input.
Table 1. Part of the storage status of the experimental data link in the database of pulse waveform on 13 May 2022. The number 1 represents normal data storage, while the number 0 represents missing values.

<table>
<thead>
<tr>
<th>The Number of Beam Line</th>
<th>Setting Voltage of AWG</th>
<th>Pulse Waveform at a Frequency of 1 Hz</th>
<th>Pre-Amplifier Modules</th>
<th>Main Amplifier</th>
<th>Target Chamber</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

2.2. \textit{rUnet for Predicting Pulse Waveform of the Front-End Laser System}

Convolutional layers have sufficient representation ability and filter sharing characteristics, making them the backbone of networks. A schematic diagram of our model for predicting pulse waveforms of a chained front-end laser system is shown in Figure 2. The network is mainly composed of a residual module [19] and a U-shaped module. The structure of the residual module is shown in Figure 3. Two modules are connected in series. The former residual module is the encoder, which performs automatic feature engineering on the input sequence, and then puts its output and other features together. The subsequent fully convolutional network serves as the learner. At the same time, UNet itself also has encoding functions. UNet is based on the encoder–decoder structure. It consists of a contraction path to capture context and a symmetric expanding path that supports precise localization. The network mainly consists of four major operations, convolution, up-convolution, max-pooling, and feature forwarding. Convolutional operations use receptive fields that detect specific attributes such as lines and edges. As the layers go deeper, more complex attributes can be detected. An up-convolution is a transposed matrix operation on positive convolution, which maps the detected attributes back into the sequence space. Inserted pooling layers between the successive convolutional layers reduce the amount of parameters and computational cost. The high-resolution features from the left contracting path are forwarded to the expanding path by combining with the up-sampled output. We adjust kernel size, the number of convolutional kernels, and other hyper-parameters of the network based on the original architecture to make it more suitable for our task.
where $y$ denotes the measuring pulse waveform of pre-amplifier modules, $\theta$ denotes operating parameters such as the number of the beam line, $f_2$ represents the laser system between the AWG and the measurement location of pulse waveform at a frequency of 1 Hz based on the U-shaped module, $f_1$ represents the laser system between the measurement location of pulse waveform at a frequency of 1 Hz and of the pre-amplifier modules, and $x$ represents the predicted setting voltage of AWG.
3. Methodology

3.1. Overall Architecture

Figure 4 shows the overall architecture of our method to train the network for filling in paired missing values in the database of pulse waveform. Raw data of pulse waveform are taken from the monitoring system of a large laser facility. The training set consists of a pair of pre-amplified repeat AWG sequence data. Figure 4b shows the unfitted rUNet model with an untrained parameter. The structure of the model is shown in Section 2.2. We used the training set (Figure 4a) to train the model to learn the inverse calculation process of the pulse waveform from the pre-amplifier modules to the AWG. In order to test whether the model can make accurate predictions for the new measurement of pulse waveform of pre-amplifier modules, we used the trained rUNet (Figure 4d) to perform inverse calculations on new data. Therefore, the input of the trained rUNet is a new measurement pulse waveform of pre-amplifier modules and the corresponding number of the beam line. The output (Figure 4e) is the pulse waveform at a frequency of 1 Hz and the setting voltage of AWG predicted by the network.
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**Figure 4.** The overall structure to train the model for predicting pulse waveform of front-end chained laser system. The preprocessed waveform data is fed into untrained rUNet to obtain a trained neural network. Then, new measuring waveform of pre-amplifier modules is fed into the trained rUNet to predict the pulse waveform of the front-end system.

3.2. Data Collection and Preprocessing

To train rUNet to predict front-end pulse waveforms from the measuring pulse waveform of pre-amplifier modules, we first prepared a dataset of training samples, which is made of groups of measured pulse waveforms of pre-amplifier modules with corresponding measured pulse waveforms at a frequency of 1 Hz and a setting voltage of AWG stored in a database. We collected the results of the waveform closed-loop of the front-end system in the past seven years for constructing our training dataset. The construction method of the dataset mainly consists of the following three steps. The first step is to clean the three kinds of waveforms and delete the abnormal data with low signal-to-noise ratio or incomplete pulse recording. The second step is to roughly align three kinds of waveforms and delete the abnormal data with minimum efficiency of each point of the waveform. The last step is carrying out fine alignment based on the conversion variance with minimum efficiency of each point of the waveform. Figure 5 shows some examples of the prepared dataset for illustration.
3.3. Implementation and Training

In the rUNet, the input vector consists of two vectors, namely the measuring pulse waveform of the pre-amplifier modules and the number of the beam line. The middle output is the pulse waveform at a frequency of 1 Hz, and the final output is the setting voltage of the AWG. All waveform sequences to the network were cropped into 160 resolutions with a sampling interval of 100 ps. After data cleaning, the total number of grouped waveforms used for the training the network was 7549. The samples were randomly divided into 6040 training samples and 1509 testing samples in a ratio of 4:1. The training process ceased in advance when the network started to overfit the noise in the training samples. The data samples and parameters were wrapped in a data generator, which generated batches of vectors for each training epoch.

Figure 5. Processed data groups of pulse waveforms. The left column is setting the voltage of AWG. The middle column is measuring the pulse waveforms at a frequency of 1 Hz. The right column is measuring the pulse waveforms of pre-amplifier modules.
The training process is used to find appropriate parameters to minimize the loss. In this study, MSE loss is used, which is defined as

$$L = \frac{1}{2m} \sum_{i=1}^{m} (\hat{y}_i - y_i)^2 + \frac{1}{2m} \sum_{j=1}^{m} (\hat{y}_j - z_j)^2,$$

(2)

where $m$ is the number of training samples, $\hat{y}_i$ is the predicted pulse waveform at a frequency of 1 Hz, $y_i$ is the measuring pulse waveform at a frequency of 1 Hz, $\hat{y}_j$ is the predicted setting voltage of the AWG, and $z_j$ is the AWG voltage used in the experiment.

We used Adam optimizer [20] to train the network. Adam optimization is an extension of random gradient descent and can be used to update network weights. The rUNet is trained by Adam optimization with randomly initialized parameters for 2000 epochs, unless the output meets the accuracy requirements, or the loss function measuring output performance gets worse and worse for 20 consecutive iterations. The initial learning rate is $10^{-4}$, which enables the network to converge quickly. The network is trained with 50 batch iterations until the loss of validation samples stops decreasing. For each iteration, we use randomly scrambled samples as the input of the network. Then, we change the learning rate to $10^{-5}$, and repeat the above process to fine tune the model. Figure 6 shows the curves of training and testing loss with respect to the number of iterations.

![Figure 6](image_url)  
**Figure 6.** The curves of training and testing loss with respect to the number of iterations.

4. Results

4.1. Testing Results

To test the robustness and adaptability of our network for predicting the pulse waveform of a front-end laser system according to a new input, we collected more recent pulse waveforms, which are not in the training set, from different beamlines, and prepared the testing set following the same method as was used to produce the training set. The measurements of pulse waveforms of pre-amplifier modules were processed into a sequence with a length of 160 and fed as an input into the trained rUNet together with the corresponding number of the beam line. Then, the prediction results of the model were compared with the ground truth. The total number of testing samples was 1509. The trained network achieved an RMSE of 3.38% on the testing set of measuring pulse waveform at a frequency of 1 Hz, and an RMSE of 0.84% on the testing set of setting the voltage of AWG [21]. Figure 6 shows a comparison between the predicted pulse waveform and the real measured pulse waveform. As shown in Figure 7, the trained model can accurately predict the pulse waveform at a frequency of 1 Hz and set the voltage of the AWG.
Figure 7. Prediction of the pulse waveform at a frequency of 1 Hz and the setting voltage of the AWG.

(a) Prediction of experimental measurement waveforms of beam line 16 on 10th October, 2020

(b) Prediction of experimental measurement waveforms of beam line 14 on 15th April, 2021

(c) Prediction of experimental measurement waveforms of beam line 4 on 12th May, 2022

(d) Prediction of experimental measurement waveforms of beam line 8 on 12th June, 2022

The red line is real pulse waveform (ground truth, GT), and the black line is the network prediction. The left column is the measured pulse waveform of pre-amplifier modules as a network input. The middle column is the comparison between the predicted pulse waveform at a frequency of 1 Hz and its ground truth. The right column is a comparison between the predicted setting voltage of the AWG and its ground truth.
4.2. Comparison Results

The closed-loop control method used for pulse shaping on a current high-power laser facility is an artificial intelligence-assisted (AIA) method, as described in detail in reference [14]. The core of the AIA method is to assign an initial value to the set voltage of AWG during the closed-loop process through a trained UNet. We quantitatively compare the average prediction performance and accuracy of our proposed method with the AIA method. The prediction results of the proposed prediction model and the AIA method are compared to the measurement data in experiments, as shown in Figure 8. And, the specific performances of the two methods are shown in Table 2.

Figure 8. The prediction results of different methods for different temporal shapes. The red line is measurement data (GT). The black line is the prediction of our proposed method. The blue line is the prediction of the AIA method. The left column is the measured pulse waveform of pre-amplifier modules as the input of different methods. The middle column is the prediction results of the pulse waveform at a frequency of 1 Hz of two methods compared to GT. The right column is the prediction results of setting the voltage of AWG of two methods compared to GT.
Table 2. Prediction performance of different approaches.

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSE of 1 Hz Waveform/%</th>
<th>RMSE of AWG Voltage/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIA</td>
<td>3.69</td>
<td>1.74</td>
</tr>
<tr>
<td>rUNet</td>
<td>3.38</td>
<td>0.84</td>
</tr>
</tbody>
</table>

The results of our proposed model have less RMSE than the other method, which means that the pulse shapes predicted using our proposed method are closer to the true values for the whole testing set, and the details are more accurate. Taking all samples into account, compared to the other method, the incremental prediction accuracy of the proposed network evaluated by an RMSE is 0.31% on the testing set of setting the voltage of AWG and 0.90% on the testing set of pulse waveform at a frequency of 1 Hz.

4.3. Discussion

Compared with the current AIA method, rUNet has significantly improved prediction performance and accuracy, which shows our proposed method’s robustness and adaptability for predicting the pulse waveform of a front-end chained laser system. We provide the following explanations for the significant predictive performance and accuracy improvement of our proposed network. The most important reason is that although both methods have the function of predicting the pulse waveform of the front-end laser system, the specific factors considered in the design of the two methods differ greatly. The AIA method is designed for closed-loop pulse shaping, with efficiency being the most important consideration. Therefore, the AIA method ignores the difference between measurement waveforms of the pre-amplifier modules and measured pulse waveforms at a frequency of 1 Hz. It directly assumes that the relationship between the two measurement waveforms is linear. Our proposed rUNet is mainly used to fill in paired missing values of data links in the waveform database, and accuracy is a more important factor. So, linear approximation has not been adopted. In the proposed method, the chained features of the front-end laser system were considered, and a series residual module was designed to extract the features of the relationship between measurement waveforms of the pre-amplifier modules and the measured pulse waveforms at a frequency of 1 Hz. From the quantitative comparison of the prediction performance of the two methods for pulse waveforms at a frequency of 1 Hz, it is obvious that the series residual module has effectively improved the prediction accuracy. Meanwhile, compared to the UNet used in the AIA method, the U-shaped network structure in our proposed method has more numbers of convolutional kernels and different approaches for feature concatenation. The state of the facility is dynamically changing, and changes in laser parameters can also affect the prediction performance of the method [13]. According to the quantitative comparison results of prediction performance, the network structure we use has better adaptability to changes in laser parameters that will affect the prediction performance of pulse waveforms of the front-end laser system over the next few years, thus possessing higher prediction accuracy.

Nevertheless, the drawbacks of the proposed method cannot be totally ignored. Above all, operating and environmental parameters, including shots in service, time interval with last shot, month, day of the week, the shot number of the day, temperature and humidity information measured by several sensors, and so on, will affect the prediction results. But, these parameters have not been added to the network. Furthermore, the network performance depends on the quality of the measurement and control system, but, at present, the input and output conditions of the AWG have never been calibrated. Improving the construction of our database and adding operation parameters into our model will be an important topic for future research [22]. Last but not least, it is necessary to further study how to quantify the impact of different laser parameters on the prediction performance of the proposed model. During our research, we found that changes in the state of the facility have a significant impact on the generalization of the model. Just updating the network parameters did not solve this problem, and it may be necessary to redesign the
network structure. It means that the proposed method has a huge challenge to generalize itself to different laser facilities or configurations. In future research, we will use methods of interpretability in deep learning to quantify the impact of different laser parameters on the prediction performance of the model.

5. Conclusions

In this paper, a UNet of a series residual module is presented to predict the pulse waveform of a front-end chained system in a current high-power laser facility. The chained feature of the front-end laser system is studied, and the effects of the series residual module on the prediction performance of pulse waveforms at a frequency of 1 Hz are thoroughly discussed. Based on an origin U-shaped framework, rUNet is proposed to significantly improve the accuracy of predicting pulse waveforms of the front-end laser system. Comparison experiments are performed to investigate the effects of different hyperparameters on the prediction performance. The main conclusions that can be drawn are as follows: The series residual module has effectively improved the prediction accuracy of pulse waveforms at a frequency of 1 Hz. The network hyperparameters used in our method improve the performance of waveform prediction for the front-end system. Our proposed neural network can accurately fill in missing values in the waveform database, so as to further mine the influencing factors in precise control of the high-power laser system in the future. The results on the testing set show that this method can quickly couple operation parameters. Moreover, it is feasible in the management of the waveform database in a current high-power laser facility. We propose an economic and fast method which can be applied to cleaning a one-dimensional sequence and maintaining a waveform database.
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