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**Abstract:** One of the key indicators of water quality is dissolved oxygen. Even though oxygen is important in environmental monitoring, the sensors for dissolved oxygen are expensive and require periodic maintenance due to the use of membranes. In this paper, we propose using ultraviolet light absorption to estimate dissolved oxygen saturation in water samples. The absorption spectrum of dissolved oxygen in the ultraviolet range is investigated over a water matrix with different levels of complexity. First, the difference between different water matrices is studied. The results indicate similar variations between river water and tap water matrices for comparative purposes. Both samples present much higher absorbance signals than distilled water. Thus, the rest of the tests were performed with only three water matrices (ultrapure, distilled, and river water). By aerating, water samples were completely saturated. Then, nitrogen gas was used to remove dissolved oxygen from samples to obtain saturations of 75, 50, 25, and 3%. The absorption was measured from 190 to 380 nm, using LLG-uniSPEC 2. The obtained data were used to generate regression models for selected wavelengths (190, 210, 240, and 250 nm). The differences beyond 260 nm for the studied dissolved oxygen saturations were null. The generated models had correlation coefficients from 0.99 to 0.97 for ultrapure water, 0.98 to 0.95 for distilled water, and 0.90 to 0.83 for river water. The maximum differences were found between samples with 75 and 100% of saturation.
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1. **Introduction**

Most aquatic life depends on dissolved oxygen (DO) availability in the water that diffuses across the air–water interface. Even in the current context of global warming, which imposes the study of the gases that cause it, special attention should be paid to oxygen transfer. The amount of DO in water bodies is a primary indicator of water quality [1]. Oxygen loss is one of the most important changes occurring in an ocean, increasingly modified by human activities that have raised temperatures, CO$_2$ levels, and nutrient inputs and have altered the abundances and distributions of marine species [2]. It is important to know the DO variation in the water column to identify the factors that influence it. In estuaries and other coastal systems strongly influenced by their watershed, oxygen declines have been caused by increased loadings of nutrients (nitrogen and phosphorus) and organic matter. Those inputs are primarily from agriculture, sewage, and the combustion of fossil fuels [2]. Globally, the number and size of anoxic and hypoxic areas, regions with low or null concentrations of DO, have grown dramatically in recent years [3]. Although very high nutrient inputs and intense eutrophication are required to drive a weakly stratified ecosystem to hypoxia or anoxia, even moderate increases in nutrient inputs and eutrophication can lead to these conditions in a strongly stratified water body [4].

The presence of DO in water can be measured in two different ways. It can be expressed as the amount of oxygen in a given volume of water or as the solubility of oxygen. The
solubility of oxygen ranges from 14.6 mg/L at 0 °C to approximately 7 mg/L at 35 °C under a pressure of 760 mmHg in fresh water [5]. In other words, oxygen is susceptible to variations in temperature, atmospheric pressure, and the content of salts or other substances in the water. Some authors [6] have proposed an indicator to assess the state of a river in terms of its deviations in the DO. Concentrations below 1.0–1.5 mg/L for a few hours can kill warm-water animals. Cold-water species require 2–3 mg/L more DO than warm-water species [7]. Loss of oxygen from the ocean (deoxygenation) can thus trigger major unforeseen changes in the structure and function of the midwater ecosystem [8].

The lack of marine environmental data compared with onshore environments is mainly caused by the high cost of probes, instruments, and installation. Without the data, there is no control over the impact of measures on the conservation and regeneration of native fishery resources or the delimitation of comprehensive protection areas. Therefore, defining the authorized activities in these reserve networks is impossible. The proposal of low-cost optical sensors for analyzing indicators such as DO in water can contribute to the environmental monitoring and evaluation of coastal and marine areas. The use of physical sensors is not only a low-cost option but also a non-destructive methodology that can operate if the environment does not damage the system. This is a risk shared by all detection methods in the aquatic environment. In addition, a low-maintenance system can be used in remote areas that are difficult to access.

The spectral signature is a concept mainly used in remote sensing but with a high application in spectroscopy. The spectral signature is the unique pattern or combination of peaks and troughs in a spectrum produced by a substance when it interacts with different radiation. On the one hand, spectral signatures are used in remote sensing to differentiate surfaces with different characteristics, such as urban areas, industrial areas, crops, and natural areas. Nevertheless, some studies are focused on identifying more specific compounds. Thus, it has been possible to identify different chemical substances from satellite images, such as chlorophylls [9] and hazardous chemicals [10]. Based on the current development of hyperspectral cameras, this topic will become more important in the following years. On the other hand, data obtained from Raman spectroscopy and spectroradiometer are being collected in databases to characterize different compounds, such as Paracetamol [11], or different polymers [12]. Nonetheless, as far as we are concerned, no study has focused on the application of spectra analyses to quantify the presence of DO in water samples. Thus, we propose to analyze the potential of spectral signatures for the quantification of DO in different types of water samples.

In this paper, we will perform DO detection using the spectrophotometric technique for different DO saturation levels and for different water matrices. As a dissolved gas present in the water, DO is colorless to the naked eye, except using a chemical agent. We decided not to use visible wavelengths (between 380 and 750 nm) for the study because the dissolved oxygen molecule is a gas and is not visible within the visible light spectrum. Furthermore, according to previous studies and bibliographies already cited here, we excluded the infrared wavelengths (750 to 1100 nm) and chose to study in the ultraviolet range (190 to 380 nm). The main novelty of this paper is the measurement of the DO absorption spectrum in the UV range. The use of the UV spectrum to determine DO concentrations eliminates the main limiting factors that other methodologies have: interference in the visible spectrum due to visible compounds present in water, as it depends on the properties of light; and the need for physical contact of the sensor with the samples in cases of methodologies with chemical principles. Most of the absorption spectrum presented in the biography is for atoms instead of molecules. The existing commercial sensors for DO monitoring are based on membranes and phosphorescence quenching, using visible light [13]. In addition, studies like this are fundamental for the development of new technologies for mobile networks for monitoring coastal and oceanic waters.
2. Related Work

In this section, we detail the state-of-the-art in the different areas covered in the introduction. First, we summarize the current proposals for DO monitoring systems. Finally, the ongoing uses of spectrophotometry are outlined.

Previous studies have proposed different methodologies to analyze oxygen levels in the water. In [14], they proposed a system consisting of a submersible ceramic vessel containing a soil-based anodic chamber. Based on the study, the calibration model obtained with a two-factorial design of temperature experiments and DO can be used to successfully predict the DO value of an unknown water sample. The authors in [15] developed a microbial biosensor for the in situ, continuous, and online monitoring of DO. They monitored concentrations along several depths of lake water. Meanwhile, in [16], a submersible microbial fuel cell proved to be effective with an external resistance of 1000 Ω to determine DO-level monitoring in various environmental waters. Another option is the use of remote sensing, as proposed in [17], to monitor DO levels, using numerical simulation algorithms of DO concentrations, using the TELEMAC-WAQTEL-O2 model. In addition to these works mentioned, in [18], they proposed a cost-effective, accessible, and sustainable system for measuring the DO levels present in bodies of water based on a sensor for oxygen saturation in human blood.

The literature shows the determination of DO levels using combined methods. For example, the authors in [19] concluded that DO sensor technology will become the focus of future research and mainstream development. The smart DO sensor can intelligently process signals by using analogue and digital signal processing technologies and performing real-time dynamic compensation and correction for the temperature, pressure, salinity, and other interference factors, thereby greatly reducing the manual operation and management cost and directly or indirectly reducing human errors [19]. Nevertheless, there are currently not many studies on the spectral signature of DO in water due to several factors that influence oxygen availability, such as temperature, salinity, pH, and organic matter. DO concentrations were summarized and analyzed as the crucial drivers of hypoxia in Northwestern and Southern Hong Kong and Mirs Bay over the past three decades [20].

Previous studies have already developed methodologies with spectrophotometry to determine the DO in water. For example, in [21], the authors used ultraviolet spectrophotometry to determine the DO in marine and estuarine water by the Winkler method. They reached a p-value < 0.05 as a result, as well as a true correlation between the A and B variables, with r > 0.98. Furthermore, the authors of [22] used this same spectrophotometric variant of the Winkler method in fresh water, using the ultraviolet range. The results presented demonstrated the ease of applying ultraviolet spectrophotometry to analyze DO via the Winkler method in natural waters within a wide salt range [21]. A previous work [23] presented the groundwork for the implementation of a monitoring system of DO levels that uses a Light-Emitting Diode (LED) and Light-Dependent Resistance (LDR). To analyze different levels of DO, they used sodium sulfite as a cheap option with fast oxidation [23]. Furthermore, in [24], a low-cost system was studied for data gathering in coastal waters, using Wireless System Networks to monitor water exchange, which is very useful for quality monitoring.

Using spectrophotometry, the authors of [25] concluded that their method is simple, rapid, sensitive, precise, and useful for the determination of DO in RW samples. The water sample was fixed for DO via Winkler’s procedure and was directly used for the spectrophotometric measurements by the proposed method. The wavelength used in this case was 644 nm because the liberated iodine bleaches the violet color of azure B (which is measured at 644 nm). Thus, it was concluded that the amount of I2 released is equivalent to the oxygen dissolved in the water. In other studies, different optical techniques are used to determine DO, such as a polydimethylsiloxane membrane coated with a platinum octaethylporphyrin and a multilayer optical–fluidic sensor for in situ measurement [26,27]. In addition, several authors have developed mechanisms to monitor DO in water as an indicator of the quality and health of aquatic ecosystems [28–30].
As mentioned above, no papers are focused on the analysis of the spectral signatures for the determination of the DO concentration in water samples. The existing sensors are mainly based on technologies with high requirements for maintenance of the use of reagents.

3. Materials and Methods

This section describes the samples, the equipment used to reach the results, and how the samples were prepared to find saturation levels of DO.

3.1. Samples Collection

For the tests, nitrogen gas was used, and three types of water were prepared for analysis in the spectrophotometer: UW, DW, and RW. We use different samples to go from an ultrapure sample to real samples in which other compounds can act as interferents and affect the measurements. The use of different water matrices in the study is important to ensure that the DO measurement is reliable; in this case, the absorbance signals derive mainly from the DO concentrations and not from possible compounds present in the samples. We selected a wide variety of samples. The included samples include pure water samples and water samples with a modified matrix, such as tap water with a content of residual-free chlorine: 1 mg/L and no presence of pollutants and a natural water sample.

The UW samples have the highest degree of purity due to the Barnstead Smart2Pure [31] purification system for laboratory applications (see Figure 1A3). They have the highest degree of reliability regarding interference by other organic or inorganic substances and undergo the deionization process. The necessary volume of UW water is generated every time that a sample is needed. The volume of each sample is 3 mL. In addition to it, with a slightly lower degree of purity but with a filtration and distillation process, we used distilled water for DW samples (Figure 1A2). The total volume of DW necessary to conduct the experiments was collected at the beginning of the experiment and stored in a 500 mL plastic squeeze bottle dispenser.

![Figure 1. Sample preparation schematic. (A1) River in which RW samples are collected. (A2) Distilled water for DW samples. (A3) Barnstead Smart2Pure purification system for UW samples. (B) DO8500 Portable Optical DO sensor used to verify DO saturations. (C) The nitrogen gas system with pressure gauge. (D) The method used for nitrogen introduction into sample cuvette measurements.](image)

Finally, as an approach to real samples of natural water, such as river, coastal, and oceanic waters, we used a sample of water from a river close to the worksite (see Figure 1A1). The sample was collected at the moment of being used in an opaque laboratory glass bottle of 200 mL.
3.2. Samples Preparation

Before the preparation of the samples, around 150 pretests were carried out to find the ideal saturation levels to build a DO gradient. The tests analyzed time and gas flow to estimate different DO concentrations. In the end, the five ideal concentration levels were established based on the time and flow of nitrogen gas inserted into the sample.

The accuracy test of the methodology was carried out using the DO8500 Portable Optical DO instrument [32] on the 5 replicates of each pre-sample. In each replica, we applied the same time and the same amount of gas to verify whether the DO concentration values were equal. Table 1 establishes the samples, along with the concentrations.

Table 1. Details of nitrogen introduction in sample preparation.

<table>
<thead>
<tr>
<th>Range Saturation (%)</th>
<th>Time (s)</th>
<th>Flux (Bars)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blank (3)</td>
<td>180</td>
<td>3.</td>
</tr>
<tr>
<td>25</td>
<td>30</td>
<td>3.5</td>
</tr>
<tr>
<td>50</td>
<td>15</td>
<td>3.5</td>
</tr>
<tr>
<td>75</td>
<td>5</td>
<td>3.5</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>3.5</td>
</tr>
</tbody>
</table>

In the preparation of the samples, we chose to create a gradient of oxygen levels to analyze the behavior between the wavelengths. All samples were aerated, mixing for 1 min to raise the saturation to 100%. The samples were brought to saturation at five levels of DO. For the DO saturations, the DO8500 Portable Optical DO [32] was used to verify that the samples achieved all five levels (3% (blank), 25%, 50%, 75%, and 100%; see Figure 1B).

Nitrogen gas in samples to remove oxygen is possible because nitrogen physically displaces oxygen from the sample by bubbling. In other words, it is the reverse methodology to bubble oxygen, using the aerator to obtain 100% oxygen saturation in the samples. Before measurements, DW was used to verify the efficacy of bubbling nitrogen to eliminate the DO present in water. A total of 49 measurements were taken, and the DO and temperature levels were quantified at the beginning and the end of each nitrogen gas introduction. The time and amount of nitrogen chosen were variable until stable and reproducible levels were established for posterior testing.

The amounts of nitrogen introduced into the samples were controlled by the inlet flow (bars) of the gas (Figure 1C) and by its residence time (seconds) inside the sample (Figure 1D). The cuvette, which was used in the spectrophotometers containing 3 mL of water, was used as a container for the sample. A capillary tube with constant outlet pressure was used. The time was measured with a timer.

3.3. Measuring Equipment

The spectrophotometer (LLG-unISPEC 2 [33]) was used for measurements. The spectrophotometer used can perform readings in ultraviolet, visible light, and infrared wavelengths (from 190 to 1100 nm). Among some features, it has a single beam system grid with 1200 lines/mm, silicon photodiode detector, 4 position cell holder (10 mm), deuterium and tungsten lamps, and automatic wavelength adjustment. Each measurement was taken in real time and saved in an Excel sheet. Three values were taken from each sample to avoid variation from reading errors. The measuring range chosen goes from 190 nm to 380 nm, using the basic operation mode of the spectrophotometer.

3.4. Performed Analysis

To perform all the measures, we chose a range that goes from 190 nm to 380 nm, taking measurements 5 nm by 5 nm for the UW, DW, and RW samples. Figure 2 shows the data collection scheme of samples analyzed with the spectrophotometer. From each type of water (UW, DW, and RW) we took 5 samples and analyzed them three times for each DO saturation level. That means that we analyzed 15 samples, considering 3 blanks for each...
water matrix. In total, we studied the samples 471 times, covering all wavelengths. All samples were prepared according to the properties and wavelengths shown in Table 1. Changes in temperature and atmospheric pressure influence the DO concentration. In fresh water, DO reaches 14.6 mg/L at 0 °C and approximately 9.1, 8.3, and 7.0 mg/L at 20, 25, and 35 °C, respectively, and 1 atm pressure. At temperatures of 20 and 30 °C, the level of saturated DO is 9.0–7.0 mg/L [34]. The samples in this work were collected and handled with the aim of avoiding variation in DO due to external factors. The analyses were carried out in a closed environment, without temperature variation (at 22 °C), and in the pretests, the temperature of the sample was measured before and after aeration and remained constant (approximately 25 °C). After that, the reading was then read on the spectrophotometer, without shaking and with the cuvette sealed. Special attention was paid during the measuring procedure to avoid the introduction of oxygen in the samples, using parafilm to seal the cuvettes.

In addition, we used a sample of tap water (TW) to perform comparisons between the matrices used to identify differences in absorption without DO. For this, a sample of UW was used for the blank (with 3% of DO), and two other samples of DW and RW (with 3% of DO) were used. Thus, it is possible to see the absorption contrasts between the samples since, in this part of the spectrum, there are many compounds present in the water that absorb light. This informs us if it is possible to have a single calibrator (valid for any type of water matrix) or if we need a calibrator for each type of sample.

In the sampling structure, comparisons between matrices are made first. Then, each of them is measured in five different concentrations. With the results, we make a calibration for each sample, from the simplest UW to the most complex RW, so that we find out if it is possible to measure the DO concentration at a single wavelength.

4. Results

In this section, we present the obtained results from the laboratory analyses. First, we show the results for sample matrices, and then we show the results for UW, DW, and RW in the second, third, and fourth subsections, respectively.

4.1. Results of Water Matrix Samples

We can identify in Figure 3 that the TW and RW samples present an expected behavior of near saturation of optical absorbance between the wavelengths 195 and 220 nm. Thus, to keep the experimental test bench simple, only RW is further used. This fact is due to the presence of volatile compounds and other substances present, such as organic matter, heavy metals, gases, etc. The sample used for the blank was the UW sample that does not contain substances causing optical interference. The absorbance levels of the DW sample are very

![Figure 2. Detection scheme, using a spectrophotometer and UC wavelength range.](image-url)
low compared to those of RW and TW, with a maximum at the wavelength of 190 nm, with 0.40 AU. This result may have occurred because the distilled water came from a laboratory container with stagnant water without circulation, unlike the river and tap samples. The AU decay for the DW samples may just be a clipping of the DO concentration decay as the wavelength increases, as happens for the TW and RW samples after 220 nm. Therefore, with low DO concentrations in the sample, it is more difficult to detect the DO concentration through the absorbance signal.

![Figure 3. Plot of the absorbance signal with respect to the wavelength for DW, TW, and RW samples.](image)

The highest absorbance values are at the wavelength of 215 nm (2.67 AU for the TW sample and 2.65 AU for the RW). Note that saturations with high absorbance values show a peak up to 215 nm. From there, there is a notable decay reaching almost 0 AU at the wavelength of 245 nm (0.02 AU for TW and RW samples and 0.01 AU for DW). In addition, the differences between the matrices used are significantly large, so blanks of each analyzed matrix were used. In other words, for blanks (considering 3% of DO), we must use ultrapure for UW, distilled for DW, and river for RW. Considering that water turbidity has greater absorption at wavelengths of the visible spectrum, for our study (at wavelengths below 280 nm), we did not observe that turbidity did not cause interference in the samples, so much so that, as you can see in Figure 3, the river water samples show a similar signature to tap samples below 280 nm. Nevertheless, the correction of the turbidity effect using NIR light will be implemented in the future.

4.2. Results of UW

We show, in Figure 4, the absorbance for the UW for the wavelengths from 190 to 280 nm. In addition, after verifying that there are no considerable variations after the 280 by 380 nm wavelength, we chose to present the graphic analysis up to 280 nm for better visualization. We can mainly differentiate two regions with different trends. Error bars were added based on the UW sample standard deviation. Considering 100% DO saturation, the standard deviation is 0.3637; for 75% saturation, the value is 0.1250; for 50% saturation, it is 0.0070; and for 25% DO saturation, the result is 0.0059.

There are notable differences in absorbance values between the analyzed samples in the first region, from 190 to 220 nm. As the percentage of DO saturation increases, the absorbance signal value increases. It is important to note that the values of 25 and 50% are overlapped (lighter color of blue). Moreover, in the second region, from 230 to 280 nm, the absorbance of the samples does not increase further as the wavelength increases, with the absorbance values tending toward 0 AU. Thus, just the first region can be used to estimate
the samples’ DO saturation. From 200 to 220 nm, it can be used for this purpose and is safely detectable at wavelengths up to approximately 230 nm.

![Figure 4. Absorbance signals for UW samples in the UVC range.](image)

**4.3. Results of DW**

Figure 5 displays the absorbance for the wavelengths from 190 to 280 nm (UVC range) because, after that, until 380, all values become stable, without differences between all four saturations. As explained in Section 3.4, a 3% DW sample was used for the blank for spectrophotometer calibration to maintain the most realistic comparisons.

![Figure 5. Absorbance signals for DW samples in the UVC range.](image)

Furthermore, between 190 to 220 nm, we can see that the samples follow a clear trend and absorbance increases as the saturation increases. Nonetheless, some values had negative values, a minimum of $-0.04$ AU (50% of DO). In general terms, the absorbances decrease with the wavelength increase for all ranges and samples. There are some small regions where the differences between the saturations are more significant, which is between 195 and 215 nm (25% sample with $-0.04$ AU and 100% sample with $0.34$ AU). In these regions, the possibility to estimate the DO saturation in the samples with light absorption is promising, and some wavelengths can be used for that purpose. About the standard deviation, for 100% DO samples, the value is 0.1450; for 75% saturation, the value is 0.0612; for 50% saturation, it is 0.0779; and for 25% DO saturation, the result is 0.0672. In a further subsection, we analyze which wavelength has better accuracy in regard to predicting the DO saturation.

**4.4. Results of RW**

Subsequently, Figure 6 represents the absorbance of the samples for the river in the UVC region of the spectrum. Despite the noise due to the presence of biomaterials present
in the river water, it is possible to perceive higher values of the absorbance signal depending on the increase in DO saturation in the water. Just like the other matrices, the standard deviation was calculated. For 100% samples, the value is 0.0091; for 75%, the value is 0.0055; for 50% saturation, it is 0.0031; and for 25% samples, the result is 0.0058.

**Figure 6.** Absorbance signals for RW samples in the UVC range.

In general terms, the sample with the highest saturation (100% of DO) has higher absorbance, and samples with 25% and 50% have lower absorbances. Nonetheless, possibly due to compounds present in the sample, we cannot see that the samples follow a clear trend. We can see a detection peak for all samples, between 215 nm and 230 nm, before a noticeable decrease in the absorbance levels. The maximum value for 100% of the DO sample is 0.036 AU, and the minimum for 50% of the DO sample is 0.007 AU. Nonetheless, the absorbance of the sample with 25% of DO saturation appears above the sample with 50% of DO saturation. Even so, estimating the DO differences present in the water is considered a good range.

**5. Discussion**

In this section, we discuss the observed differences in the absorption of tested samples. First, we analyze the impact of these differences and the potential to be used as an optical method for sensing the DO in water. Then, the comparison between the proposed approach and existing methods for DO monitoring is presented. Finally, the main limitations of the proposed method are summarized.

**5.1. Potential Use of DO Absorption in UV Spectrum as an Optical Approach for DO Monitoring**

After analyzing the results for the absorbance values of the chosen saturations, it was necessary to determine in which wavelength the DO in water is more likely to be identified. Moreover, it is necessary to evaluate the level of correlation between the wavelength and the DO concentrations for all of the samples.

At this point, the objective of obtaining and analyzing the absorbances for all wavelength ranges was to find the most appropriate wavelength to perform a calibration. This calibration can be used in the future to determine the saturation of DO in natural samples. The DO results obtained for the three water matrices show a maximum range of detection between 190 and 250 nm. For each studied wavelength, the \( p \)-value \( (\rho) \) and the correlation coefficient (CC) were evaluated for the three water matrices. Table 2 lists the values of CC and \( \rho \) for selected wavelengths and indicates the type of generated model. These wavelengths were selected to maximize the differences between samples. Models were obtained with Statgraphics Centurion XVII [35], using the Simple Regression Tool. The type of model was selected according to the comparison of alternative models.
Table 2. Correlation coefficients and ρ-values for UW, DW, and RW samples between 190 and 280 nm.

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>UW Samples</th>
<th>RU Samples</th>
<th>RW Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>CC</td>
<td>ρ</td>
</tr>
<tr>
<td>190</td>
<td>Squared Root-Y Squared-X</td>
<td>0.985</td>
<td>0.002</td>
</tr>
<tr>
<td>210</td>
<td>Squared Root-Y Squared-X</td>
<td>0.990</td>
<td>0.001</td>
</tr>
<tr>
<td>240</td>
<td>Squared-X</td>
<td>0.975</td>
<td>0.004</td>
</tr>
<tr>
<td>250</td>
<td>Squared Root-Y Squared-X</td>
<td>0.980</td>
<td>0.003</td>
</tr>
</tbody>
</table>

At 210 nm, we see the highest values for CC for all three samples (between 0.9032 and 0.9902) and two different models that adapt better, the Squared Root-Y Squared-X (UW sample) and Squared-X (DW and RW samples). To reduce the complexity of the system, we also represented the model Squared-X for UW. Thus, selecting the same model for all samples is more reliable.

Figures 7 and 8 depict the models and their equations for UW. In all figures, the blue line indicates the calculated model, and the dotted lines represent the confidence (green) and prediction intervals (grey). We can see that the loss of accuracy, according to the regression and confidence intervals, from changing the models is too high to be accepted. Thus, the system uses the Squared Root-Y Squared-X. Then, Figures 9 and 10 portray the calibration graphics at 210 nm for DW and RW. We can see that, as the complexity of the matrix increases, the regression and confidence intervals increase as a response to the decrease in CC. This is mainly caused by the presence of interferents in real samples, which almost saturate the absorption of UV-C even in the blank.

Absorbance (AU) = 0.0281155 + 0.000717787 × DO (%)^2

Figure 7. Plot of absorbance signals and DO saturation with UW results. Calibration at 210 nm (Squared Root-Y Squared-X Model).

Absorbance (AU) = −0.0498297 + 0.3000558989 × DO (%)^2

Figure 8. Plot of absorbance signals and DO saturation with UW results. Calibration at 210 nm (Squared-X Model).
Absorbance (AU) = \(-0.0242966 + 0.0000287724 \times DO\)\(^2\)

**Figure 9.** Plot of absorbance signals and DO saturation with DW results. Model calibration at 210 nm (Squared-X Model).

Absorbance (AU) = \(-0.00446897 + 0.00000241839 \times DO\)\(^2\)

**Figure 10.** Plot of absorbance signals and DO saturation with RW results. Model calibration at 210 nm (Squared-X Model).

Additional analysis includes the Analysis of Variance (ANOVA) with the different saturation levels for each sample, including the entire measured range with the mean values for each wavelength. These results can be seen in Table 3. The results of the UW showed the largest differences among DO values. Nevertheless, the results of the multiple ranges test, using the least significant difference for the DW, are characterized by the clearest differences among the levels of DO. In the RW, the differences are only significant between the saturation of 100% and the rest of the saturations.

Table 3. Results of ANOVA tests for the different saturation levels.

<table>
<thead>
<tr>
<th>Saturation</th>
<th>UW</th>
<th>DW</th>
<th>RW</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%</td>
<td>0.015\textsuperscript{a}</td>
<td>0.020\textsuperscript{a}</td>
<td>0.001\textsuperscript{a}</td>
</tr>
<tr>
<td>50%</td>
<td>0.017\textsuperscript{a}</td>
<td>0.031\textsuperscript{ab}</td>
<td>0.003\textsuperscript{a}</td>
</tr>
<tr>
<td>75%</td>
<td>0.126\textsuperscript{a}</td>
<td>0.089\textsuperscript{b}</td>
<td>0.003\textsuperscript{a}</td>
</tr>
<tr>
<td>100%</td>
<td>0.352\textsuperscript{b}</td>
<td>0.158\textsuperscript{c}</td>
<td>0.018\textsuperscript{b}</td>
</tr>
<tr>
<td>p-value</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

5.2. Comparison with Existing Proposals

Existing proposals which measured DO in water, explored in the Introduction, offered limited information about the accuracy of the proposed approaches. Given the wide variety of metrics, such as the determination coefficient, CC, square root of mean error (RMSE), \(\rho\), and standard deviation (\(\sigma\)), fairly comparing the results has become complex. Moreover, the DO can be measured in different ways, such as saturation and mg/L; without knowing
the temperature at which other authors have performed their experiments, converting the units is impossible.

The authors of [13–15] determined the correlation coefficient values of the sensors and models to be between 0.99 and 0.88. In our case, the models have correlation coefficients from 0.99 to 0.97 for UW, 0.98 to 0.95 for DW, and 0.90 to 0.83 for RW. The authors of [20] indicated the accuracy of their sensor based on the $\rho$ ($\rho < 0.05$). In our case, for UW and DW, all $\rho$ values were accomplished with $\rho < 0.05$. Nonetheless, for the RW results, only data at 210 nm accomplish the $\rho < 0.05$. The rest of the $\rho$ is between 0.06 and 0.08. The standard deviation and RMSE metrics cannot be compared since the units are different.

5.3. Limitations of Presented Tests

The main limitation of the proposed approach is that, in complex environments, many compounds might absorb the UV spectrum, which can be considered interferences. Nonetheless, the absorption peak of different compounds changes. Our aim is to include at least two-to-four LED emitters at different regions of the UV spectrum, as shown in Table 2, to reduce the impact of those interferences. Most of those interferences absorb light at other wavelengths beyond the UV wavelength. However, since it is necessary to use another methodology for this improvement, researchers should consider carrying out these new tests with a new data framework and on more sample matrices. This new methodology includes creating and calibrating a new sensor and integrating it with the ones developed in [23,24], not simply using the current data. Thus, the combination of this UV-absorption sensor with a sensor with multiple LEDs emitting at different regions of the visible and IR spectrum is proposed. By combining the absorption at the UV spectrum with the existing visible and IR spectrum with the use of Artificial Neural Networks (ANNs), as proposed in [36], it could be possible to detect a considerable range of interferences and estimate the DO concentration.

Another problem encountered with the obtained data is the loss of accuracy when the DO saturation is below 50%. Since the objective for these sensors is to be used in natural environments, such as rivers or oceans, the most common concentrations are around 100%. When the DO saturation drops below 60%, most fish experience breathing problems. Therefore, the interesting range for our sensor is from 60 to 100% of DO saturation, and the data accomplish this requirement. Although each sample needs a white itself, the calibration of the future sensor can prevail by detecting unique-to-unknown real samples based on further studies of UV spectrum detection.

6. Conclusions

In this paper, the absorbance spectrum of DO in the UV range was studied in water samples of different matrices, UW, DW, and RW. The aim was to establish if it is possible to use the absorbance spectrum to determine the DO saturation.

The data collected in the laboratory indicate that the different water matrices with a DO % near 0% have different absorption spectra. This is caused by the presence of different compounds in each water matrix which are absorbed in this region, such as pesticides or organic compounds. We determined that the region from 190 to 250 nm is the spectrum in which DO has the highest absorption. A total of four wavelengths were used to generate a series of models that estimate the saturation of DO in different water samples. Even though the models have problems detecting the DO saturation at low values, the critical DO values are between 100 and 60% for the environmental application. Through standard deviation analyses, we can see that, despite some overlapping points between saturations (as in the UW graph, between 25% and 50% of OD), the error bars show us that, for measurements carried out at higher saturations, the answer is consistent within the trend of the line.

In future work, we will combine the absorption spectrum of UV with visible and IR ranges. Instead of regression models to estimate the DO saturation, ANN and other AI-based mechanisms will be used to detect the presence of interferences in seawater samples, in which interferents will generally be at low concentrations. Furthermore, real samples
with a bigger sample size should be conducted on actual water samples, including TW, seawater, fresh water, and reclaimed water, among others, to enhance the applicability of the study. Then, the sensor will be applied in real scenarios to be part of a marine observatory as a low-cost option to monitor water quality.
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