Sub-Bin Delayed High-Range Accuracy Photon-Counting 3D Imaging
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Abstract: The range accuracy of single-photon-array three-dimensional (3D) imaging systems is limited by the time resolution of the array detectors. We introduce a method for achieving super-resolution in 3D imaging through sub-bin delayed scanning acquisition and fusion. Its central concept involves the generation of multiple sub-bin difference histograms through sub-bin shifting. Then, these coarse time-resolution histograms are fused with multiplied averages to produce finely time-resolved detailed histograms. Finally, the arrival times of the reflected photons with sub-bin resolution are extracted from the resulting fused high-time-resolution count distribution. Compared with the sub-delayed with the fusion method added, the proposed method performs better in reducing the broadening error caused by coarsened discrete sampling and background noise error. The effectiveness of the proposed method is examined at different target distances, pulse widths, and sub-bin scales. The simulation analytical results indicate that small-scale sub-bin delays contribute to superior reconstruction outcomes for the proposed method. Specifically, implementing a sub-bin temporal resolution delay of a factor of 0.1 for a 100 ps echo pulse width substantially reduces the system ranging error by three orders of magnitude. Furthermore, Monte Carlo simulations allow to describe a low signal-to-background noise ratio (0.05) characterised by sparsely reflected photons. The proposed method demonstrates a commendable capability to simultaneously achieve wide-ranging super-resolution and denoising. This is evidenced by the detailed depth distribution information and substantial reduction of 95.60% in the mean absolute error of the reconstruction results, confirming the effectiveness of the proposed method in noisy scenarios.
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1. Introduction

Three-dimensional (3D) single-photon imaging has made great progress in the past few decades, achieving high-precision imaging using a few reflected photons through a series of laser pulses with a high repetition frequency and narrow pulse width. It has great potential for applications such as long-range [1–5], high-speed [6–8], underwater [9–13], and high-precision depth imaging [14–16] with the continuous development of sparse-photon processing methods [17–20]. However, most current single-photon imaging systems are mainly based on single-pixel single-photon detectors or small-scale array detectors. These systems have the corresponding structure to achieve single-photon 3D imaging through scanning, which is often time-consuming and inefficient for imaging [21,22]. The advantage of a large-array single-photon detector is that it allows capturing without scanning. However, an array with multiple parallel detections has a trade-off between the single-pixel size and timing resolution. The time resolution of existing single-pixel single-photon detectors can reach tens of picoseconds [23]. However, for an array of
adding pixels limits the size of the single-pixel readout circuit. Currently, common arrays of single-photon detectors often have an effective area of less than 10% and time resolution often exceeding several hundred of picoseconds [7,24–26]. Each pixel of the array single-photon detector must be equipped with a readout-integrated circuit to detect and extract avalanche signals; however, high-precision detection and extraction circuits often require a large area and high power consumption. Under this situation, the limited pixel size of the array single-photon detector causes great challenges and relatively high costs for highly integrated and high-precision array readout circuits; therefore, computational imaging methods to improve the ranging accuracy are being developed. Jitter information, which refers to added known noise, has been applied to improve the spatial resolution. In this study, we defined jitter information as the sub-bin delay scale between different sub-frame acquisitions and discrete quantitative resolution of the TDC as the time bin. For depth imaging, jitter provides a priori information to improve the ranging accuracy [27]. Chen et al. [28] proposed a three-laser-beam lidar system that sets the third optical path as a half-bin difference from the main path and used the additive average of the results of two measurements to correct the time-to-digital conversion (TDC) discrete sampling error. The optical delay can also achieve sub-bin delayed sampling by adding additional reference optical paths. However, this approach increases the optical system complexity linearly with the delay times increasing, especially under the multi-scale sub-bin delayed situation. In addition, changing the sub-bin delayed scales requires the optical system to also be redesigned. Therefore, this approach is not applicable in practical applications. The electronic delay is more flexible, facilitating a wider range of delay times. Rapp et al. [29] demonstrated the effectiveness of a subtractive-dithered time-correlated single-photon-counting ranging system for improving the depth resolution. Next, the dithered imaging generalised Gaussian instrument response function (IRF) approximation and exponentially modified Gaussian IRF model provided accurate ranging results from sub-bin delayed imaging [30–32]. Chang et al. [33] achieved kilometre-scale dither super-resolution depth imaging. These results demonstrate the effectiveness of additional sub-bin delays in improving the ranging resolution. However, for a narrow pulse-width echo with a coarse time-bin quantised single-photon detector, the echoes tend to be distributed between one or two time bins, and the IRF of such a system is difficult to obtain. If we use only multiple sub-delayed results with the subtractive dither, the reconstruction algorithm should be implemented multiple times, and the detailed sub-bin difference distribution caused by the sub-bin delay is not utilised.

Different from other sub-bin delay processing methods, which only use the known sub-bin delayed scale as a priori of photon flight time, in this paper, we pay more attention to the change in photon count histogram distribution caused by sub-bin delays, which is more suitable for photon counting imaging data. We found that the broadening of signal caused by coarsening time bin discrete sampling is related to the starting acquisition time. In addition, there is a signal distribution consistency prior to sub-bin delayed acquisition within a single frame. So, sub-bin delayed acquisition times are used as known prior to registration and multiplication as fusion processing in our method. It is possible to achieve the auto correlation of multiple sub-frame signals while increasing sampling, thereby effectively enhancing and refining the theoretical distribution of effective signal photon numbers and reducing broadening caused by coarse sampling for the photon count histogram. Specifically, we first analysed the relationship between the gate start time of TDC, quantisation error, and count distribution. Refined histograms with time-resolved differences were obtained by multiplying the fused multiple subframe coarsened histograms based on the a priori known sub-bin delays while assuming echo consistency. Finally, the arrival times of the echo photons were obtained from a sub-bin photon-counting histogram. By establishing a theoretical target model and using Monte Carlo simulations, we verified the applicability of the developed method under noisy conditions.

The remainder of this article is organised as follows. Section 2 introduces the observation model of the photon-counting imaging system. Section 3 introduces and analyses
the quantisation error. Section 4 details the imaging principle of the sub-bin shift scanning acquisition and fusion method, and Section 5 presents the experimental results. Section 6 presents our discussion, which includes suggestions for future work.

2. Observation Model

The schematic diagram of a typical photon-counting 3D imaging system is depicted in Figure 1a. Laser pulses emitted from a high-frequency pulse laser illuminate the target scene, and the reflected photons from the target are detected by a single-photon detector for photon counting. An external trigger signal serves as the start signal for both the laser and the TDC module. When a photon is detected by the single-photon detector, TDC will receive a stop signal generated by the single-photon detector. The TDC then converts the time interval between the start and stop signals into a digital signal, recording as the photon arrival time to the single photon detector. Single-photon detectors do not allow distinction in the detection of the number of photons and only detect a photon or the absence of a photon; therefore, multiple pulses are continuously emitted and accumulated to achieve 3D imaging, utilizing time-correlated single-photon counting (TCSPC) techniques [34], as shown in Figure 1b, to obtain the photon-counting histograms and retrieval of the target distance.

Suppose that the distribution of laser pulses, $s(t)$, in a time series is an approximately Gaussian distribution given by

$$S(t) = S_0 \exp\left(-\frac{t^2}{2\tau_p^2}\right)$$

(1)

where $S_0$ is the maximum number of photons contained in a single pulse and $\tau_p$ is the laser pulse width. According to the linear transmission theory, the echo signal can be expressed as

$$\lambda_r(t) = \eta \cdot \left(r_{i,j} \cdot S(t) * h_{object}(t) + n_b\right) * IRF(t) + n_d$$

(2)

where $\eta$ is the detector quantum efficiency, $r_{i,j}$ is the intensity at pixel $(i, j)$, $n_b$ is a constant denoting the background noise rate, $n_d$ is the dark count rate, $h_{object}(t) = \delta\left(t - \frac{2c R}{\lambda}\right)$, $R$ is the target distance, $c$ is the speed of light, $IRF$ is the per-pixel instrument response function, and $*$ represents the convolution operation. Under a low light intensity, the detector captures photon events as a random process obeying a Poisson distribution according to
the probability theory of photon detection. The average number of echo photons in time bin \( t_p \) at pixel \((i, j)\) is given by
\[
\lambda^{(i,j)}_{t_p} = \int_{t_p - 1 \cdot t_{bin}}^{t_p \cdot t_{bin}} \lambda^{(i,j)}(t) \, dt
\]  
(3)

where \( t_{bin} \) represents a discrete sampling-time binary scale. For a general multipixel parallel readout detector, the detection probability of a single pixel is not affected by the photon distribution of other pixels. Let \( Y \) represent the data cube of \( Nr \times Nc \) pixels and \( T \) histogram bins and \( y^{(i,j)}_{t_p} \) be the observed photon count at pixel \((i, j)\) and time bin \( t_p \), which obeys Poisson distribution \( y^{(i,j)}_{t_p} \sim P(\lambda^{(i,j)}_{t_p}) \). The probability of \( y^{(i,j)}_{t_p} \) in the timeslot is expressed as
\[
P(y^{(i,j)}_{t_p}) = \frac{\lambda^{(i,j)}_{t_p}^{y^{(i,j)}_{t_p}} \exp(-\lambda^{(i,j)}_{t_p})}{y^{(i,j)}_{t_p}!}
\]  
(4)

The likelihood function for the distribution of reflected photons is expressed as
\[
P(Y|R_{i,j}, r_{i,j}, b_{i,j}) = \prod_{t_p=1}^{T} \frac{\lambda^{(i,j)}_{t_p}^{y^{(i,j)}_{t_p}} \exp(-\lambda^{(i,j)}_{t_p})}{y^{(i,j)}_{t_p}!}
\]  
(5)

Target distance \( R \) can be estimated by maximising the likelihood in Equation (5). This is equivalent to minimising the negative log-likelihood by removing irrelevant constants as follows:
\[
L_{i,j} = -\log(P(Y|R_{i,j}, r_{i,j}, b_{i,j})) = \sum_{t_p=1}^{T} \left[ \lambda^{(i,j)}_{t_p} - y^{(i,j)}_{t_p} \log(\lambda^{(i,j)}_{t_p}) \right]
\]  
(6)

\[
\hat{R}_{i,j}^{ML} = \arg\min_{\hat{R}_{i,j}} \left( \sum_{t_p=1}^{T} \left[ \lambda^{(i,j)}_{t_p} - y^{(i,j)}_{t_p} \log(\lambda^{(i,j)}_{t_p}) \right] \right)
\]  
(7)

3. Quantisation Error

The ranging error mainly considers the deviation between the system measurement and actual arrival time of the flying photons, which is caused by the limited time-resolved scale during discrete sampling of the single-photon detector. For the real distance of the target, \( R_0, t_0 = \frac{2R_0}{c} \) is the flight time of the laser pulse from the target emission to reflection. However, because of the TDC discrete sampling, the recorded photon arrival time, \( U \), is a coarse time bin containing \( t_0 \) given by
\[
U = q_\Delta(t_0)
\]  
(8)

where \( q_\Delta(\cdot) \) represents the quantisation. If the centre of the time bin is measured, time of flight \( t_0 \) can be included in the following expression:
\[
U = \left( \left\lfloor \frac{t_0}{t_{bin}} \right\rfloor - 0.5 \right) \cdot t_{bin}
\]  
(9)
When the system implements a delay-gating acquisition to reduce background noise, the gate start time is given by $T_s$, and Equation (9) can be rewritten as

$$U = \left( \left[ \frac{t_0 - T_s}{t_{\text{bin}}} \right] - 0.5 \right) \cdot t_{\text{bin}} + T_s \quad (10)$$

The quantitative error is calculated as

$$E_Q = U \cdot \frac{c}{2} - R_0 = \left( \left( \left[ \frac{t_0 - T_s}{t_{\text{bin}}} \right] - 0.5 \right) \cdot t_{\text{bin}} + T_s \right) \cdot \frac{c t_{\text{bin}}}{2} - R_0 \quad (11)$$

Consider a target distance of 5.7 m, $t_{\text{bin}} = 1$ ns, and $T_s = 30–32$ ns in intervals of 0.1 ns. The quantisation error distributions of the measurements at different gate start times are shown as black lines in Figure 1. When the start time of the time gate is set to 30 ns, the reflected echo is approximately at the junction of the eighth and nineth timeslots, while the quantisation error is negative, and the absolute error reaches the maximum in the entire period, $T_{\text{ER}} = \frac{0.5 \cdot t_{\text{bin}} \cdot c}{2}$. With the delay in the gate start time, the reflected echo gradually approaches the middle position of the eighth timeslot, and the quantisation error is still negative. However, the absolute error gradually decreases until the echo is approximately in the middle of the eighth timeslot, and the quantisation error is 0. As the delay gradually increases, the quantisation error becomes positive until it approaches the edge of the seventh timeslots, and the quantisation error reaches its maximum.

In practice, the reflected echo must have pulse width $\tau > 0$. Even for $t_{\text{bin}} \gg \tau$, if the reflected echo position is close to the boundary of the timeslot, the echo is distributed between the two timeslots. In this case, a more accurate reflected photon arrival time can be calculated by comparing the centroid with the weighted average of the distribution over one timeslot. Let $Y_n$ represent the number of photon-count distributions accumulated several times, obtaining an $N \times 1$ vector that gathers the elements of the observation photon-count distribution over time, where $N$ is the number of time bins in the acquisition gate. The centroid error can be calculated using Equation (12) as follows:

$$E_T = \frac{\sum_{t_p=1}^{N} t_p \cdot Y_n}{\sum_{t_p=1}^{N} Y_n} \cdot \frac{c t_{\text{bin}}}{2} - R_0 \quad (12)$$

Consider an echo characterised by a Gaussian distribution with a pulse width of 200 ps and other fixed acquisition parameters. In Figure 2, the red curve indicates the distribution of the quantised centroid errors with respect to the gate start time. Weighted averaging across multiple timeslots reduces the absolute ranging error at the boundaries of the timeslots. In addition, when the reflected signal centroid is aligned with the midpoint between the two slots, the quantised centroid error is minimised to 0. Although the centroid contributes to error reduction, as $t_{\text{bin}} \gg \tau$, most collected results for the gate start times are still located within one timeslot. Therefore, the predominant source of error is the quantisation error arising from coarse discrete sampling.
1. Perform sub-bin alignment on coarse photon-count histograms obtained from multiple sub-bin delayed photon-count distributions over time. The subframes are represented as given by delays can be calculated as accuracy. The method steps are detailed as follows: apply multiplication or addition to a sub-bin delayed acquisition histogram fusion method for the statistical results, the sub-bin difference in each slot is not fully used. Hence, we apply multiplication or addition to a sub-bin delayed acquisition histogram fusion method to obtain one frame. If the number of accumulated pulses per frame is \( N_p \) and the sub-bin delays are implemented a \( K \) number of times, we define the accumulated \( N_p/K \) pulses as subframe acquisition in this paper. For single-frame acquisition, we assume consistent reflected signals are unchanged target information. The theoretical signal remains consistent despite the addition of an acquisition start-time delay in the subframe. Thus, the recorded photon arrival time measurements contain sub-bin differences. By accumulating within multiple sub-frames, multiple coarse-resolution photon-count histograms with sub-bin differences can be obtained. We introduce a delay module to preselect the time gate before the trigger signal reaches the time to digital convert as shown in Figure 1. This is because the delay accuracy of the existing delayer is often very high. For example, the DG535 digital delay generator [35] can achieve a 5 ps digital delay control. Thus, the system achieves a sub-bin-resolved delay by precisely controlling the module parameters. After obtaining \( K \) coarse photon-counting histograms with sub-bin differences, we resolve the arrival time from each coarse photon-counting histogram by subtracting the known delays and averaging the results. As discussed in [28,31], where only sub-bin differences are used after solving for the statistical results, the sub-bin difference in each slot is not fully used. Hence, we apply multiplication or addition to a sub-bin delayed acquisition histogram fusion method to obtain an approximate sub-bin photon-counting histogram and improve the ranging accuracy. The method steps are detailed as follows:

1. Perform sub-bin alignment on coarse photon-count histograms obtained from multiple sub-bin delayed acquisitions.
2. Refine the coarse photon-counting histogram and equally divide the photon counts of each bin into sub-bin counts.
3. Multiply or add the refined histograms according to Equations (13) and (14).
4. Solve the photon-arrival time based on the results of step 3.

A schematic of the process of double delaying is depicted in Figure 3.

We assume that the sub-bin delay scale is \( t_{sub} \). The times of implemented sub-bin delays can be calculated as \( K = \frac{t_{sub}}{t_{sub}} \). If the first acquisition gate start time is set to \( T_{S0} \), \( T_{S} \) is given by \( T_{S0} : t_{sub} : T_{S0} + (K - 1) \times t_{sub} \). The photon-counting histograms obtained from the subframes are represented as \( Y_N \{1 : K\} \) and gather the elements of the \( K \) observed sub-bin delayed photon-count distributions over time. \( Y_N \{1 : K\} \) contains \( K \) vectors of dimension \( N \times 1 \). We assume that the target does not change in a single frame and only the

![Figure 2. Distribution of quantisation error and quantisation centroid error with difference gate start time at 5.7 m target distance.](image)

**4. Sub-Bin Delayed Acquisition Imaging and Fusion Method**

Single photon detection often requires accumulating multiple pulses to obtain a single frame result. Therefore, the implementation of the sub-bin delayed scanning acquisition requires the acquisition and fusion of multiple sub-frames to obtain one frame. If the number of accumulated pulses per frame is \( N_p \) and the sub-bin delays are implemented a \( K \) number of times, we define the accumulated \( N_p/K \) pulses as subframe acquisition in this paper. For single-frame acquisition, we assume consistent reflected signals are unchanged target information. The theoretical signal remains consistent despite the addition of an acquisition start-time delay in the subframe. Thus, the recorded photon arrival time measurements contain sub-bin differences. By accumulating within multiple sub-frames, multiple coarse-resolution photon-count histograms with sub-bin differences can be obtained. We introduce a delay module to preselect the time gate before the trigger signal reaches the time to digital convert as shown in Figure 1. This is because the delay accuracy of the existing delayer is often very high. For example, the DG535 digital delay generator [35] can achieve a 5 ps digital delay control. Thus, the system achieves a sub-bin-resolved delay by precisely controlling the module parameters. After obtaining \( K \) coarse photon-counting histograms with sub-bin differences, we resolve the arrival time from each coarse photon-counting histogram by subtracting the known delays and averaging the results. As discussed in [28,31], where only sub-bin differences are used after solving for the statistical results, the sub-bin difference in each slot is not fully used. Hence, we apply multiplication or addition to a sub-bin delayed acquisition histogram fusion method to obtain an approximate sub-bin photon-counting histogram and improve the ranging accuracy. The method steps are detailed as follows:

1. Perform sub-bin alignment on coarse photon-count histograms obtained from multiple sub-bin delayed acquisitions.
2. Refine the coarse photon-counting histogram and equally divide the photon counts of each bin into sub-bin counts.
3. Multiply or add the refined histograms according to Equations (13) and (14).
4. Solve the photon-arrival time based on the results of step 3.

A schematic of the process of double delaying is depicted in Figure 3.

We assume that the sub-bin delay scale is \( t_{sub} \). The times of implemented sub-bin delays can be calculated as \( K = \frac{t_{sub}}{t_{sub}} \). If the first acquisition gate start time is set to \( T_{S0} \), \( T_{S} \) is given by \( T_{S0} : t_{sub} : T_{S0} + (K - 1) \times t_{sub} \). The photon-counting histograms obtained from the subframes are represented as \( Y_N \{1 : K\} \) and gather the elements of the \( K \) observed sub-bin delayed photon-count distributions over time. \( Y_N \{1 : K\} \) contains \( K \) vectors of dimension \( N \times 1 \). We assume that the target does not change in a single frame and only the
sampling location changes. Therefore, the theoretical signal distribution remains consistent within a subframe. Multiple sub-bin-resolved acquisition histograms represent discrete samples of the same signal with a different sub-bin acquisition position. All the histogram values are non-negative. Along with the assumption of single-pixel signal consistency within a frame, multiple histograms of the sub-bin distribution theoretically continue to represent the signal after averaging through multiplication or summation. The specific formulation is expressed as

\[
Y_{N,M} = \prod_{i_{sub}=1}^{K} Y_N\{i_{sub}\} \quad \text{(13)}
\]

\[
Y_{N,A} = \frac{1}{K} \sum_{i_{sub}=1}^{K} Y_N\{i_{sub}\} \quad \text{(14)}
\]

This is similar to the concept of multi-frame image spatial super-resolution, which leverages complementary information across various sequences. The sub-bin delay information is also mixed into the photon-counting histogram by processing the additive averaging or multiplying the averaging in each timeslot. Thus, multiplication can be used to fuse the coarse histograms of multiple sub-temporal-resolution delay differences, and the sub-temporal resolution differences can be introduced into each fine timeslot.

Consider a target distance of 6 m, \(\tau = 100\, \text{ps}\), \(t_{\text{bin}} = 1\, \text{ns}\), \(t_{\text{sub}} = 0.1\, \text{ns}\), and \(T_s = 35\, \text{ns}\). The photon-count histograms of coarse discrete sampling with sub-bin delay are shown in Figure 4.

The results of histogram fusion using different methods are shown in Figure 5. It can be seen that the photon-count distribution of direct measurement as shown in Figure 5b widened compared to Figure 5a and with any distribution information, which is mainly caused by coarsening the quantisation. Both the additive and multiplicative fusion methods can obtain photon-count distributions information as shown in Figure 5c,d, but Figure 5d seems more closer to Figure 5a. Different from the additive method, which retained all distributions by directly adding all the sub-bin counts, the signal consistency was checked while implementing the multiply fusing method. The value of any time bin including the reflected signal is not zero for any delayed acquisition, which means that any sub-bin that has one zero value is not an effective signal sub-bin. Multiplication can eliminate this area; if any sub-bin in every subframe has a zero value, multiplication results in zero. Therefore, multiplication can reduce the width of the edge regions caused by coarse discrete
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**Figure 3.** Example of proposed method for double delaying.

The red area indicates the effective area.
sampling during fusion. Similarly, the proposed multiplication fusion method can mitigate background noise with large variance.

Figure 4. Delay of 0.1 ns for acquisition coarse histograms at 6 m target distance.

Figure 5. Counts over time using different fusion methods. (a) Theoretical photon-count distribution. (b) Direct measurement histogram distribution. (c) Additive fusion-count distribution. (d) Multiplicative fusion-count distribution.

5. Simulations and Results

First, we analyse the proposed method under different sub-bin delay effects. Consider a Gaussian distribution for echo pulse width \( \tau = 100 \) ps. The maximum target distance is set to 5.78 m, and the closest distance is set to 5.48 m for \( t_{bin} = 1 \) ns, \( T_S = 30 \) ns, and a time gate range of 20 ns. The results of the ranging error distribution for different sub-bin delay scales and methods are shown in Figure 6. The range error can be reduced using both subtractive dither and the proposed method by implementing a certain sub-bin delay. However, at a given sub-bin delay scale, the proposed method always has a smaller ranging error than subtractive dither, demonstrating its effectiveness under different sub-bin delay scales. With a delay of 1/2 ns, the period over which the ranging error varies with the theoretical distance is reduced to half the initial period, as illustrated in Figure 6a. This phenomenon is further exemplified in Figure 6b–d, where delays of 1/4 ns, 1/5 ns, and 1/10 ns also exhibit similar effects. As the sub-bin delay scale decreases, the error period is correspondingly shortened to 1/4 ns, 1/5 ns, 1/10 ns. In Section 3, we dis-cussed the relationship between the quantisation error period and the quantization error and
found that the period corresponding to the quantization error corresponds exactly to one quantisation time slot; theoretically speaking, implementing the sub-bin delay K times with a 1/K ns scale can reduce the quantization resolution of the system to 1/K ns. Therefore, the improvement of the proposed method depends on the delay accuracy of the delay module. The highest delay accuracy of the DG535 delayer system can reach 5 ps.

Figure 6. Distribution of ranging error with theoretical distance for (a) \( t_{\text{sub}} = 1/2 \text{ns} \), (b) \( t_{\text{sub}} = 1/4 \text{ns} \), (c) \( t_{\text{sub}} = 1/5 \text{ns} \), and (d) \( t_{\text{sub}} = 1/10 \text{ns} \).

We also constructed an inclined flat target to simulate a distance range from 5.48 m to 5.78 m. Consider \( t_{\text{sub}} \) of 1/5 ns as an example to evaluate the proposed method for reducing the ranging error with the theoretical distance for different reflected echo pulse widths. The distributions of the calculated and theoretical distances for different pulse widths are shown in Figures 7 and 8. The mean absolute error (MAE) is computed for each reconstructed depth image to evaluate the efficacy of different methods in estimating depth images.

\[
 MAE(R_0, \hat{R}) = \frac{1}{N_x N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} |R_{0,ij} - \hat{R}_{i,j}|
\]  

(15)
As shown in Figures 7 and 8, for any pulse width, the reconstruction results of the proposed method are consistently closer to the real image. When the pulse width
is very small, the details of the sub-bin-resolved delay distribution at a delay scale of 0.2 ns are limited. Therefore, the proposed method slightly outperforms subtractive dither reconstruction. For \( \tau = 20 \) ps and \( t_{\text{sub}} = 1/5 \) ns, the subtractive dither reduces the MAE by 82.55%, whereas the proposed method reduces it by 96.40% for a pulse width of 100 ps. The sub-bin delay scale provides more details about the sub-bin count histogram distribution. The proposed method yields good reconstruction results, as shown in Figures 7c and 8c. The abstractive dither reduces the MAE by nearly one order of magnitude, whereas the proposed method reduces it by approximately three orders of magnitude, as shown in Table 1. Hence, the sub-bin differential distribution information obtained using the proposed method contributes to the reconstruction accuracy.

### Table 1. MAE for different echo pulse widths and methods.

<table>
<thead>
<tr>
<th>Pulse Width (ps)</th>
<th>Method</th>
<th>MAE (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Direct measurement</td>
<td>3.61</td>
</tr>
<tr>
<td></td>
<td>Subtractive dither</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.13</td>
</tr>
<tr>
<td>50</td>
<td>Direct measurement</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>Subtractive dither</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>0.0013</td>
</tr>
<tr>
<td>100</td>
<td>Direct measurement</td>
<td>3.10</td>
</tr>
<tr>
<td></td>
<td>Subtractive dither</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>3.01 \times 10^{-3}</td>
</tr>
</tbody>
</table>

However, with an increase in pulse width, the reconstruction results tend to be closer to the ground truth when the sub-bin delay processing is employed which conflicts with our general understanding that a larger pulse width results in a low measurement accuracy. From the perspective of reconstruction, when the pulses are distributed over one time bin, a more accurate centroid position can be obtained by weighing the distribution of multiple time bins. The impact of pulse width on measurement error was discussed in Section 3. In this study, although pulse widths were set to be shorter than the time bin width, under the sub-bin delay acquisition, a longer pulse width results in the photon counts, distributed in the two bins, to be collected more times. As a result, our simulation results have higher measurement accuracy when the echo pulse width is larger. In this paper, we set all pulse widths to be smaller than the time bin width; however, the larger the pulse width, the more times the photon counts distributed in the two bins are collected during sub-bin delay shifting acquisition. So, the simulation results have higher measurement accuracy when the echo pulse width is larger. In order to analyse the performance of the proposed method under noise conditions, we built a tank model to simulate a distance ranging from 5.5 m to 5.8 m for \( t_{\text{bin}} = 1 ns \), \( t_{\text{sub}} = 0.1 ns \), \( \tau = 50 \) ps, and 0.1 photons per pulse for a single pixel. The signal-to-background noise ratio (SBR) was set to 2 to establish a high-SBR scenario and to 0.05 to establish a low-SBR scenario. The number of simulation acquisitions per frame was set to 1000, corresponding to 100 acquisitions per subframe. A Monte Carlo simulation was used to describe the reflected photons along with Equations (1)–(4). The simulation reconstruction results are shown in Figure 9. Table 2 lists the MAE under different noise conditions.

As shown in Figure 9a–d, both subtractive dither and the proposed method can improve the range resolution in the high-SBR scenario. Subtractive dither and the proposed method reduce the MAE by 71.37% and 87.68%, respectively. Figure 9e–h shows that the proposed method has a better performance in the low-SBR scenario because it achieves consistency across multiple subframes for multiplication fusion, thereby filtering background noise by exploiting its large variance characteristics. Therefore, the influence of background noise on the range resolution and error can be mitigated, achieving an MAE reduction of 95.60% at an SBR of 0.05.
The increase in acquisition time caused by additional delayed scanning is also a concern. A longer time can improve the signal-to-noise ratio by accumulating multiple pulses. Therefore, we mainly simulated under a low-SBR scenario, where SBR = 0.05, and collected the reconstruction results with different acquisition times set to $t_{\text{bin}} = 1\text{ns}$, $t_{\text{sub}} = 0.1\text{ns}$, $\tau = 50\text{ps}$, and 0.1 photons per pulse for a single pixel. The pulses contained in each frame of direct measurement are 200 pulses, 500 pulses, 1000 pulses and 2000 pulses; the number of pulses per sub-frame were set to 20, 50, 100 and 200, respectively, which can ensure that direct measurement and sub-bin delayed measurement set the same acquisition time per frame. The simulation reconstruction result is shown in Figure 10.

Figure 10d–h reveals that, under the condition of accumulating two hundred pulses per frame, the average number of collected signal photons per frame is approximately 20. The theoretical average number of photons in an individual sub-frame is merely 2. At this point, several effective signal regions have not captured any photons, leading to partial signal loss during the multiplicative fusion process. Therefore, when applying the proposed method, the theoretical number of photons accumulated in each sub-frame should exceed 10 photons, as illustrated in Figure 10l.

We note that, if direct measurement and subtractive dither measurement are employed, a higher acquisition pulse number is required to achieve better reconstructed images, as shown in Figure 10b,f,j,n and Figure 10c,g,k,o. Due to the denoising capability of the proposed method in this study, the acquisition time for a single frame is reduced, and this method is even able to obtain reconstructed images that are superior to the direct measurement method with less acquisition pulses as shown in Figure 10l,n,o. Therefore, we can consider that the additional scanning time introduced by sub-bin delay in our proposed method does not significantly extend the imaging time.

Furthermore, with a long accumulation time, the consistency of noise will be enhanced, thereby reducing the denoising effectiveness of direct multiplicative fusion, as depicted in Figure 10o. In such cases, the impact of noise can be mitigated through preprocessing with a threshold setting followed by fusion processing.
6. Discussion

We established a mathematical model to investigate the influence of the gate start time on the quantisation error of photon-counting 3D imaging. Our analysis revealed the periodic nature of the quantisation error with respect to the gate start time. Subsequently, a novel sub-bin delay scanning acquisition and fusion method was developed to mitigate the quantisation error, enhance the range resolution of the system, and improve the ranging accuracy. Subsequently, a distance target model was built to assess the influence of the delay scale and reflected echo width on distance reconstruction. The results show that by shortening the delay, the system improves the depth resolution and ranging accuracy. Furthermore, because the proposed method employs correlation fusion across multiple subframes, it systematically assesses the signal consistency during sub-bin gap determination. Because the variance of the background noise is much larger than that of the signal, we mitigate the noise to improve the results even under a low SBR. To ensure correlation among multiple subframes, more than 10 photons should be preferably collected in a single subframe. When few photons are collected, which leads to high randomness in the subframe distribution and reduced consistency, it is recommended to employ additive fusion and denoising during reconstruction. Additionally, to ensure the integrity of delayed sampling, we conducted a performance analysis under known equal-interval delays, leaving the investigation of data processing under random sub-bin delays for future work. Relevant articles have been explored on the acquisition of experimental data for sub-bin delays. We will continue to study the reliability of the proposed method under experimental data in the future. In addition, we will explore other spatial super-resolution methods for application to photon-counting imaging systems and possibly extend them to other super-resolution applications.
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