Compact Single-Shot Dual-Wavelength Interferometry for Large Object Measurement with Rough Surfaces
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Abstract: Single-shot dual-wavelength interferometry offers a promising avenue for surface profile measurement of dynamic objects. However, current techniques employing pixel multiplexing or color cameras encounter challenges such as complex optical alignment, limited measurement range, and difficulty in measuring rough surfaces. To address these issues, this study presents a novel approach to single-shot dual-wavelength interferometry. By utilizing separated polarization illumination and detection, along with a monochromatic polarization camera and two slightly different wavelengths, this method enables the simultaneous recording of two frames of separated interferometric patterns. This approach facilitates straightforward optical alignment, expands measurement ranges, accelerates data acquisition, and simplifies data processing for dual-wavelength interferometry. Consequently, it enables online shape measurement of large dynamic samples with rough surfaces.
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1. Introduction

Surface profile measurement is pivotal for assessing the quality of various materials, including metals, plastics, and glass components, with significant implications for both industrial applications and scientific research [1]. A key player in this domain is interferometry, a robust and widely utilized technique renowned for its role in precisely measuring the surface profile of optical elements [2]. This technique involves the interference of the image, \( U(x,y) \), of the object under inspection with a planar reference light beam, \( R_0 e^{i k x} \), resulting in interference fringes described as \( I(x,y) = |U(x,y)|^2 + R_0^2 + 2R_0|U(x,y)| \cos[kx - \varphi(x,y)] \). The wavelength of the illumination beam and the surface profile of the object \( h(x,y) \) are crucial to this pattern and can be described as \( I(x,y) = |U(x,y)|^2 + R_0^2 + 2R_0|U(x,y)| \cos[kx - 4\pi h(x,y)/\lambda] \). Spatial filtering [3] or phase shifting methods [4,5] are commonly used to accurately compute the surface profile \( h(x,y) \) from the interference pattern \( I(x,y) \). This is a fundamental and well-known principle of interferometry. Interferometry-based methods offer notable advantages over alternatives like spectral confocal [6,7] and structured illumination [8,9] methods, providing superior accuracy, speed, and a large field of view [10]. For instance, interferometry excels in measuring objects with diameters larger than 500 mm, achieving accuracy in the nanometer range at video rate [10]. Interferometry-based methods offer notable advantages in terms of high precision, rapid data acquisition, and a broad field of view compared to alternative methodologies. However, single-wavelength interferometry is constrained by the nanometer wavelength of the laser source, limiting...
its ability to measure very small surface profiles of objects and restricting its application range.

Subsequently, researchers proposed a dual-wavelength method [11–13] to enhance the measurement range of object surface profiles. The principle involves using lasers with wavelengths $\lambda_1$ and $\lambda_2$ to illuminate the object separately, capturing two frames of interferograms. According to specific objectives, research in dual-wavelength interferometry can be categorized into two main groups. One group focuses on enhancing the accuracy of phase unwrapping by processing two interferograms of different wavelengths separately [14–16]. The other group aims to achieve a large, synthesized wavelength $\frac{\lambda_2\lambda_1}{\lambda_2-\lambda_1}$ to measure the shape of large objects through methods such as multiplication or subtraction of interferograms with slightly different wavelengths [17].

In the latter group of dual-wavelength interferometry, the phase of the synthesized interference fringe can be calculated as $\varphi(x, y) = 4\pi h(x, y) \frac{\lambda_2-\lambda_1}{\lambda_2\lambda_1}$, where $h(x, y)$ represents the height of the surface profile of the object under measurement. Given that the synthetic wavelength is significantly larger than both $\lambda_1$ and $\lambda_2$, the measurement range of dual-wavelength interferometry far exceeds that of single-wavelength interferometry. Even objects with heights of several centimeters can be accurately measured using two visible wavelengths. In typical dual-wavelength interferometry, at least two frames of interferograms need to be recorded while two laser sources with slightly different wavelengths, $\lambda_1$ and $\lambda_2$, are sequentially switched on and off. The minimum data acquisition time is typically several milliseconds. Thus, conventional dual-wavelength interferometry, while offering expanded measurement ranges, has been limited by relatively lengthy data acquisition times, hindering its applicability to dynamic objects. Consequently, this method may not be suitable for measuring the surfaces of dynamic objects in many cases. To overcome this limitation, various approaches to single-shot dual-wavelength interferometry have been developed, including those employing pixel multiplexing schemes [18–20] or color cameras [21,22]. In pixel multiplexing-based dual-wavelength interferometry, the interferograms exhibit interference fringes with different orientations or periods, enabling their separation in the Fourier domain for subsequent individual processing. However, achieving this separation requires intricate optical alignment, often involving the use of diffraction gratings or quarter-wave plates. Moreover, the presence of multiple diffraction orders in the Fourier transform of the recorded image adds complexity to the data processing in pixel multiplexing-based dual-wavelength interferometry. Furthermore, this single-shot method is unsuitable for measuring objects with rough surfaces, as visible fringes are absent in both interferograms of different wavelengths. On the other hand, color camera-based dual-wavelength interferometry utilizes RGB pixels to capture red, green, and blue images separately, with a micro polarizer array employed for polarization phase shifting. This approach typically entails simpler optical alignment and data processing. However, due to the significant wavelength intervals among red, green, and blue lasers, the synthesized wavelength is limited. Consequently, this method is unable to effectively measure large objects [23,24].

To extend the application of single-shot dual-wavelength interferometry to the measurement of large objects with rough surfaces, such as common plastic, metal, or glass components, this paper proposes a novel approach. Utilizing a monochromatic polarization camera, the method directly acquires two separate interferograms of slightly different wavelengths, enabling single-shot dual-interferometry with a broad measurement range, simplified optical alignment, convenient data acquisition, and straightforward data processing. By precisely aligning the polarizations of the illuminations at $\lambda_1$ and $\lambda_2$ along the x-axis and y-axis, respectively, two interferograms of $\lambda_1$ and $\lambda_2$ can be directly recorded by pixels equipped with polarizers in the x-axis and y-axis orientations. Eliminating the need for pixel multiplexing and employing slightly different wavelengths, this proposed method achieves simultaneous simplicity in optical alignment and expansiveness in the measurement range. Additionally, the overall
data acquisition time, primarily governed by detector exposure, is effectively reduced to mere microseconds in many scenarios. Furthermore, since the two recorded interferograms can be processed independently, the data processing of this proposed method remains straightforward. Consequently, our approach facilitates the seamless measurement of large dynamic objects with very rough surfaces, previously challenging to measure with interferometry-based techniques.

Although polarization techniques have been demonstrated in both multi-wavelength techniques (MWT) and dual-wavelength interferometry to expedite data acquisition [25], primarily for phase shifting or crosstalk reduction between wavelengths during their propagation to the camera, our method represents the first instance, to our knowledge, of achieving rapid dual-wavelength interferometry using polarization illumination and polarization detection in conjunction with a monochromatic polarization camera. This integration enables the simultaneous simplification of optical alignment, expansion of measurement range, acceleration of data acquisition, and streamlining of data processing.

2. Principle of Common Dual-Wavelength Interferometry

The surface of any real object can be expressed as \( h(x, y) = h_0(x, y) + \Delta h(x, y) \), wherein \( h_0(x, y) \) denotes the surface profile, and \( \Delta h(x, y) \) signifies the surface roughness. In numerous instances, \( \Delta h(x, y) \) assumes the form of a rapidly fluctuating, stochastic function of coordinates \((x, y)\), with our primary focus directed towards its static attributes [26]. By expanding the interference term \( \cos \left[ kx - 4\pi \frac{h_0(x,y) + \Delta h(x,y)}{\lambda} \right] \) as \( \cos \left[ kx - 4\pi \frac{h_0(x,y)}{\lambda} \right] \cos \left[ 4\pi \frac{\Delta h(x,y)}{\lambda} \right] + \sin \left[ kx - 4\pi \frac{h_0(x,y)}{\lambda} \right] \sin \left[ 4\pi \frac{\Delta h(x,y)}{\lambda} \right] \), we gain insightful perspectives into the influence of the scale of \( \Delta h \) in relation to the wavelength [27].

In the case of optical elements where \( \Delta h(x, y) \) is at a scale significantly smaller than the illumination wavelength, the terms \( \sin \left[ 4\pi \frac{\Delta h(x,y)}{\lambda} \right] \) and \( \cos \left[ 4\pi \frac{\Delta h(x,y)}{\lambda} \right] \) approximate zero and 1.0, respectively. Consequently, the interferometry simplifies to \( I(x,y) = |U(x,y)|^2 + R_0^2 + 2R_0 |U(x,y)| \cos \left[ kx - 4\pi h_0(x,y)/\lambda \right] \), facilitating the accurate computation of \( h_0(x,y) \) from \( I(x,y) \). However, for common metal and plastic components featuring \( \Delta h(x,y) \) much larger than \( \lambda \), interference fringes become irregular as both \( \sin \left[ 4\pi \frac{\Delta h(x,y)}{\lambda} \right] \) and \( \cos \left[ 4\pi \frac{\Delta h(x,y)}{\lambda} \right] \) randomly and abruptly change from -1 to +1 with coordinates \((x, y)\), and the surface profile \( h_0(x,y) \) cannot be computed from \( I(x,y) \). This limitation forms the basis for the constraint of interferometry to optical elements. Theoretically, using radiation with a wavelength of 10 um or larger could make \( \frac{\Delta h(x,y)}{\lambda} \) very small for most metal or plastic objects. However, practical limitations, such as the lack of high-resolution 2D detectors for wavelengths larger than 10 um, hinder interferometry’s ability to measure rough object shapes. To realize the surface profile measurement on an object with considerable height or large roughness, dual-wavelength interferometry was developed [28], where two laser beams with slightly different wavelengths, \( \lambda_1 \) and \( \lambda_2 \), were applied to capture two interferograms, \( I(\lambda_1) \) and \( I(\lambda_2) \), and interference fringes at a quite long synthetic wavelength, \( \frac{\lambda_1 \lambda_2}{\lambda_1 - \lambda_2} \), can be obtained by directly subtracting or multiplying these two interferograms.

When laser beam \( U_1(x, y) \), with a wavelength of \( \lambda_1 \), vertically illuminates an object, the reflected light takes the form \( U_1(x, y)e^{\frac{4\pi i h_0(x,y) + \Delta h(x,y)}{\lambda_1}} \). Interfering this reflected light with a plane wave of \( R_{01} e^{ikx} \) results in the formation of an interferogram,

\[
I_1(x,y) = |U_1(x,y)|^2 + R_{01}^2 + 2R_{01}|U_1(x,y)| \cos \left[ kx - 4\pi \frac{h_0(x,y) + \Delta h(x,y)}{\lambda_1} \right]
\]  

(1)

Since both \( |U_1(x,y)|^2 \) and \( R_{01}^2 \) can be separately recorded, subtracting them from \( I_1(x,y) \) yields
\[ I_1(x, y) - |U_1(x, y)|^2 - R_{01}^2 = 2R_{01}|U_1(x, y)| \cos \left[ k_1x - 4\pi \frac{h_0(x, y) + \Delta h(x, y)}{\lambda_1} \right] \]  

(2)

Changing the illumination wavelength from \( \lambda_1 \) to \( \lambda_2 \) produces another equation,

\[ I_2(x, y) - |U_2(x, y)|^2 - R_{02}^2 = 2R_{02}|U_2(x, y)| \cos \left[ k_2x - 4\pi \frac{h_0(x, y) + \Delta h(x, y)}{\lambda_2} \right] \]  

(3)

By multiplying Equation (3) and Equation (2),

\[ I(x, y) = \left[ I_2(x, y) - |U_2(x, y)|^2 - R_{02}^2 \right] \left[ I_1(x, y) - |U_1(x, y)|^2 - R_{01}^2 \right] \]

\[ = 4R_{02}R_{01}|U_2(x, y)|U_1(x, y) \left\{ \cos \left[ k_2x - 4\pi \frac{h_0(x, y) + \Delta h(x, y)}{\lambda_2} \right] \cos \left[ k_1x - 4\pi \frac{h_0(x, y) + \Delta h(x, y)}{\lambda_1} \right] \right\} \]

\[ = 2R_{02}R_{01}|U_2(x, y)||U_1(x, y)| \cos \left[ \left( k_2 + k_1 \right)x - \left[ 4\pi h_0(x, y) + 4\pi \Delta h(x, y) \right] \frac{\lambda_1 - \lambda_2}{\lambda_2} \right] \]

(4)

For common plastic and metal objects, which always have quite rough surfaces, \( \Delta h(x, y) \) is considerably larger than both \( \lambda_2 \) and \( \lambda_1 \) and is a rapid and random function of the coordinates \((x, y)\); the first term on the right side of Equation (4) exhibits high-frequency noise, easily removable with spatial filtering. Since \( \frac{1}{\lambda_2} - \frac{1}{\lambda_1} = \frac{\lambda_1 - \lambda_2}{\lambda_2\lambda_1} \) is significantly smaller than both \( \frac{1}{\lambda_1} \) and \( \frac{1}{\lambda_2} \), particularly when \( \lambda_2 \) and \( \lambda_1 \) are closely aligned, the second term on the right side of Equation (4) manifests as a gradual function of the coordinates \((x, y)\). Thus, the second term and the first term can be effectively separated in the Fourier domain. Utilizing phase-shifting or spatial modulation methods enables the computation of the phase of the second term, \( [4\pi h_0(x, y) + 4\pi \Delta h(x, y)]\frac{\lambda_1 - \lambda_2}{\lambda_2} \), and, consequently, the extraction of the rough surface \( h_0(x, y) + \Delta h(x, y) \). Since \( \Delta h(x, y) \) typically varies rapidly with coordinates \((x, y)\) and may be unresolved for camera pixels of finite size, the computed result essentially represents the surface profile \( h_0(x, y) \).

3. Single-Shot Dual-Wavelength Interferometry with a Polarization Camera

The operational principle of single-shot dual-wavelength interferometry, employing a polarization camera, is shown in Figure 1. In this set up, laser beams at \( \lambda_1 \) and \( \lambda_2 \) are polarized along the x-axis and y-axis, respectively, and subsequently combined via a polarized beam splitter (PBS). The merged laser beam undergoes expansion and collimation before entering the interferometer equipped with a spatial filter (SF) and collimating lens (L1). Within the interferometer, the incident laser beam splits into two paths: one illuminates the sample (S), while the other reflects off a slightly tilted reference mirror (M). The resulting reflected light beams from both the object and the reference mirror interfere with the sensitive chip of a polarization CCD camera. The inset illustrates the structure of the CCD’s sensitive chip, where pixels containing horizontal and vertical patterns record light polarized along the x and y directions, respectively. Additionally, pixels filled with patterns oriented from up–left to down–right detect light polarized at an angle of ~45° relative to the y-axis, while those with patterns from up–right to down–left receive light polarized at an angle of +45° relative to the y-axis. The CCD camera is positioned on the common imaging plane of both mirror M and sample S. By detecting light polarized in four different directions using corresponding pixels of the polarized camera, the experimental setup depicted in Figure 1 is significantly simpler and more compact compared to a previously reported approach [29] that employs a pixel multiplexing scheme.
Upon arriving at mirror M, laser beams of wavelengths $\lambda_1$ and $\lambda_2$ are initially polarized along the x-axis and y-axis, respectively. Upon reflection from M, their polarization remains unchanged as they reach the detector, denoted as R($\lambda_1$) and R($\lambda_2$), respectively. However, when these beams interact with the rough surface of sample S, their polarization becomes degraded. Some of the light with wavelength $\lambda_1$ becomes polarized in the y-direction, while some of the light with wavelength $\lambda_2$ becomes polarized in the x-direction. The light with wavelength $\lambda_1$ reflected from S is represented by two polarization components, $U^H_{\lambda_1}(x, y)$ and $U^Y_{\lambda_1}(x, y)$, corresponding to the x-direction and y-direction, respectively. Similarly, the light with wavelength $\lambda_2$ reflected from S is represented by $U^H_{\lambda_2}(x, y)$ and $U^Y_{\lambda_2}(x, y)$ for the x-direction and y-direction, respectively. The intensity formed by light polarized in the x-direction and that formed by light polarized in the y-direction can be expressed as follows:

$$I_1(x, y) = |U^H_{\lambda_1}(x, y)|^2 + R_{\lambda_1}^2 + 2R_{\lambda_1}|U^H_{\lambda_1}(x, y)|\cos[k_1x - 4\pi\frac{h_0(x,y) + \Delta h(x,y)}{\lambda_1}] + |U^H_{\lambda_1}(x, y)|^2 \tag{5}$$

$$I_v(x, y) = |U^Y_{\lambda_1}(x, y)|^2 + R_{\lambda_2}^2 + 2R_{\lambda_2}|U^Y_{\lambda_1}(x, y)|\cos[k_2x - 4\pi\frac{h_0(x,y) + \Delta h(x,y)}{\lambda_2}] + |U^Y_{\lambda_1}(x, y)|^2 \tag{6}$$

The intensities $I_1(x, y)$ and $I_v(x, y)$ can be captured by pixels configured with horizontal and vertical patterns, respectively, as illustrated in Figure 1.

To measure these intensities, one can alternately switch on/off the laser sources emitting light of wavelengths $\lambda_1$ and $\lambda_2$ and selectively block the reference and object arms of the interferometer. This allows for the separate recording of $|U^H_{\lambda_1}(x, y)|^2$, $R_{\lambda_1}^2$, $|U^Y_{\lambda_1}(x, y)|^2$, $R_{\lambda_2}^2$, and $|U^Y_{\lambda_2}(x, y)|^2$. With these measurements in hand, Equations (5) and (6) can be rewritten as follows:

$$I_1(x, y) = I_1(x, y) - |U^H_{\lambda_1}(x, y)|^2 - R_{\lambda_1}^2 - |U^H_{\lambda_1}(x, y)|^2 = 2R_{\lambda_1}|U^H_{\lambda_1}(x, y)|\cos[k_1x - 4\pi\frac{h_0(x,y) + \Delta h(x,y)}{\lambda_1}] \tag{7}$$

$$I_v(x, y) = I_v(x, y) - |U^Y_{\lambda_1}(x, y)|^2 - R_{\lambda_2}^2 - |U^Y_{\lambda_1}(x, y)|^2 = 2R_{\lambda_2}|U^Y_{\lambda_1}(x, y)|\cos[k_2x - 4\pi\frac{h_0(x,y) + \Delta h(x,y)}{\lambda_2}] \tag{8}$$

By multiplying Equation (7) with Equation (8),

$$I_1(x, y)I_v(x, y) = 4R_{\lambda_1}R_{\lambda_2}|U^H_{\lambda_1}(x, y)||U^Y_{\lambda_1}(x, y)|\cos[k_1x - 4\pi\frac{h_0(x,y) + \Delta h(x,y)}{\lambda_1}] \cos[k_2x - 4\pi\frac{h_0(x,y) + \Delta h(x,y)}{\lambda_2}] \tag{9}$$

Equation (9) can be simplified to
\[
I'_h(x,y)I'_h(x,y) = 2R_{\lambda_1}R_{\lambda_2}|U_{\lambda_1}^h(x,y)||U_{\lambda_2}^h(x,y)| \cos \left( (k_2 + k_1)x - \frac{4\pi}{\lambda_1}h_0(x,y) + 4\pi\Delta h(x,y) \right) \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_1} \right)
+ 2R_{\lambda_1}R_{\lambda_2}|U_{\lambda_1}^h(x,y)||U_{\lambda_2}^h(x,y)| \cos \left( (k_2 - k_1)x - \frac{4\pi}{\lambda_1}h_0(x,y) + 4\pi\Delta h(x,y) \right) \left( \frac{1}{\lambda_2} - \frac{1}{\lambda_1} \right)
\]

This equation follows the same principle of common dual-wavelength interferometry as discussed in Equation (4). By analyzing the interference terms \([4\pi h_0(x,y) + 4\pi\Delta h(x,y)]\left(\frac{1}{\lambda_2} - \frac{1}{\lambda_1}\right)\), the rough surface profile \(h_0(x,y) + \Delta h(x,y)\) can be extracted effectively using Equation (10). As \(\Delta h(x,y)\) varies rapidly with coordinates \((x,y)\) and cannot be resolved by camera pixels with finite size, the computed result essentially represents the surface profile \(h_0(x,y)\). Moreover, as the interference fringe of each individual wavelength is not accessible for surfaces with roughness, all computations are conducted using the synthesized wavelength. Hence, the accuracy of this proposed method primarily relies on the accuracy of \(\frac{\lambda_2\lambda_1}{\lambda_2 - \lambda_1}\).

Furthermore, since Equation (10) is derived from interferograms of two polarization components and data acquisition is completed with a single camera exposure, the data acquisition speed is primarily determined by the speed of the CCD camera. For most commercially available industrial cameras, this speed can be reduced to several microseconds, making dual-wavelength interferometry sufficiently fast for measuring dynamic surfaces.

However, it cannot be guaranteed that the intensities of \(|U_{\lambda_1}^h(x,y)|^2, R_{\lambda_1}^2, |U_{\lambda_2}^h(x,y)|^2, R_{\lambda_2}^2, |U_{\lambda_2}^h(x,y)|^2\) remain exactly unchanged throughout the entire experiment, especially when considering dynamic samples and unstable laser sources. Consequently, two additional terms indicating their changes are introduced and denoted as \(\Delta_\lambda = \Delta|U_{\lambda_1}^h(x,y)|^2 - \Delta R_{\lambda_1}^2 - \Delta|U_{\lambda_2}^h(x,y)|^2\) and \(\Delta_\lambda = \Delta|U_{\lambda_2}^h(x,y)|^2 - \Delta R_{\lambda_2}^2 - \Delta|U_{\lambda_2}^h(x,y)|^2\). These terms then appear on the right sides of Equation (7) and Equation (8), respectively. Subsequently, when Equation (7) is multiplied to Equation (8), three additional terms emerge on the right side of Equation (10): \(\Delta_\lambda\Delta_\lambda, 2R_{\lambda_1}\Delta_\lambda|U_{\lambda_1}^h(x,y)\cos \left( k_1x - \frac{4\pi}{\lambda_1}h_0(x,y) + \Delta h(x,y) \right)\), and \(2R_{\lambda_2}\Delta_\lambda|U_{\lambda_2}^h(x,y)\cos \left( k_2x - \frac{4\pi}{\lambda_2}h_0(x,y) + \Delta h(x,y) \right)\). However, given their random speckle distribution and relatively small values, these three terms, along with the first term of Equation (10), can be effectively filtered out using spatial filtering techniques.

4. Proof of Principle Experiments

To validate the feasibility of the proposed measurements, a series of principle verification experiments were conducted using two illumination wavelengths: \(\lambda_1 = 632.8\) nm and \(\lambda_2 = 637.3\) nm. The experimental setup, depicted in Figure 2a, involved merging two polarized laser beams via PBS and then through a collimating and expanding system. This system comprised a spatial filter (SF) and a collimating lens. The SF, consisting of a microscopic objective lens and a pinhole, served to expand and filter the laser beam. The microscopic objective lens transformed the thin laser beam into a spherical wave at the pinhole to mitigate high-frequency noise induced by dust or lens imperfections. Subsequently, the beam was converted into parallel light upon traversing the SF and then the collimating lens (L1). The interference system adopted a Twyman–Green interferometer structure to generate interferograms. In the interferometer, the object under measurement and a plane mirror acting as the reference object were positioned in separate arms.
The specimen utilized in these experiments, depicted in Figure 2b, consisted of a round painted plastic sheet affixed to a lens holder along its side. Positioned at the center of the lens holder was a spiral micrometer, enabling the alteration of the plastic sheet’s shape by introducing various deformations. Precise adjustments to the spiral micrometer allowed for accurate manipulation of the thin sheet’s deformation, with the maximum deformation directly determinable by reading the measuring scale on the micrometer.

Due to the paint coating on the plastic sheet, its surface lacked optical smoothness, resulting in a roughness exceeding the wavelengths $\lambda_1 = 632.8$ nm and $\lambda_2 = 637.3$ nm. Consequently, conventional interferometry methods proved inadequate for characterizing such surface features. To address this challenge, we activated the laser with a wavelength of $\lambda_1 = 632.8$ nm and captured three images: $|U^H_{x1}(x,y)|^2$, $|U^V_{x1}(x,y)|^2$, and $R_{x1}$, as shown in Figure 3a, Figure 3b, and Figure 3c, respectively. Subsequently, we activated a laser with a wavelength of $\lambda_2 = 637.3$ nm and acquired three corresponding images: $|U^H_{x2}(x,y)|^2$, $|U^V_{x2}(x,y)|^2$, and $R_{x2}$, as shown in Figure 3e, Figure 3f, and Figure 3g, respectively. Upon observing that $|U^V_{x1}(x,y)|^2$ and $|U^H_{x2}(x,y)|^2$ formed by components polarized vertically to corresponding illuminations were relatively weak, the neglecting of pixels of the polarization camera with a micro-polarizer at $\pm 45^\circ$ did not result in remarkable energy loss. Upon simultaneously activating the lasers of $\lambda_1$ and $\lambda_2$, we recorded $I_H(x,y)$ and $I_V(x,y)$ in real time. Figure 3d,h display one frame of $I_H(x,y)$ and one frame of $I_V(x,y)$, respectively, recorded with the same exposure of the polarization camera. Since $h(x,y)$ is much larger than $\lambda_1$ and $\lambda_2$, both $I_1(x,y)$ and $I_2(x,y)$ exhibited an absence of visible fringes.

**Figure 2.** (a) The optical alignment. (b) Close-up view of the sample (a painted plastic sheet fixed to the lens holder).
The flowchart of our proposed method for obtaining the contour information of the measured object is depicted in Figure 4.

![Flowchart](image)

**Figure 4.** The compact single-shot dual-wavelength interferometer algorithm flow chart.

According to Equations (7) and (8), the interferogram requires preprocessing by subtracting the object light pattern and reference light pattern. This involves the subtraction of \( I_H(x,y) - |U_{x}^H(x,y)|^2 - R_{x}^2 - |U_{y}^H(x,y)|^2 \) and \( I_V(x,y) - |U_{x}^V(x,y)|^2 - R_{x}^2 - |U_{y}^V(x,y)|^2 \). The resulting images are depicted in Figure 5a and Figure 5b, respectively. Figure 5c presents the product of Figure 5a,b, revealing interference fringes with noticeable noise.

The parallel fringes, primarily influenced by the 2-degree tilt of the reference laser beam, exhibit deformations corresponding to the surface profile \( h_0(x,y) \) of the sample. Under the condition that the reference mirror be tilted by 2 degrees, the permissible local tilt of the sample needed to be greater than \(-2\) degrees. For a sample with a diameter of 50 mm, the theoretically permissible maximum height at the center is calculated as \(25 \text{ mm} \times \tan(2\circ) = 873 \text{ um}\). To ensure an adequate number of interference fringes in experiments, the maximum height should be significantly less than this theoretical value.

Following Equation (10), the speckle noise apparent in Figure 5c arises from the first term of Equation (10) and can be effectively mitigated by Fourier transformation applied to these fringes, selectively retaining low-spatial components. Figure 5d illustrates the resulting interference fringes after noise removal, showcasing a smooth pattern. The subsequent Fourier transformation of Figure 5d yields its spectrum in Figure 5e. Employing the spatial filtering method to isolate the +1 order spatial components from Figure 5e, relocating them to the center of the computational matrix, and executing an inverse Fourier transform generates the phase diagram of the wrapped surface contour, as depicted in Figure 5f. Figure 5g represents the true phase diagram of Figure 5f, following the unwrapping process, while Figure 5h provides a vertical line graph corresponding to the true phase map. Since the obtained interference fringe pattern in Figure 5d exhibited clarity, the least-squares-algorithm-based phase unwrapping method was applied to compute unwrapped phase maps in Figure 6, prioritizing both high computing speed and accuracy [30]. Spatial filtering and phase computation in Figure 5f could be accomplished with a single Fourier transform, eliminating the necessity of generating the fringes in Figure 5d. The inclusion of the clear interference fringes in Figure 5d serves solely to validate the theoretical analysis presented in Section 3.
To assess the precision of the aforementioned experiment, the screw micrometer was incrementally advanced, inducing deformation in the plastic sheet and changing its surface profile. The screw micrometer was advanced eight times, with each movement covering a distance of 30 um. Consequently, the maximum deformation of the sample between two adjacent measurements was also 30 um. Utilizing the introduced method, we were able to measure the shape of the deformed sheet. Figure 6a–h display measured phase diagrams illustrating surface profiles of the plastic sheet corresponding to eight different screw micrometer positions. In each figure, the left part depicts the wrapped phase, while the right part illustrates the corresponding unwrapped phase.

For quantitative analysis, the values of the unwrapped phase were plotted along dotted lines in each figure of Figure 6, as shown in Figure 7. By comparing the obtained values with those read from the screw micrometer, the measurement error was determined. The maximum value in each figure of Figure 7 and the readings from the screw micrometer were listed in Table 1. These measured deformations were calculated as the difference between two successive peaks of the deformed surface profile, as depicted by the curves in Figure 7. These readings from the screw micrometer were considered as the true maximum deformations of the plastic plate. The comparison of the measured maximum deformations to the true maximum deformation yielded impressive maximum absolute and maximum relative errors, both less than 2 um and 6%, respectively. This result underscores the excellent accuracy of the proposed measurement method in this study.
Figure 7. (a–h) correspond to the vertical scribes positioned at the blue dashed line in Figure 6, respectively.

Table 1. Eight experimental measurements, true values, and errors.

<table>
<thead>
<tr>
<th>Positions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screw meter reading(um)</td>
<td>0</td>
<td>30</td>
<td>60</td>
<td>90</td>
<td>120</td>
<td>150</td>
<td>180</td>
<td>210</td>
</tr>
<tr>
<td>measured value(um)</td>
<td>127.5</td>
<td>155.8</td>
<td>185.9</td>
<td>216.1</td>
<td>246.3</td>
<td>275.8</td>
<td>306.5</td>
<td>339</td>
</tr>
<tr>
<td>Difference values(um)</td>
<td>-</td>
<td>28.3</td>
<td>58.4</td>
<td>88.6</td>
<td>118.8</td>
<td>148.3</td>
<td>179</td>
<td>211.5</td>
</tr>
<tr>
<td>absolute error(um)</td>
<td>-</td>
<td>1.7</td>
<td>1.6</td>
<td>1.4</td>
<td>1.2</td>
<td>1.7</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td>Relative error</td>
<td>-</td>
<td>5.6%</td>
<td>5.3%</td>
<td>4.7%</td>
<td>4%</td>
<td>5.6%</td>
<td>3.3%</td>
<td>5%</td>
</tr>
</tbody>
</table>

5. Conclusions

The single-shot dual-wavelength interferometry method proposed in this paper offers a precise solution for measuring the surfaces of dynamic objects with high levels of roughness, particularly on commonly encountered metal and plastic surfaces. By simultaneously capturing two frames of polarization interferograms at two laser wavelengths, subtracting the zero-order intensity from each frame, and then multiplying them, we obtain a processed interferogram at a synthetic wavelength, thereby enhancing the measurement range. This approach facilitates the measurement of surfaces on ordinary metal and plastic materials across a substantial range. This theoretical foundation confirms its principles, while experimental validation demonstrates its feasibility, yielding a relative measurement error of less than 6%.

A distinctive aspect of this single-shot dual-wavelength interferometry lies in its utilization of separated polarization illumination and separated polarization detection, coupled with a monochromatic polarization camera. This approach simultaneously achieves simple optical alignment, a broad measurement range, rapid data acquisition, and straightforward data processing for dual-wavelength interferometry. It enables real-time measurements on large objects with rough surfaces, achieving exceptional accuracy compared to traditional scalar-wave optics-based interferometry.

Moreover, compared to conventional dual-wavelength interferometry or single-wavelength interferometry, where interferograms are recorded sequentially, our proposed method offers significantly higher speeds and can effectively measure dynamic surfaces. Notably, camera pixels with micro polarizers at ±45 degrees were not employed in this study. The signal-to-noise ratio could potentially be improved by implementing
these pixels, which would involve rotating the polarization direction of incident light by 45 degrees and adjusting the optical alignment and computing methods accordingly. Furthermore, this proposed method may also have applicability to samples with anisotropic real or imaginary parts of the refractive index, although this aspect was not considered in this current study. The approximation of anisotropy in the refractive index as consistent for two slightly different wavelengths suggests the potential for measuring such samples using this method.
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