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Low-Bit-Depth Detection for Phase Retrieval with Higher Efficiency in Holographic Data Storage
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Abstract: In the past, comprehensive information was imperative for image processing, prompting a preference for high-depth cameras. However, in our research, we discovered that the abundance of image details may impede phase retrieval. Consequently, this paper presents an iterative phase retrieval method based on a low bit depth. Through simulations and experiments, this approach has proven effective in evidently enhancing phase retrieval outcomes. Furthermore, the concept of low bit depth holds promise for broader application across diverse domains within the field of image retrieval.
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1. Introduction

In the era of big data, the amount of data has exploded, necessitating the urgent development of high-capacity data storage devices [1–3]. Holographic data storage (HDS), introduced by Van Heerden in 1963, offers a promising solution [4]. HDS is characterized by its substantial storage capacity, extended archival lifespan, and rapid data access. Various multiplexing techniques, including shift multiplexing [5,6], wavelength multiplexing [7], angle multiplexing [8,9], orbital angular momentum multiplexing [10,11], and polarization multiplexing [12,13], among others [14,15], are employed in holographic storage. The concurrent application of multiplexing techniques further enhances storage capacity. As a result, HDS and related technologies have garnered considerable attention [16–25].

Amplitude modulation and phase modulation stand as the two primary methodologies for holographic data storage. In amplitude-modulated HDS, pixels exhibit only two states, bright and dark, resulting in a relatively low coding rate [26,27]. Phase-modulated HDS, on the other hand, achieves a higher coding rate and enhances storage density. However, direct detection of phase information by the detector is unfeasible. Typically, phase retrieval is accomplished through interferometric and non-interferometric methods. Interferometry entails introducing another beam to interfere with the measured beam to extract the phase. However, this approach demands high system stability and is often avoided [28,29]. Non-interferometric methods offer simplicity and stability. Numerous
non-interferometric phase retrieval algorithms exist, including the psychographic iterative engine (PIE) algorithm, the transport of intensity equation (TIE), and the iterative Fourier transform (IFT) algorithm \([30-35]\). This paper adopts the IFT algorithm, capable of phase retrieval in a single shot with system stability.

Typically, the IFT algorithm necessitates extensive iterative computations. To mitigate the number of iterations, we integrate embedded data into the data page to augment the known data within the spectrum. The detector represents the captured beam intensity as discrete grayscale values, reflecting the bit depth of the detector. Moreover, images captured by high-bit-depth cameras tend to offer more realistic information. Traditionally, it was believed that high-bit-depth images could enhance the phase retrieval process. However, our findings suggest that low-bit-depth images yield superior results for phase retrieval, presenting a counterintuitive conclusion.

2. Theory and Methods

Figure 1 shows the scheme of a non-interference phase retrieval system. During the recording process, a spatial light modulator (SLM) is employed to upload phase information into the signal beam. The hologram is generated through the interference of the reference and signal beams within the recording medium. Subsequently, in the reading process, the hologram is illuminated with the same reference beam on the medium to produce a reconstructed beam, identical to the signal beam. As the reconstructed beam traverses the Fourier lens, the detector records the intensity distribution of the spectrum. The phase of the signal beam can be extracted from the spectrum intensity distribution using the inverse IFT algorithm. Traditionally, the spectrum is directly utilized for phase retrieval, disregarding the consideration of the bit depth. The bit depth represents the extent of the grayscale depth in an image, serving as a metric for expressing the capability of grayscale variations. A greater bit depth signifies a higher precision in color representation, though it also demands a larger storage space. The selection of an appropriate bit depth necessitates careful consideration of the intended purpose and specific context of the image.

The low-bit-depth intensity distribution combined with the IFT algorithm is outlined as follows. Initially, we hypothesize that the initial phase of the reconstructed beam is \(\varphi_{n}, n = 1,2,3, \ldots\), with the subscript varying according to the number of iterations. As the information is phase-only encoded, we assume the amplitude to be 1. The expression for the complex amplitude distribution can be formulated as shown in Equation (1).

\[
U_{\Delta} = \exp(i\varphi_{\Delta}),
\]
\[ U_n = \exp(i \cdot \varphi_n), \]  

Then, the Fourier transform is performed on the complex amplitude distribution to simulate the effect of the Fourier lens in the optical system. The resulting complex amplitude distribution in the Fourier domain is depicted in Equation (2).

\[ V'_n = F\{ U_n \} = A'_n \exp(i \cdot \varphi'_n), \]  

where \( F\{ \} \) represents the Fourier transform.

The Fourier intensity distribution captured by a CMOS detector is normalized, as illustrated in Equation (3).

\[ I^* = \text{round} \left\{ 2^k \frac{I}{\sigma_{\text{max}}} \right\}, \]  

where \( \text{round}[] \) denotes round off, \( k \) represents the value of the bit depth, \( I \) is the spectrum intensity distribution captured by a CMOS detector, and \( \sigma_{\text{max}} \) signifies the maximum values of the intensity distribution.

We replace the amplitude in the result of Equation (2) with the square root of the processed intensity distribution, denoted as \( A = (I^*)^{1/2} \). The resulting expression is depicted in Equation (4).

\[ V_n = A \exp(i \cdot \varphi'_n), \]  

Following the inverse Fourier transform, a revised estimation of the complex amplitude of the reconstructed beam is derived. Subsequently, by setting \( A_{n+1} \) to 1 and employing the embedded data to rectify the phase, the updated distribution is illustrated in Equation (5).

\[ \begin{align*} 
U'_{n+1} &= F^{-1}\{ V_n \} = A_{n+1} \exp(i \cdot \varphi''_{n+1}) \\
U_{n+1} &= \exp(i \cdot \varphi_{n+1}) 
\end{align*} \]  

where \( \varphi_{n+1} \) represents a new estimate of the phase pattern of the signal beam, and \( F^{-1}\{ \} \) denotes the inverse Fourier transform.

We continue iterating through the aforementioned steps until the phase pattern of the signal beam converges.

Given the inherent challenge of discerning subtle distinctions between different bit depths with the human eye, we enhance the intensity distribution using color to amplify the discernible impact of the bit depth on the sampling outcomes, as demonstrated in Figure 2a–d. Upon magnified inspection of a specific region within an image, it becomes conspicuous that the 5-bit intensity distribution exhibits distinct stratification and a lack of smoothness in its intensity transitions, thereby resulting in the loss of certain information. In contrast, the intensity distribution achieved with a higher bit depth demonstrates a more seamless and natural progression of intensity levels, effectively preserving a greater amount of information. The figure highlights that images with a higher bit depth exhibit smoother details, whereas those with a lower bit depth may lose some intricacies. The spectral intensity distribution, being the sole known input of the IFT algorithm, holds significant weight in influencing the ultimate outcome of phase retrieval, particularly in regard to variations in image complexity.
Figure 2. The impact of the bit depth on the intensity distribution. (a–d) The intensity distribution with the color corresponding to different bit depths (8 bit, 7 bit, 6 bit, and 5 bit).

3. Simulation and Experiment

In this paper, we initially simulated the effects of various bit depths on phase retrieval. To ensure the validity of the simulated results, we maintained uniformity between the simulation parameters and those utilized in the experiments.

First of all, without considering the influence of noise, we utilized a random 4-level phase pattern \(0, \pi/2, \pi, 3\pi/2\) as the data page, comprising \(32 \times 32\) phase data. Each of the phase data were displayed in a small area of \(4 \times 4\) pixels on the SLM. The intensity distribution in the Fourier domain was obtained through a numerical simulation. Subsequently, the phase retrieval was processed utilizing spectral intensity distributions at various bit depths, followed by the calculation of the corresponding phase error rates (PERs). The calculation method of the PER is shown in Equation (5).

\[
PER = \frac{N_{\text{error}}}{N_{\text{data}}},
\]

The curve of the relationship between the bit depth and iteration number is shown in Figure 3. The ordinate represented the number of iterations required for the PER to drop to 0. In this part, we employed the iteration number to evaluate the effect of the phase retrieval, where a higher iteration number signifies a longer duration for phase retrieval. The results demonstrated that the phase retrieval speed is faster at low bit depths compared to high bit depths.
Figure 3. Iteration speed under different camera bit depths.

In a real HDS system, noise is inevitable. Therefore, we considered the case of noise by adding Gaussian noise of varying degrees to the intensity distribution, resulting in different signal-to-noise ratios (SNR = 18, 14, 10, and 6). This allowed us to demonstrate the effectiveness of the low-bit-depth method. In this part, we utilized the PER to evaluate the phase retrieval effect, where a lower PER indicates a higher quality of the phase retrieval result. Figure 4 shows the curve of the bit depth and PER in the same iteration number. It was evident that regardless of the noise level, the phase retrieval effect of the spectrum with a low bit depth consistently surpassed that of the spectrum with a high bit depth. Particularly, in instances of a low bit depth, the PER can reach a value of 0, indicating the perfect retrieval of phase information.

Figure 4. The curve of the bit depth and PER in the same iteration number.

We conducted experiments using the holographic data storage system depicted in Figure 5. In this optical setup, the laser first passes through a beam expander to create a large spot and then filters the spot through a square aperture into a square shape to ensure that it is the same size as the phase data page. The square light spot illuminates the data page pattern in the SLM after the 4f system, and the phase information carried by the reflected light is gathered by Lens3 and recorded on the material. The function of the 4f system is to propagate the beam to another location intact. After Lens5, the phase data page is converted from the Fourier domain to the spatial domain. The function of Lens6 is to perform the Fourier transform, and the Fourier intensity distribution of the data page is finally obtained by the CMOS. The laser wavelength was 532 nm with a power
of 300 mW. The SLM utilized was the X10468-04 model manufactured by HAMAMATSU (Hamamatsu, Japan), featuring a resolution of 792 × 600 and a pixel size of 20 µm. The camera employed was the DCC3260M model from Thorlabs (Newton, NJ, USA), with a resolution of 1936 × 1216 and a pixel size of 5.86 µm. The focal length of the Fourier lens was 300 mm. The encoded phase page included fifty percent of the embedded data.

The actual spectrum intensity distribution obtained from the experiment is presented in Figure 6a. The simulated Fourier spectrum intensity distribution corresponding to Figure 6a. Figure 6b illustrates the original phase data uploaded on the SLM, while Figure 6c depicts the simulated Fourier spectrum intensity distribution in comparison with the simulation result in Figure 6b. The bright spot in the center represented the noise generated by the system. Through the simulation, we ascertained that low-bit-depth spectra can enhance the effect of phase retrieval, as demonstrated in Figures 3 and 4. Figure 7 shows the phase retrieval effect of different bit-depth spectrums in the experiment. As the spectrum with a low bit depth cannot be directly captured by the camera, we employed the method described in the second section to achieve low-bit-depth detection. Notably, when the spectrum bit depth was 6, the PER reached its lowest point. The detailed phase retrieval results for different bit-depth spectra are depicted in Figure 8, where the white dots in the error distribution denoted incorrect phase data in the reconstructed phase.

Figure 5. The optical setup of the holographic data storage system, where BE is the beam expander, HWP is the half-wave plate, BS is the beam splitter, SLM is the spatial light modulator, and CMOS is the complementary metal oxide semiconductor.

The data page used in the experiment contained 32 × 32 phase data with an oversampling of 4 × 4. Using more pixels to display the phase data evidently reduced the PER. Figure 6a illustrates the original phase data uploaded on the SLM, while Figure 6b depicts the simulated Fourier spectrum intensity distribution corresponding to Figure 6a. The actual spectrum intensity distribution obtained from the experiment is presented in Figure 6c. In comparison with the simulation result in Figure 6b, the bright spot in the center represented the noise generated by the system. Through the simulation, we ascertained that low-bit-depth spectra can enhance the effect of phase retrieval, as demonstrated in Figures 3 and 4. Figure 7 shows the phase retrieval effect of different bit-depth spectrums in the experiment. As the spectrum with a low bit depth cannot be directly captured by the camera, we employed the method described in the second section to achieve low-bit-depth detection. Notably, when the spectrum bit depth was 6, the PER reached its lowest point. The detailed phase retrieval results for different bit-depth spectra are depicted in Figure 8, where the white dots in the error distribution denoted incorrect phase data in the reconstructed phase.

Figure 6. (a) Original phase data. (b) Simulated Fourier spectrum intensity distribution. (c) Spectrum intensity distribution obtained by experimental shooting.
The experimental findings indicated that when the bit depth is 6 bits, the PER was minimized after 10 iterations. These experimental results aligned closely with the simulation outcomes. It was evident that the Fourier spectrum with a low bit depth was more conducive to phase retrieval compared to that with a high bit depth.
In the preceding experiment, we employed a fourth-order phase as the data structure, with a data size of $32 \times 32$ and an oversampling factor of 4. To assess the efficacy of the low-bit-depth sampling method with alternative data structures, subsequent experiments involved modifications to the phase level and the amount of data on the data page, each accompanied by distinct oversampling settings on the SLM. The experimental results are summarized in Table 1. Based on these findings, the PER initially decreased and then increased as the bit depth decreased. As evident from the table, in the majority of instances, a 6-bit bit depth achieves the lowest PER.

### Table 1. Explore the generalization of the low-bit phase retrieval method.

<table>
<thead>
<tr>
<th>Phase Level</th>
<th>Amount of Data</th>
<th>Oversampling</th>
<th>PER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3 × 3</td>
<td>8-bit</td>
</tr>
<tr>
<td>16 × 16</td>
<td>16 × 16</td>
<td>0.004</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>32 × 32</td>
<td>3 × 3</td>
<td>0.019</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.017</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.087</td>
<td>0.084</td>
</tr>
<tr>
<td>48 × 48</td>
<td>3 × 3</td>
<td>0.087</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.195</td>
<td>0.192</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.265</td>
<td>0.263</td>
</tr>
<tr>
<td>16 × 16</td>
<td>16 × 16</td>
<td>0.027</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.012</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.012</td>
<td>0.008</td>
</tr>
<tr>
<td>32 × 32</td>
<td>3 × 3</td>
<td>0.052</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.07</td>
<td>0.069</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.109</td>
<td>0.107</td>
</tr>
<tr>
<td>48 × 48</td>
<td>3 × 3</td>
<td>0.153</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.250</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.321</td>
<td>0.319</td>
</tr>
<tr>
<td>16 × 16</td>
<td>16 × 16</td>
<td>0.167</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.113</td>
<td>0.113</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.047</td>
<td>0.043</td>
</tr>
<tr>
<td>32 × 32</td>
<td>3 × 3</td>
<td>0.154</td>
<td>0.151</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.165</td>
<td>0.159</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.198</td>
<td>0.200</td>
</tr>
<tr>
<td>48 × 48</td>
<td>3 × 3</td>
<td>0.227</td>
<td>0.228</td>
</tr>
<tr>
<td></td>
<td>4 × 4</td>
<td>0.313</td>
<td>0.313</td>
</tr>
<tr>
<td></td>
<td>5 × 5</td>
<td>0.359</td>
<td>0.363</td>
</tr>
</tbody>
</table>

The experimental results robustly demonstrated the effectiveness of our approach across various data structures. Specifically, when the number of iterations was kept constant, the PER for 6-bit representations consistently outperformed that for the 8-bit counterparts. This substantiated the impact of the spectrum complexity on the phase retrieval outcomes. Upon scrutinizing the dynamic trend of the optimal bit depth, it became evident that more intricate data structures generally demanded a higher-spectrum bit depth. However, such
complexity did not necessarily require the use of an 8-bit intensity distribution. As the only known input to the IFT algorithm, the spectrum bit depth plays a crucial role in both the algorithm’s efficiency and the accuracy of phase retrieval. The imprudent use of overly intricate spectra during phase retrieval may impede the algorithm’s retrieval speed. Hence, the prudent application of low-bit-depth images as input proved crucial in enhancing the efficiency of the IFT.

4. Discussion

The simulation and experimental results show that compared with the input of the normal bit depth, the Fourier intensity distribution of a low depth can effectively improve the phase retrieval efficiency of the IFT algorithm. Because of the simplicity of the phase data page, it does not need a too complex intensity distribution to realize the need for phase retrieval. An overly complex intensity distribution for retrieving phase data pages can lead to reduced efficiency.

Because it is very difficult to obtain low-depth cameras, the bit-depth conversion method proposed in this paper is used in experiments. The intensity distribution of the normal bit depth obtained by the CMOS is converted to a low-depth intensity distribution, and a lower phase retrieval error rate is obtained. The method involves simple operation and has low computational overhead. Moreover, the low-depth method has the advantage of good compatibility and can be combined with other methods to improve the performance of HDS. This advantage provides support for phase data storage, leading to the development of HDS.

5. Conclusions

In this study, we observed that the efficiency of phase retrieval is inversely proportional to the image bit depth. We incorporated the low-bit-depth spectrum distribution as a constraint in the iterative process of the IFT algorithm. Simulations and experiments verified that the phase retrieval speed of this method surpasses that of the traditional 8-bit spectrum. The utilization of a low bit depth simplified the spectral distribution and diminished the computational overhead, thus enabling faster phase retrieval.
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