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Abstract: To mitigate inter-symbol interference (ISI) caused by Faster-than-Nyquist (FTN) technol-
ogy in a multiple input multiple output (MIMO) optical wireless communication (OWC) system,
we propose an ISI cancellation algorithm that combines multi-head self-attention (MHSA), a one-
dimensional convolutional neural network (1D CNN), and bi-directional long short-term memory
(Bi-LSTM). This hybrid network extracts data features using 1D CNN and captures sequential in-
formation with Bi-LSTM, while incorporating MHSA to comprehensively reduce ISI. We analyze
the impact of antenna numbers, acceleration factors, wavelength, and turbulence intensity on the
system’s bit error rate (BER) performance. Additionally, we compare the waveform graphs and
amplitude–frequency characteristics of FTN signals before and after processing, specifically compar-
ing sampled values of four-pulse-amplitude modulation (4PAM) signals with those obtained after ISI
cancellation. The simulation results demonstrate that within the Mazo limit for selecting acceleration
factors, our proposal achieves a 7 dB improvement in BER compared to the conventional systems
without deep learning (DL)-based ISI cancellation algorithms. Furthermore, compared to systems
employing a point-by-point elimination adaptive pre-equalization algorithm, our proposal exhibits
comparable BER performance to orthogonal transmission systems while reducing computational
complexity by 31.15%.

Keywords: Faster-than-Nyquist; Bi-LSTM; deep learning; interference cancellation; optical wireless
communication

1. Introduction

The rapid development of mobile communication technology has greatly improved
the performance of OWC systems, which are now widely used in various applications such
as intelligent transportation, the Internet of Things, and 5G and future 6G networks [1].
To achieve higher transmission rates and better signal quality, advanced technologies like
MIMO have become essential. MIMO maximizes system gain by deploying multiple an-
tennas at both ends to improve spectral efficiency, enhance interference immunity, and
maintain high-quality signal transmission in complex environments [2]. Additionally, FTN
technology offers new opportunities for increasing OWC system rates by enabling approxi-
mately 25% higher data transmission within the same bandwidth through shorter symbol
intervals and increased signaling rates [3]. FTN is a non-orthogonal transmission technique
that offers distinct advantages over Power Domain Non-Orthogonal Multiple Access (PD-
NOMA) and Code Domain Non-Orthogonal Multiple Access (CD-NOMA). FTN achieves
higher data transmission rates within the same time by reducing symbol interval, thereby
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improving spectral efficiency. In contrast to PD-NOMA, which relies on power allocation
and user interference cancellation, FTN primarily focuses on optimizing information trans-
mission in high-bandwidth-demanding scenarios. Additionally, CD-NOMA differentiates
users through various coding techniques, which can enhance capacity; however, its perfor-
mance may be limited by coding complexity and the number of users in the applications
that require high spectral efficiency. Therefore, FTNs demonstrate superior performance in
specific scenarios which necessitate high-speed data transmission and thus warrant further
research and application [4,5]. The implementation of FTN technology, however, poses
challenges regarding ISI. When symbol transmission rates exceed the Nyquist rate, non-
orthogonal heterodyne pulses can occur, resulting in degraded demodulation performance
and impaired signal identification. In high data rate transmissions, signal quality instability
may significantly impact communication effectiveness [6]. Therefore, effectively mitigating
the ISI introduced by FTNs in MIMO-FTN-OWC systems is crucial as it directly affects
signal reliability and user experience [7].

A low-complexity equalization algorithm based on the variational method suggested
in [8] exhibits linearly increasing complexity with longer block lengths due to its limited
ability to eliminate the ISI caused by strong mutual interference. However, the FTN
technique allows for full knowledge of the introduced ISI at the transmitter, eliminating the
need for feedback of the channel state information. An alternative approach proposed in [9]
is linear pre-equalization, which transforms FTN signals into orthogonal signals at higher
baud rates for improved spectral efficiency and to achieve optimal BER performance. For
the complete elimination of ISI, ref. [10] proposed an adaptive point-by-point elimination
pre-equalization algorithm that calculates interference weights using shaping filters and
transmitted symbols for various acceleration factors. It then offsets interference values
after FTN shaping on a point-by-point basis based on these weights. However, this method
requires increased computational complexity in exchange for higher spectral efficiency and
BER performance. In recent years, there has been growing attention towards integrating
DL techniques into communications. Notably, ref. [11] utilized a recurrent neural network
(RNN) structure based on LSTM networks to eliminate ISI introduced by FTN, achieving
similar performance to the Bahl–Cocke–Jelinek–Raviv (BCJR) algorithm. Additionally,
ref. [12] introduced an equalization algorithm based on Bi-LSTM networks to address
successive ISI elimination between neighboring signals, effectively enhancing system
BER performance. Meanwhile, ref. [13] devised a pre-equalization network using the
backpropagation (BP) algorithm to eliminate ISI caused by FTN shaping, resulting in a 5 dB
improvement compared to the traditional equalization algorithms.

Researching the existing literature revealed that conventional FTN systems’ ISI cancel-
lation methods often encounter high computational complexity, necessitating intricate algo-
rithms and substantial computational resources, which limits their practical applications.
Although the recent advancements in DL-based approaches have somewhat mitigated
this complexity, they still fall short of completely eliminating ISI. Therefore, effectively
eradicating ISI while minimizing computational complexity remains a critical challenge. To
address this issue, we propose an algorithm that combines 1D CNN, Bi-LSTM, and MHSA
to eliminate ISI. This algorithm aims to uncover the hidden features in interfering data
and utilize its powerful computational capabilities to directly tackle the ISI introduced by
FTN [14–16]. Simulation results indicate that our proposed algorithm achieves up to a 7 dB
improvement in BER within the Mazo limit compared to a conventional system without
this ISI cancellation algorithm. Furthermore, our algorithm not only maintains comparable
BER performance but also reduces computational complexity by 31.15% compared to the
point-by-point cancellation adaptive pre-equalization algorithm, nearly matching the per-
formance of an orthogonal system. These results demonstrate an effective enhancement of
system performance through our method and provide new insights for signal processing
in complex OWC links.

This manuscript is structured as follows: The first section provides a brief introduction
to the study’s background and significance; the second section explains the system model
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and the relevant theoretical foundations; the third section offers a detailed description of
the experimental and simulation processes; the fourth section presents a thorough analysis
of the results; and finally, the manuscript concludes with a summary.

2. System Model

The schematic diagram of the MIMO-FTN-OWC system is illustrated in Figure 1.
Assuming the presence of Nt transmitting antennas and Nr receiving antennas, the binary
data undergo Gray coding and subsequent mapping into a PAM signal with a modulation
order of 4. The modulated 4PAM signal g(t) is then passed through an FTN shaping filter
to obtain the FTN signal SFTN(t), which is subsequently fed into a trained neural network
for ISI mitigation. Following this, the signal traverses a digital-to-analog converter (DAC)
and drives a laser diode (LD) to generate an optical signal ST(t) that is transmitted via
multiple optical antennas through the atmospheric channel. In this system, FTN signals
are directly converted to optical signals through the LD after passing through the DAC,
eliminating the need for an optical amplifier (e.g., EDFA). The utilization of an optical
amplifier can introduce undesirable effects such as nonlinear distortion, increased noise,
and gain saturation, which may result in signal distortion, reduced signal-to-noise ratio, and
compromised demodulation performance and signal reliability. Therefore, although opting
out of an optical amplifier may lead to insufficient signal strength during long-distance
transmission or in interference-prone environments, it enhances anti-interference capability
by employing a high-precision DAC to minimize signal distortion, selecting a stable and
linear laser diode and utilizing a 4PAM modulation method suitable for FTN transmission.
Additionally, we apply the MHSA–1D CNN–Bi-LSTM algorithm to mitigate ISI effectively
while ensuring high-quality output of optical signals. The optical signal SR(t) received
by multiple optical antennas at the receiver end are converted into an electrical signal
through a photodetector (PD). These electrical signals then go through an analog-to-digital
converter (ADC), followed by matched filtering, sampling, and subsequent transmission to
a maximum likelihood detector. Finally, the data are recovered after Gray decoding.
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In the MIMO-FTN-OWC system, the PAM signal is denoted as P = [p1 p2 · · · pn]. The
system employs a rising cosine filter g(t) with a roll-off factor ψ, r denotes the number of
truncation segments, p denotes the number of samples per segment, T = p denotes the
Nyquist transmission interval and filter length is L = r × p + 1. The vector form of the
rising cosine filter g(t) can be expressed as follows [17]:

G = [g1, g2, . . . , gL−1, gL] (1)
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where G denotes the peak point of the filter coefficients, which corresponds to the sampling
point of the received signal. By multiplying PAM signal values with G and superimposing
them after a delay, the FTN signal SFTN(t) can be expressed as follows [18]:

SFTN(t) =
n

∑
i=0

pig(t − (i − 1)τT), 0 < τ < 1 (2)

where n denotes the number of modulated symbols transmitted per frame, pi ∈ P denotes
the i-th symbol, P = {am = 2m − 1 − U, m = 1, 2, . . . , U}, U denotes the modulation order
of PAM, τT is the delay interval, τ = p′/p denotes the acceleration factor, p′ denotes the
sampling factor when shaping FTN signal.

The FTN signal is subsequently input into a trained neural network that combines
1D CNN, the Bi-LSTM network, and the MHSA mechanism. The 1D CNN extracts crucial
features from the data and arranges them into sequences for the Bi-LSTM network to
learn from. Additionally, the MHSA mechanism assigns extra weight to enhance learning
outcomes and ensures that the pre-processed de-interference signal SFTN−DL(t) closely
resembles the original signal. Subsequently, SFTN−DL(t) is converted to the digital-to-
analog format before driving the LDs to generate an optical signal ST(t). Upon propagation
through the atmospheric channel, the received signal can be written as follows [19]:

SR(t) = h · ST(t) + n(t) (3)

where h denotes the channel fading coefficient, and n(t) denotes the additive noise.
The channel fading coefficients exhibit a Gamma–Gamma distribution and their prob-

ability density function can be mathematically formulated as follows [20]:

φh =
2(αβ)

α+β
2

Γ(α)Γ(β)
· h

α+β
2 −1 · Nα−β · (2

√
αβh) (4)

where Nα−β(·) denotes the second-class modified Bessel function of order α − β, Γ(·)
denotes the gamma function, α denotes the large-scale scattering coefficient, and β denotes
the small-scale scattering coefficient, which can be respectively expressed as follows:

α =

{
exp

[
0.49σ2

(1 + 1.11σ12/5)
7/6

]
− 1

}−1

(5)

β =

{
exp

[
0.51σ2

(1 + 0.69σ12/5)
5/6

]
− 1

}−1

(6)

where σ2 = 0.5C2
nk7/6l11/6 denotes the Rytov variance, C2

n denotes the atmospheric refrac-
tive index structure constant, k = 2π/λ, λ denotes the laser wavelength, and l denotes the
laser transmission distance.

At the receiver end, the signal received SR(t) from multiple optical antennas is con-
verted into an electrical signal by PDs. Subsequently, it passes through a matched filter
and is sampled at intervals of τT. The vector representation of the sampled signal can be
expressed as follows:

Y = [y1, y2, . . . , yn] = [yr×p/2+1, yr×p/2+1+p′ , . . . , yr×p/2+1+(n−1)×p′ ] (7)

where yn denotes the sampled symbol, Y = y1 + y2 + . . .+ yn indicates that the signals from
all the receiving antennas are combined with equal gain. Subsequently, the sampled signal
Y is subjected to maximum likelihood sequence detection, followed by the demapping
process for the restoration of user data.



Photonics 2024, 11, 982 5 of 16

3. MHSA–1D CNN–Bi-LSTM Interference Cancellation Scheme
3.1. D CNN

In the MIMO-FTN-OWC system, a computational method can be employed to de-
termine the ISI value for each signal pulse when τ is known. Utilizing this information,
we initially utilize the ISI-free signal SFTN

′(t) as a labeled sequence. Subsequently, a one-
dimensional convolutional (Conv1D) layer is employed to train the FTN signal sequence
and derive the optimal convolutional kernels that minimize loss. These kernels are then
utilized to automatically extract intricate FTN-ISI features. The maximum pooling layer
further consolidates and preserves these complex features extracted by the convolutional
layers. Finally, the highest values from each convolutional layer’s feature vectors are
merged to form the ultimate feature values, as depicted in Figure 2.
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3.2. Bi-LSTM

The Bi-LSTM is an extension of the LSTM architecture designed to handle data with
temporal dependencies by utilizing two independent input sequences that are fed into the
same LSTM layer. The forward and reverse LSTMs of the Bi-LSTM are trained using FTN
signal sequence data, resulting in a structure consisting of an input layer, a forward hidden
layer, a reverse hidden layer, and an output layer as depicted in Figure 3.
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The specific implementation of the Bi-LSTM algorithm is detailed in Table 1 [21]. The
Bi-LSTM algorithm processes time-series data through an input sequence X = [x1, x2, . . . , xT],
where each feature vector xt is mapped to both forward and backward LSTM cells at time step
t. The core of the LSTM is its gating mechanism, which includes input gates i, forget gates
f , output gates o, and candidate cell states g. These gates utilize weight matrices W and U
along with bias b to regulate the flow and storage of information. The forward and backward
hidden states h f orward[t] and hbackward[t] together generate the output h[t] of the bidirectional
LSTM, effectively capturing both forward and backward dependencies in the sequence data
while handling nonlinear relationships through activation functions such as Sigmoid and
hyperbolic tangent (tanh).
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Table 1. Bi-LSTM computational procedure.

Algorithm Bi-LSTM

Start
Input: Input Sequence X = [x1, x2, . . . , xT ], T is the length of the sequence.
Parameters: LSTM cell parameters (W, U, b), W, U is weights and b is biases.
Output: Output Sequence H = [h1, h2, . . . , hT ]
Step 1: Initialize hidden and cell states.

h f orward[0] = 0,
c f orward[0] = 0,
hbackward[0] = 0,
cbackward[0] = 0.

Step 2: Forward propagation.
for t = 1 to T do, Loop statement that iterates from 1 to T.
Calculate the output of forward LSTM:

i f orward[t] = σ(Wi ∗ xt + Ui ∗ h f orward[t − 1] + bi),
f f orward[t] = σ(W f ∗ xt + U f ∗ h f orward[t − 1] + b f ),
o f orward[t] = σ(Wo ∗ xt + Uo ∗ h f orward[t − 1] + bo),
g f orward[t] = tanh(Wg ∗ xt + Ug ∗ h f orward[t − 1] + bg),

c f orward[t] = f f orward[t] ∗ c f orward[t − 1] + i f orward[t] ∗ g f orward[t],
h f orward[t] = o f orward[t] ∗ tanh(c f orward[t]).

Step 3: Backward propagation.
for t = T to 1 do, Loop statement that iterates from T to 1.
Calculate the output of backward LSTM:

ibackward[t] = σ(Wi ∗ xt + Ui ∗ hbackward[t + 1] + bi),
fbackward[t] = σ(W f ∗ xt + U f ∗ hbackward[t + 1] + b f ),
obackward[t] = σ(Wo ∗ xt + Uo ∗ hbackward[t + 1] + bo),
gbackward[t] = tanh(Wg ∗ xt + Ug ∗ hbackward[t + 1] + bg),

cbackward[t] = fbackward[t] ∗ cbackward[t + 1] + ibackward[t] ∗ gbackward[t],
hbackward[t] = obackward[t] ∗ tanh(cbackward[t]).

Step 4: Combine forward and backward outputs.
for t = 1 to T do,
h[t] = concat(h f orward[t], hbackward[t]), Splice forward and backward hidden states.
return to H = [h1, h2, . . . , hT ].
End

3.3. Multi-Head Self-Attention

The MHSA mechanism is a variant of the self-attention mechanism, designed to
enhance the expressive and generalization abilities of the model. Multiple attention compu-
tations are performed in parallel on the signal sequence, organized by a “head” structure.
If there are h “head” structures, Q, K, and V undergo linear transformations and are
allocated to each head, with 1/h of the original dimension during the initial modeling
stage. Subsequently, each “head” independently calculates attention using its allocated
data. The computed results are then concatenated along a specific dimension and trans-
formed through a linear operation to get the final attention distribution. The process can be
expressed as in the following equations [22]:

headi = Attention(QWQ
i , KWK

i , VWV
i ) (8)

MultiHead(Q, K, V) = Concat(head1, head2, . . . , headh)WO (9)

where WQ
i , WK

i , WV
i , and Wo are learnable linear transformation parameter matrices. The

two-head self-attention mechanism is depicted in Figure 4.
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The distinction between the MHSA mechanism and the self-attention mechanism lies
in the fact that the latter only necessitates a single WQ, WK, and WV for computing Q, K,
and V, whereas the former requires an additional computation of computed Q, K, and V.
Taking qi as an example, qi,1 = Wq,1qi, qi,2 = Wq,2qi is initially computed, followed by the
computation of bi,1 using qi,1, ki,1, vi,1 and qi,1, kj,1, vj,1. Subsequently, bi,2 is computed using
qi,2, ki,2, vi,2 and qi,2, kj,2, vj,2. Then, bi,1, bi,2 are concatenated to obtain bi through matrix
multiplication with WO. Similarly, bj can be obtained following this procedure, thereby
completing the computation of two-head self-attention mechanism [23].

3.4. MHSA–1D CNN–Bi-LSTM Interference Cancellation Algorithm

The signal sequence typically allows for extracting only a limited number of features
by a single model. To effectively mitigate the ISI introduced by the FTN, we propose a
hybrid model, namely MHSA–1D CNN–Bi-LSTM, which combines 1D CNN, a Bi-LSTM
network, and an MHSA mechanism. The network structure is illustrated in Figure 5.
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orange represents the fully connected layer).

Initially, the FTN signal sequence SFTN(t) is utilized as input for the neural network.
A 1D CNN is utilized to extract and organize feature vectors associated with information
such as ISI and noise into sequences. Subsequently, the Bi-LSTM network is split into two
independent LSTM networks, where these identical LSTMs generate forward and reverse
hidden state sequences from the input sequences. The LSTM selectively forgets information
through the forgetting gate using the previous time node’s output h f orward[t] and the
current time node’s input xt. It then determines which new information will be stored in
the current candidate memory cell c f orward[t] to obtain the latest memory cell cbackward[t].
The predecessor memory cell cbackward[t − 1] is updated accordingly. By combining output
value ot of the output gate with the current moment memory cell state cbackward[t], we get
the LSTM’s output value hbackward[t]. This is followed by a linear transformation with a
weight matrix dimension matching that of the input data dimension, ensuring consistent
dimensions for subsequent operations. An MHSA layer is introduced for a “head-splitting”
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operation after this step. Through the MHSA mechanism, distinct weights are assigned to
each LSTM unit’s output [h1, h2, . . . , hT ], enabling selective attention to different time steps
during sequence processing. This facilitates the efficient selection of prediction information
relevant to achieving current task goals. Finally, operations are performed within each
self-attention mechanism and their outputs are concatenated for linear transformations
before normalization.

4. Simulation and Analysis

The system is implemented in Python 3.8, utilizing Keras framework with TensorFlow
serving as the backend for tensor operations. Both the training and test datasets are
generated randomly using MATLAB R2022a, while the simulation parameters are presented
in Table 2.

Table 2. Simulation parameters.

Parameter Value

size of data 2 × 106

training dataset 1.6 × 106

test dataset 4 × 105

batch size 256
cycle index 100

dropout 0.3
learning rate 0.0001
loss function MSE

optimizer Adam

atmospheric refractive [24]
strong:1.13 × 10−13 m−2/3

medium:1.13 × 10−14 m−2/3

weak:1.13 × 10−17 m−2/3

The MHSA–1D CNN–Bi-LSTM hybrid model consists of a Conv1D layer with 64 fil-
ters, kernel size of six, stride of one, and the “same” padding. ReLU activation is applied
post-convolution to enhance learning performance. L2 regularization with a weight decay
factor 0.01 is utilized to mitigate overfitting and enhance generalization during the training
process. A subsequent max pooling layer follows the convolutional layer with a window
size of two and stride of one. Power normalization is utilized to compress symbols to simu-
late hardware constraints accurately. Two Bi-LSTM layers ensue, where the first consists
of 100 neurons and the second has only 20 neurons. In the MHSA–CNN–Bi-LSTM hybrid
model, we set the dropout rate to 0.3 based on our experimental observations, striking
a favorable balance between enhancing model performance and mitigating overfitting.
Our cross-validation results indicate that lower dropout rates fail to adequately suppress
overfitting, while higher rates may result in information loss. Therefore, by retaining
adequate information and reducing the risk of overfitting, a dropout rate of 0.3 ensures
the model’s ability to generalize effectively to unknown data. Subsequently, an attention
layer employing a two-headed self-attention mechanism employs a total of 64 neurons
for enhanced representation capability. Finally, the output layer encompasses two fully
connected layers, with one comprising 10 neurons and another consisting solely of 1 neuron
responsible for generating the final result. During the training process, we load the labeled
dataset from a CSV file, which includes both the pre-FTN shaping data and the disturbed
post-FTN shaping data. To enhance the effectiveness of model training, we normalize
the disturbed data to ensure a mean of 0 and a standard deviation of 1. Subsequently,
we divide the dataset into training and test sets in an 80/20 ratio. Mean square error is
employed as the loss function during training, optimized using the Adam optimizer. The
model undergoes 100 training epochs while monitoring both training loss and validation
loss to assess convergence and generalization capability. Upon completion of training, we
evaluate predictive performance using metrics such as R2, root mean square error (RMSE),
and mean absolute error (MAE) to demonstrate its efficacy in handling disturbed signals
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and further validate its potential. Finally, for future analysis and application purposes, we
save both the trained model and its normalizer.

4.1. Evaluation Index

The performance evaluation encompasses the following three selected metrics: RMSE,
MAE, and R2, as presented in Table 3.

Table 3. Model evaluation indicators.

Indicator Name Indicator Meaning Formula

RMSE
The square root of the ratio of the square of the deviation of the

predicted value from the true value to the number of
observations [25].

RMSE =

√
1
n

n
∑

i=1
(yi − ŷi)

2

MAE The average of the absolute values of the deviations of all
individual observations from the arithmetic mean [26]. MAE = 1

n (
n
∑

i=1
|yi − ŷi|)

R2 The degree of fit of the regression line to the observations [27]. R2 = 1 − ∑n
i=1 (ŷi−yi)

2

∑n
i=1 (yi−yi)

2

where yi denotes the true value, ŷi denotes the predicted value, yi denotes the average of all true values in the
test set and n denotes the number of samples in the test set within [0,+∞]. A smaller RMSE and MAE indicate
better prediction accuracy for the model. Similarly, a higher R2 value indicates enhanced discriminative ability for
the model.

Additionally, the comparative analysis encompasses LSTM, Bi-LSTM, CNN–Bi-LSTM
models, in addition to the proposed MHSA–1D CNN–Bi-LSTM hybrid model. The specific
outcomes are presented in Table 4.

Table 4. Performance comparison of different models.

Model RMSE MAE R2

LSTM 0.68733 0.56313 0.62213
Bi-LSTM 0.64597 0.55962 0.66623

CNN–Bi-LSTM 0.36303 0.31812 0.89458
MHSA–1D CNN–Bi-LSTM 0.31499 0.24220 0.92060

The superiority of the proposed MHSA–1D CNN–Bi-LSTM hybrid model over the
LSTM, Bi-LSTM, CNN–Bi-LSTM models is evident, as demonstrated by the significantly
improved results presented in Table 4.

4.2. System Performance Analysis

Figure 6 illustrates the amplitude–frequency characteristics of various signals. Upon
observing Figure 6, it is evident that the interference cancellation algorithm significantly
improves the amplitude–frequency characteristics of the signal. However, there is a slight
deviation from those of the 4PAM signal. This discrepancy arises because, although
the MHSA–1D CNN–Bi-LSTM interference cancellation algorithm effectively eliminates
interference values at signal sampling points, residual interference values still exist at other
moments outside these sampling points. Therefore, it can be concluded that the proposed
algorithm exclusively eliminates interference affecting the target value of signal amplitude
during transmission without altering the overall duration of FTN signals.

The sampled values of three different signals are presented in Figure 7. Figure 7a
illustrates the sampled values of the 4PAM signal (prior to FTN shaping filtering), while
Figure 7b displays the sampled values of the signal after FTN shaping filtering. Addition-
ally, Figure 7c presents the sampled values of the FTN signal following the application of
our proposed interference cancellation algorithm. A comparison between Figures 7a and 7b
clearly reveals the presence of ISI introduced by employing FTN technique for modulation
purposes. In contrast, a point-by-point comparison between Figures 7a and 7c demon-
strates consistent amplitudes for almost all corresponding points, indicating that our
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interference cancellation algorithm effectively eliminates the ISI caused by the FTN mod-
ulation technique, thereby showcasing its potential as a robust solution for enhancing
reliability in FTN communication systems.
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Figure 8 illustrates the BER plots for various transceiver antenna configurations, with
and without the interference cancellation algorithm, under medium turbulence channel
conditions with τ = 0.8, λ = 1550 nm, ipce = 0.5. ipce denotes the photoelectric con-
version efficiency and is set to 0.5 to represent typical photodetector performance across
diverse environmental conditions. This selection effectively accounts for optical signal
attenuation and noise effects, ensuring system reliability under varying channel conditions.
Moreover, opting for a value of 0.5 strikes a balance between signal quality and system
complexity, thereby enhancing overall performance. Consequently, this setting guarantees
stable and efficient model operation in real-world applications. Firstly, our proposed algo-
rithm demonstrates comparable performance to the orthogonal system across all antenna
configurations, indicating its effectiveness in eliminating ISI. Experimental results on BER
performance with 1 × 1, 2 × 4, and 4 × 2 transceiver antenna configurations confirm that
both the algorithms exhibit nearly identical performances, thereby showcasing their equiv-
alent diversity gain. This equivalence is primarily attributed to their effective utilization of
the spatial resources provided by multiple antennas under similar channel conditions while
maintaining signal independence and employing comparable signal processing strategies.
Consequently, they achieve similar BER performance with reduced signal fading effects.
Notably, in the 1 × 1 transceiver antenna configuration, the MIMO-FTN-OWC system with-
out the interference cancellation algorithm achieves an approximate signal-to-noise ratio
(SNR) of 31 dB compared to around 27 dB when utilizing the algorithm at a BER = 10−3.
Therefore, the proposed algorithm yields a coding gain of 4 dB.
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Figure 8. Relationship between BER and SNR for our proposal and orthogonal system (OTS refers to
Orthogonal Transmission System).

Figure 9 demonstrates the BER performance under medium turbulence conditions
within the Gamma–Gamma channel for different numbers of transceiver antennas. It
compares scenarios with and without the utilization of the proposed algorithm, at τ = 0.8,
ipce = 0.5, and λ = 1550 nm. Firstly, in the Single Input Single Output (SISO) system,
employing the DL ISI cancellation algorithm improves system performance by 6 dB at
BER = 10−3 compared to its absence. In the MIMO system, with a fixed number of two
transmitting antennas and varying receiving antennas set to two and four, respectively,
utilizing the proposed algorithm improves system performance by 4.5 dB and 3 dB at
BER = 10−5 compared to its absence. Similarly, when four transmitting antennas are fixed
while the receiving antennas are set to two and four, respectively, applying the proposed
ISI cancellation algorithm improves system performance by 5.5 dB and 3 dB at BER = 10−5

compared to its non-usage scenario. All aforementioned simulation results effectively
demonstrate that our proposed MHSA–1D CNN–Bi-LSTM hybrid network successfully
mitigates eliminates ISI introduced by FTN across various numbers of transceiver antennas,
thereby significantly enhancing overall system performance.

Photonics 2024, 11, x FOR PEER REVIEW 12 of 17 
 

 

 
Figure 8. Relationship between BER and SNR for our proposal and orthogonal system (OTS refers 
to Orthogonal Transmission System). 

Figure 9 demonstrates the BER performance under medium turbulence conditions 
within the Gamma–Gamma channel for different numbers of transceiver antennas. It com-
pares scenarios with and without the utilization of the proposed algorithm, at 0.8t = , 

0.5ipce= , and 1550l =  nm. Firstly, in the Single Input Single Output (SISO) system, 
employing the DL ISI cancellation algorithm improves system performance by 6 dB at 

310BER -=  compared to its absence. In the MIMO system, with a fixed number of two 
transmitting antennas and varying receiving antennas set to two and four, respectively, 
utilizing the proposed algorithm improves system performance by 4.5 dB and 3 dB at 

510BER -=   compared to its absence. Similarly, when four transmitting antennas are 
fixed while the receiving antennas are set to two and four, respectively, applying the pro-
posed ISI cancellation algorithm improves system performance by 5.5 dB and 3 dB at 

510BER -=  compared to its non-usage scenario. All aforementioned simulation results 
effectively demonstrate that our proposed MHSA–1D CNN–Bi-LSTM hybrid network 
successfully mitigates eliminates ISI introduced by FTN across various numbers of trans-
ceiver antennas, thereby significantly enhancing overall system performance. 

 
Figure 9. Relationship between BER and SNR under different numbers of antennas. 

The optimal system performance is observed with a transceiver antenna configura-
tion of 4 2´ , as shown in Figure 9. Therefore, this configuration is selected to investigate 
the algorithm’s performance under varying turbulence intensities. Figure 10 presents a 
comparison of the BER performance with and without the proposed algorithm across 

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
10−5

10−4

10−3

10−2

10−1

100

BE
R

SNR/dB

 with we propose
 OTS
 without we propose
 2*4 OTS
 2*4 with we propose
 4*2 OTS
 4*2 we propose

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
10−5

10−4

10−3

10−2

10−1

100

BE
R

SNR/dB

  1*1
  2*2
  2*4
  4*2
  4*4
  1*1 DL
  2*2 DL
  2*4 DL
  4*2 DL
  4*4 DL

Figure 9. Relationship between BER and SNR under different numbers of antennas.

The optimal system performance is observed with a transceiver antenna configuration
of 4 × 2, as shown in Figure 9. Therefore, this configuration is selected to investigate
the algorithm’s performance under varying turbulence intensities. Figure 10 presents a
comparison of the BER performance with and without the proposed algorithm across weak,
medium, and strong turbulence intensities, at τ = 0.8, ipce = 0.5, and λ = 1550 nm. From
the figure, it can be observed that utilizing the proposed ISI cancellation algorithm leads
to an improvement in the system performance by 6.5 dB, 5.5 dB, and 7 dB, respectively, at



Photonics 2024, 11, 982 12 of 16

BER = 10−5. This clearly demonstrates that the BER performance consistently surpasses
that of the system without employing this algorithm.
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Figure 10. Relationship between BER and SNR under different turbulence intensities.

Under Gamma–Gamma medium turbulence conditions with an 4 × 2 antenna con-
figuration, Figure 11 presents a comparison of the BER performance at different laser
wavelengths with and without the proposed algorithm, when τ = 0.8 and ipce = 0.5. At
laser wavelengths of 1550 nm, 850 nm, 780 nm, and 635 nm, respectively, the system’s
performance is improved by 5.5 dB, 5 dB, 4.2 dB, and 3.4 dB at BER = 10−5. The results
indicate that as the laser wavelength increases, there is a decrease in BER along with an
improved ability of the algorithm to eliminate interference.
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Figure 11. Relationship between BER and SNR under different laser wavelengths.

The effectiveness of the proposed ISI cancellation algorithm is verified at different
acceleration factors in Figure 12, comparing the system performance with and without
the proposed algorithm for four acceleration factors (0.5, 0.6, 0.7, and 0.8) under Gamma–
Gamma medium turbulence conditions with a 4 × 2 antenna configuration at ipce = 0.5
and λ = 1550 nm. Firstly, in the absence of the ISI cancellation algorithm and for τ < 0.8, a
significant occurrence of ISI arises due to the close overlap of waveforms, resulting in a
degradation of normal communication performance. However, upon application of the
algorithm, there is a notable enhancement in the BER performance. Specifically, when
τ = 0.8, there is an improvement in system performance by 5.5 dB; and at τ = 0.7 and
τ = 0.6, the ISI cancellation algorithm elevates the system SNR to 18 dB and 19.4 dB,
respectively, at BER = 10−5, thereby restoring normal communication capability. It is also
noted that when τ = 0.5, employing the ISI cancellation algorithm has minimal impact
on system performance. The simulation results indicate that this algorithm significantly
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enhances system performance particularly within a range of τ values between 0.6 and 0.8,
with smaller values yielding better interference cancellation.
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To further validate the impact of the acceleration factor on the interference cancel-
lation capability, Figure 13 shows the system BER with and without the ISI cancellation
algorithm under Gamma–Gamma moderate turbulence conditions, using a 4 × 2 antenna
configuration at ipce = 0.5, λ = 1550 nm, and SNR of 15 dB. The results demonstrate
that for τ ≥ 0.5, there is an improvement in the cancellation effect of the algorithm as τ
decreases. However, when τ < 0.5, it is observed that the algorithm becomes less effective
in mitigating ISI introduced by the FTN, resulting in significant performance degradation.
The acceleration factor below 0.5 significantly increases ISI due to increased symbol overlap.
A critical threshold is reached at an acceleration factor of 0.5, where the wider pulse shape
reduces the symbol overlap and weakens the effect of ISI on demodulation. Conversely,
when the acceleration factor drops below 0.5, the narrower pulse width leads to abnormally
high ISI with weakened effectiveness of the interference cancellation algorithm. On the
other hand, within the range of 0.5 to 1, our proposed algorithm effectively eliminates ISI,
and its effectiveness improves as ISI increases.
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4.3. Computational Complexity

The number of floating-point operations serves as a complexity metric for comparing
the computational complexity between the proposed algorithm and the point-by-point
cancellation adaptive pre-equalization algorithm [10]. The computational complexity of
the point-by-point cancellation adaptive pre-equalization algorithm is as follows:
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Com1 = n × L + (L − τ × p′ + n × τ × p′)× 2 + n × 4 + [v + (2 × v − 1)]
×v + (n − 2 × v)× 2 × v + n × L + (L − τ × p′ + n × τ × p′) + n
×2 + [v + (2 × v − 2)]× v + (n − 2 × v)× (2 × v − 1)

(10)

where v denotes the number of signs of the trailing influence.
The computational complexity of our proposal is as follows:

Com2 = O(n × k) + O(3n) + O(n × d1) + O(n × d2)
+O(n × m1) + O(n × m2) + O(n × m3) + v × (2 × n − 1 − v)
+v × (3 × v − 2) + (n − 2 × v)× (2 × v − 1)

(11)

where k denotes the size of the convolution kernel of the Conv1D, d1 and d2 denote the
number of neurons of the two Bi-LSTM, respectively. m1 denotes the number of neurons of
the multi-head attentional layer, m2 denotes the number of neurons of the fully connected
layer, and m3 denotes the number of neurons of the output layer. When f = 6, p′ = 10,
L = 61, k = 6, d1 = 100, d2 = 20, m1 = 64, m2 = 10, and m3 = 1, the relationship between
the acceleration factor τ and computational complexity is shown in Table 5.

Table 5. Computational complexity.

Algorithm
τ

0.6 0.7 0.8 0.9

Algorithm proposed in [10] 4.21 × 108 4.17 × 108 4.12 × 108 4.09 × 108

MHSA–1D CNN–Bi-LSTM
interference cancellation algorithm 2.98 × 108 2.95 × 108 2.77 × 108 2.75 × 108

The results in Table 5 demonstrate a reduction in the computational complexity of
the proposed algorithm by 32.74% compared to the point-by-point elimination adaptive
pre-equalization algorithm for τ = 0.9, 33.33% for τ = 0.8, 29.28% for τ = 0.7, and 29.24%
for τ = 0.6. On average, the overall computational complexity decreased by 31.15%.

5. Conclusions

A novel MHSA–1D CNN–Bi-LSTM algorithm is proposed to mitigate the ISI caused
by the FTN in MIMO-FTN-OWC systems. The algorithm integrates 1D CNN, Bi-LSTM,
and MHSA to effectively capture interference signal features, handle long sequence data,
and assign importance weights to features, respectively. Simulation results demonstrate
that the proposed ISI cancellation algorithm achieves a BER improvement of up to 7 dB
within the Mazo limit compared to a conventional system without the algorithm. This
significant enhancement validates the effectiveness of the algorithm in addressing ISI.
Moreover, the algorithm not only maintains comparable BER performance with the point-
by-point cancellation adaptive pre-equalization algorithm but also reduces computational
complexity by 31.15%. These findings offer new insights and practical guidance for signal
processing in complex OWC channels and highlight its potential for improving system
performance. We will further investigate the algorithm’s applicability in more intricate
environments, such as dynamic channel conditions and multi-user scenarios. Moreover,
we will explore emerging approaches that integrate DL techniques to enhance system
robustness and efficiency. These efforts aim to provide stronger technical support and
broaden application potential for advancements in OWC systems.
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