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Abstract: Polymer nanocomposites are characterized by heterogeneous mechanical behavior and
performance, which is mainly controlled by the interaction between the nanofiller and the polymer
matrix. Optimizing their material performance in engineering applications requires understanding
how both the temperature and strain rate of the applied deformation affect mechanical properties.
This work investigates the effect of strain rate and temperature on the mechanical properties of
poly(ethylene oxide)/silica (PEO/SiO2) nanocomposites, revealing their behavior in both the melt
and glassy states, via atomistic molecular dynamics simulations and continuum models. In the glassy
state, the results indicate that Young’s modulus increases by up to 99.7% as the strain rate rises from
1.0 × 10−7 fs−1 to 1.0 × 10−4 fs−1, while Poisson’s ratio decreases by up to 39.8% over the same range.
These effects become even more pronounced in the melt state. Conversely, higher temperatures lead
to an opposing trend. A local, per-atom analysis of stress and strain fields reveals broader variability
in the local strain of the PEO/SiO2 nanocomposites as temperature increases and/or the deformation
rate decreases. Both interphase and matrix regions lose rigidity at higher temperatures and lower
strain rates, blurring their distinctiveness. The results of the atomistic simulations concerning the
elastic modulus and Poisson’s ratio are in good agreement with the predictions of the Richeton–
Ji model. Additionally, these findings can be leveraged to design advanced polymer composites
with tailored mechanical properties and could optimize structural components by enhancing their
performance under diverse engineering conditions.

Keywords: polymer nanocomposites; atomistic simulations; heterogeneous mechanical properties;
temperature and strain rate effect

1. Introduction

Neat polymers are of significant importance in several technical applications; yet their
comparatively low stiffness and strength pose a distinct constraint in such contexts. To
expand the scope of their use, various reinforcements are used to enhance the thermal,
physical, and mechanical characteristics of these polymers [1–6]. Over the past few years,
there has been a significant surge in fascination with polymer nanocomposite (PNC) materi-
als, largely due to their exceptional mechanical capabilities and extensive range of potential
applications. In particular, poly(ethylene oxide)/silica, PEO/SiO2, nanocomposites have
shown great promise in the fields of engineering and (bio)nanotechnology, attracting much
attention for ongoing research and development efforts [7–11]. One of the characteristics of
PEO/SiO2 nanocomposites is the relatively strong attractive interactions between polymer
chains and the nanofillers, due to hydrogen bonding, which result in strongly adsorbed

Polymers 2024, 16, 2530. https://doi.org/10.3390/polym16172530 https://www.mdpi.com/journal/polymers

https://doi.org/10.3390/polym16172530
https://doi.org/10.3390/polym16172530
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/polymers
https://www.mdpi.com
https://orcid.org/0000-0002-0120-0106
https://orcid.org/0000-0002-9613-7639
https://doi.org/10.3390/polym16172530
https://www.mdpi.com/journal/polymers
https://www.mdpi.com/article/10.3390/polym16172530?type=check_update&version=3


Polymers 2024, 16, 2530 2 of 25

polymer chains on the surfaces of the silica nanoparticles. The adsorption process plays
a critical role in the stabilization of many systems, thus giving substantial potential for
usage across a wide range of applications in several industrial fields, including, among
others, energy and medicine [12–20]. Consequently, it is imperative to conduct a compre-
hensive examination of the mechanical characteristics of polymer nanocomposites, such as
PEO/SiO2, to determine the optimal material for certain applications.

Computational modeling and molecular simulations are invaluable tools, comple-
mentary to experiments, for investigating the mechanical properties of materials and their
nanocomposites [21–24]. Simulations provide significant information on the deformation,
stress resistance, and mechanical characteristics of materials under various conditions [25].
Through the use of atomistic simulations in particular, one can obtain a more comprehen-
sive understanding of the underlying mechanisms that govern the mechanical properties
of polymeric materials containing nanostructured components at the atomic scale. Un-
derstanding this information allows for the creation and design of cutting-edge materials
with enhanced mechanical properties, broadening their range of possible uses. Simulations
have facilitated extensive research, enabling a thorough exploration of the structural and
dynamic properties specific to PEO/SiO2 systems [26–30].

Polymer nanocomposites display heterogeneous mechanical properties as a result
of intricate interactions between the polymer matrix and nanofillers. As a result of its
inherent heterogeneity, predicting mechanical properties based on the molecular struc-
ture is a challenging task. Temperature fluctuations can modify bonding and movement
at the interface, whereas varying strain rates impact the distribution of stress and the
mechanisms of deformation. Therefore, the examination and understanding of the syn-
ergistic impacts of these factors on nanostructured systems based on polymers is crucial
to optimize their functionality and broaden their potential applications across diverse
industries. In this context, it becomes essential to explore the deformation behavior of
polymer nanocomposites at various strain rates and temperatures, as it is well known that
the deformation rate and the temperature have a significant impact on the mechanical
characteristics of polymer nanocomposites [3,21,31–34]. The complex character of the be-
havior of polymer nanocomposites under different environmental circumstances is shown
by this ever-changing relationship. The important and significant individual impacts of
strain rate and temperature on the mechanical properties of polymer-based nanostructured
systems are widely recognized in the academic literature [35–40]. For example, it has
been shown that the mechanical properties of polymer-based nanostructured systems are
significantly impacted by strain rate [3,35–38]; the strain rate directly influences the rate
of deformation, defining the material’s responsiveness to external loads and ability to
endure various loading circumstances. Furthermore, it has a substantial impact on effective
mechanical behavior, especially during the elastic–plastic transition [41–43]. The response
of polymer-based materials to external loads, influenced by the deformation rate, is affected
by the interplay between the relaxation time of the polymeric atoms or segments and
the distinctive ‘deformation time’ (inverse deformation rate) induced by the externally
applied load, as these materials possess a wide range of relaxation durations [11,33,44,45].
According to previous studies, there is a non-linear correlation between the initial Young’s
modulus and the strain rate, similar to the behavior observed in yield stress under high
strain rates. Previous studies have underscored the interrelation between yield and segmen-
tal mobility associated with the β-relaxation process. This link extends to the yield stress,
since the elevation of the initial Young’s modulus with decreasing temperature is attributed
to the decrease in the β-relaxation (enormous increase in segmental relaxation times) of
polymer chains [32,46–51]. Therefore, it is imperative to evaluate the influence of the strain
rate on mechanical properties when designing structures that withstand substantial strain
rates without premature or unexpected failure [39–43,52,53]. Variations in temperature
induce changes in the mechanical and physical characteristics of polymers, regardless
of the presence of reinforcing particles. Furthermore, temperature plays a fundamental
role in altering the thermal energy and molecular motion of the material, affecting its
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stiffness, strength, and general mechanical behavior [30,54]. The alteration is the result
of the viscoelastic characteristics of the polymers, leading to phenomena such as creep,
relaxation, and susceptibility to high temperatures [55–61].

Finite element simulations have shown that the Young’s modulus of polymer nanocom-
posites decreases with increasing temperature, as reported in previous studies [62]. The
molecular structural mechanics method also revealed that when the temperature in-
creased, the elastic rigidity of the polymer nanocomposites decreased significantly [63].
Drozdov [64] proposed a relationship for the temperature-dependent elastic modulus; how-
ever, it is only applicable below the glass transition temperature. Although some models
have been developed in the literature to predict elastic properties in the elastic region [65],
their applicability is restricted to temperatures that exceed the glass transition temperature.
To fill this void and encompass the complete range of temperatures both below and above
Tg, Mahieux and Reifsnider [66] constructed a statistical model that analyzes the rigidity of
polymers at a variety of temperatures.

In light of the previous information, it is imperative to develop a constitutive model
that takes into account the aforementioned factors [3,67]. Expanding on this notion,
Richeton et al. [32] present a methodology that integrates the influences of strain rate
(or frequency) and temperature, although it is limited to pure polymers. An extension
of this model, usually denoted as the Richeton–Ji (RJ) model, can be used to predict the
Young’s modulus of nanocomposite materials [32,34]. This model is employed to predict
the mechanical properties of the polymer nanocomposite, including Young’s modulus and
Poisson’s ratio, thereby capturing the effect of SiO2 nanofillers on the polymer matrix and
providing a framework for understanding how these fillers influence the composite mate-
rial’s overall mechanical behavior. Moreover, there are other models frequently utilized
to estimate the elastic performance of polymer nanocomposites. Within this spectrum,
the Halpin–Tsai model, meticulously crafted by Halpin and Kardos [68] to determine the
elastic modulus of composite materials, is particularly noteworthy and is garnering atten-
tion. Further enriching our understanding is the Tandon–Weng (TW) model [69], which
intricately weaves together the theoretical foundations of Mori and Tanaka [70] to predict
the elastic modulus of nanocomposites. Furthermore, the Richeton–Tandon–Weng (RTW)
model [3] combines the Richeton and TW models, thus improving analytical capabilities in
this field [21]. In this study, to deepen our understanding of PEO/SiO2 nanocomposites, the
Richeton–Ji (RJ) model [32,33,71] was used to forecast the elastic modulus of the nanocom-
posites [3,21]. When the results obtained from this model are juxtaposed with those of
the MD simulations, the aim is to obtain a thorough understanding of the nanocomposite
system under scrutiny.

While previous studies have explored the mechanical properties of polymer nanocom-
posites, there remains a lack of comprehensive understanding regarding the synergis-
tic effects of strain rate and temperature on the heterogeneous mechanical behavior of
PEO/SiO2 nanocomposites. Most existing research has focused on isolated factors, either
strain rate or temperature, without thoroughly investigating their combined impact on the
material’s performance at the atomic scale. This study addresses this gap by providing a
detailed analysis of how these two critical parameters interact to influence the deformation
behavior of PEO/SiO2 nanocomposites. Through atomistic simulations complemented by
continuum models, this research offers new insights into the temperature- and strain-rate-
dependent mechanical properties of these nanocomposites, particularly their local stress
and strain distributions. The findings contribute to optimizing the design and application
of PEO/SiO2 nanocomposites in various engineering fields where precise control over
mechanical behavior under different environmental conditions is crucial.

The present paper is organized as follows: The next section provides an in-depth
analysis of the simulation technique employed, the model used, and the intricate details
pertaining to the simulated system. Section 3 of the manuscript discusses and examines the
results derived from the MD simulation, together with the results utilized from the Richeton–
Ji (RJ) model to estimate the elastic modulus of the nanocomposites. Section 4 discusses
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the mobility of polymer chains through the analysis of mean-squared displacement (MSD)
computations. Finally, in Section 5, the conclusion is presented, which elucidates the key
findings and contributions.

2. Models and Methods
2.1. Preparation and Equilibration of Model Configurations

Molecular dynamics (MD) simulations are widely employed in scientific research
to simulate the temporal behavior of a collection of atoms that interact with each other.
This work involves performing atomistic MD simulations on a model system consisting of
PEO/SiO2 nanocomposites. The nanocomposite PEO/SiO2 model is made up of 33 wt%
(12.7 vol%) silica nanoparticles. The silica nanoparticles possess an amorphous structure
and are roughly spherical in shape, with an estimated diameter of approximately 4 nm. The
nanocomposite contains 48 PEO chains, which consist of 50 monomers each. The molecular
weight of the PEO chains is around 2.2 kDa. Additional information on the molecular
structure of the PEO and silica nanoparticles can be found in previous works [11,29,72,73].
The force field parameters for the PEO and silica can be found in Appendix A. Table A1
provides a comprehensive overview of the non-bonded interactions, whereas Table A2
delineates the bonded interactions. The Lorentz–Berthelot mixing rule was employed to
compute the non-bonded interactions between atoms of PEO and SiO2.

This study examines the mechanical response of polymeric nanocomposites (PNCs)
under various tensile deformations. Deformations were applied at different strain rates,
including 1.0 × 10−4, 5.0 × 10−5, 1.0 × 10−5, 5.0 × 10−6, 1.0 × 10−6, 5.0 × 10−7, and
1.0 × 10−7 fs−1, on three systems, maintaining constant temperatures equal to 220 K (glassy
state), 270 K (close to the glass transition temperature, Tg), and 330 K (melt state) each. It
is worth mentioning that the Tg value of the model PEO/SiO2 systems was previously
ascertained to be around 270 K in our previous studies [11,29]. Furthermore, tensile
deformations were performed under different thermal conditions, spanning temperatures
from 150 K to 400 K, using two different strain rates, 1.0 × 10−5 fs−1 and 1.0 × 10−6 fs−1.
Table 1 presents the temperature and strain rate values and their corresponding deformation
times, calculated as the inverse of the strain rate. The “deformation time”, tD, (inverse of
strain rate) is of significant importance in describing the material’s behavior, in relation to
its relaxation times. The time step in all simulations was 1 fs.

Table 1. Temperature and strain rate values with the corresponding effective deformation time.

Temperature
(K)

Strain Rate (fs−1)

1.0 × 10−7 5.0 × 10−7 1.0 × 10−6 5.0 × 10−6 1.0 × 10−5 5.0 × 10−5 1.0 × 10−4

tD
1(ps) = 1.0 × 104 2.0 × 103 1.0 × 103 2.0 × 102 1.0 × 102 2.0 × 101 1.0 × 101

150 - - TE 3 - TE - -
220 SRE 2 SRE SRE/TE SRE SRE/TE SRE SRE
250 - - TE - TE - -
270 SRE SRE SRE/TE SRE SRE/TE SRE SRE
300 - - TE - TE - -
330 SRE SRE SRE/TE SRE SRE/TE SRE SRE
350 - - TE - TE - -
370 SRE SRE SRE/TE SRE SRE/TE SRE SRE
400 - - TE - TE - -

1 Corresponding effective deformation time for the strain rate values (in picoseconds). 2 The strain rate effect
(SRE) is studied within a system that is kept at constant temperature. 3 The temperature effect (TE) is studied
within a system under constant strain rate.

To investigate the effect of strain rate while maintaining a constant temperature, the
initial PEO/SiO2 model systems (data files that include molecular configuration and speci-
fications, including simulation box dimensions, atom types, atom coordinates, and force
field parameters) were utilized. To ensure accurate results, several (here 10) uncorrelated
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configurations were created by performing long equilibrium MD simulations at a high
temperature of 400 K. Then, each configuration was cooled down to the desired tempera-
ture, with a cooling rate of 10 K/ns, followed by additional MD simulations of a few ns to
achieve thermal and small-scale equilibration.

After equilibration, a controlled deformation along the x-direction is performed for
each system, utilizing the NPYYPZZT ensemble, wherein a constant temperature is main-
tained alongside normal stresses applied in the y and z directions. This is achieved through
the use of a Nose–Hoover thermostat for temperature control and a Parrinello–Rahman
barostat for stress imposition. In this work, deformation tests were applied up to a max-
imum global strain value of 0.4. However, the analysis focuses on the linear (low strain
value) regime. To maintain the integrity of the systems, periodic boundary conditions were
consistently applied in all three directions throughout the approach.

2.2. Deformation Process

Due to the isotropic nature exhibited by the PEO/SiO2 PNCs in light of the nearly
spherical shape of the nanofiller, a single applied axial tensile deformation test (in this case,
in the x-direction) is adequate to determine their comprehensive mechanical properties.
Therefore, it is possible to deduce the rigidity matrix by determining the numerical values
of the Young’s modulus, denoted as E, and the Poisson’s ratio, denoted as ν. Snapshots of
the PEO/SiO2 model systems before and after tensile deformation (for the 0.4 strain value)
are shown in Figure 1.
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Figure 1. Snapshots of the PEO/SiO2 model systems, using periodically wrapped coordinates, in
(a) initial (equilibrium) and (b) deformed in the x direction (ε = 0.4) configurations at T = 270 K. Blue
dots represent the nearly spherical SiO2 nanoparticle, while red dots represent the surrounding PEO
polymer in the unit cell system.

The current investigation involved the implementation of the deformation process by
performing MD simulations using LAMMPS [74]. The mechanical parameters of the model
systems, including the Young’s modulus and Poisson’s ratio, are determined by analyzing
the stress vs. strain curves. In addition, local stress values are computed using the atomic
virial formalism. This version of the stress tensor corresponds to Harasima’s concept of the
local stress tensor, which states that the stress caused by the interaction of two particles is
spread equally throughout the regions where the particles exist. It should also be noted
that the proposed method can be applied if Hardy stresses are used [75]. Here, local stress
profiles are determined by calculating the mean PEO the sum of atom stresses in the regions
that correspond to the interphase and matrix regions around the silica nanoparticle.

To further enrich the investigation, the study implemented a new method to directly
examine local deformation fields at the atomic level [75,76]. This approach allows us to
calculate the deformation gradient for every atom using an intricate minimization problem.
Valuable information about the distribution of local strain fields in the atomistic model
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was obtained by analyzing the positions of the atom of interest and its neighboring atoms
within the specified cutoff radius (rcut). The Lagrange Green strain tensor, which is defined
in relation to the reference coordinates, played a vital role in the evaluation and analysis of
these localized strain fields. More information about the calculation of the local, per-atom-
defined deformation (strain) can be found in our previous works [11,77].

3. Results and Discussion
3.1. Macroscopic Mechanical Behavior of PEO/SiO2 Nanocomposites

The investigation of the model PEO/SiO2 systems began with a direct examination of
their overall mechanical behavior under external deformation. As elucidated earlier, for
our particular investigation, the entire rigidity matrix can be inferred from a single axial
tensile test. This test procedure allows precise determination of both Young’s modulus, E,
which measures the resistance to deformation under tensile loading, and Poisson’s ratio, ν,
which measures the transverse deformation response in relation to axial deformation.

Based on information on the relationship between overall stress and externally applied
strain for all PEO/SiO2 systems, as illustrated in Appendix B, it is apparent that stress–
strain measurements are significantly affected by both the applied strain rate and the
temperature conditions within the system being studied. In particular, as the applied
strain rate increases, the PEO/SiO2 systems exhibit higher maximum stresses for a given
magnitude of strain. On the contrary, temperature impacts exhibit a contrasting pattern,
whereby higher temperatures are associated with lower peak stresses in the system. Figure 2
presents a comprehensive three-dimensional depiction of how the combination of strain
rate and temperature affects both the Young’s modulus and Poisson’s ratio in the studied
system. The Young’s modulus is obtained by determining the slope of the elastic region
(linear regime) of the stress–strain curve within the low-strain (E < 0.05) values. Within this
domain, stress exhibits a linear dependence on strain, facilitating precise characterization of
the Young’s modulus, whereas the Poisson’s ratio represents the slope of the longitudinal
strain-transverse strain curve. Figure 2 clearly demonstrates that the combined influence
of strain rate and temperature has a substantial impact on the behavior of the system. In
Figure 2a, whenever the system is subjected to a high strain rate and low temperature, it
shows a high Young’s modulus, indicating the characteristics of a rigid structure and the
brittle behavior of the material. If the system is subjected to deformation at an extremely
slow rate and at a temperature significantly higher than the glass transition temperature,
the system will exhibit much softer behavior compared to its prior condition. The results of
the Poisson’s ratio in Figure 2b reflect the same conclusion, where lower values of this ratio
indicate a higher level of system hardness and vice versa.

The comprehensive three-dimensional analysis presented in Figure 2 demonstrates
the interplay between strain rate and temperature on the mechanical properties of the
nanocomposites. The observed trends in Young’s modulus and Poisson’s ratio, as shown
in the figure, are consistent with theoretical expectations, where a high strain rate corre-
sponds to increased material stiffness, and a high temperature results in reduced rigidity.
These observations are supported by the fundamental principles of polymer mechanics,
which suggest that strain rate and temperature influence the molecular dynamics and,
consequently, the macroscopic mechanical properties of the material.

To enhance clarity, a focused analysis was performed on the changes in the Young’s
modulus and Poisson’s ratio with respect to the strain rate across several temperature
ranges: below, at, and above the glassy transition point, as described in Section 3.1.1.
Furthermore, in Section 3.1.2, the dependence of the Young’s modulus and Poisson’s
ratio on temperature were analyzed using consistent and distinct strain rate values. In
a 2D analysis, complexities are reduced, making it easier to apply theoretical/analytical
frameworks and equations derived from previous research [32,33].
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3.1.1. Dependence of the Linear Mechanical Properties on Strain Rate

Figure 3 shows the findings related to the Young’s modulus (E) and Poisson’s ratio
(ν) in relation to the strain rate (

.
ε) under various temperature conditions. These condi-

tions encompass temperatures that are below, equal to, and above the glassy transition
temperature (Tg). Furthermore, Figure 3a illustrates the results derived from the theoretical
Richeton–Ji (RJ) model, depicting the dependence of the elastic Young’s modulus on both
the temperature and the deformation rate. Note that the strain rate axis is graphed using
a logarithmic scale. The equation of the Richeton–Ji model incorporates parameters asso-
ciated with the temperature (T), strain rate (

.
ε), and material constants. According to this

model, the temperature and strain rate dependence of Young’s modulus, E, and Poisson’s
ratio, ν, follow a modified exponential form [21]:
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where m represents the Weibull modulus, which characterizes the activation energy for
bond breakage in connection with temperature. Ec is the composite elastic modulus
(representing the overall stiffness) of the nanocomposite. It accounts for the influence of
nanofillers by incorporating their volume fraction, the stiffness ratio between the polymer
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and the nanofillers, and the Young’s modulus of the nanofillers. For a detailed explanation
of the step-by-step computation using the equation above, please refer to Appendix C.
This approach allows the model to accurately predict the nanocomposite’s elastic modulus,
taking into account the effects of nanofillers across different temperatures and strain rates.
For further details on the formulation, please refer to reference [21]. As shown in Figure 3a,
it is evident that Young’s modulus aligns closely with the predictions of the RJ model in
the range of strain rates for systems at particular temperature values. The same model
was used to compare the Poisson’s ratio results with those obtained from MD simulations
(Figure 3b). The model closely corresponds to the results of the MD simulations, affirming
the consistency between the model and the MD technique. As shown in Table 2, based
on global results, the Weibull modulus values, derived from fitting the MD simulation
curves using the Young’s modulus formulation of the RJ model, range between 1.8 and
7.4 for systems under various temperature conditions, showing an increase as the system
approaches a molten state. However, a contrasting pattern was noted when employing
the Poisson’s ratio formulation, resulting in a reduction in the Weibull modulus from 5.91
to −4.91 as the system’s temperature increased from 220 K to 330 K. The data presented
in Table 2 clearly demonstrate that reducing the strain rate applied to the system has an
identical impact on the Weibull modulus as raising the temperature of the system.
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Table 2. Variations in the Weibull modulus of the RJ Model.

Weibull Modulus (m)

Based on Young’s Modulus Formulation Based on Poisson’s Ratio Formulation

For Global Results
For Local Results

For Global Results
Interphase Matrix

Strain rate
effect

T = 220 K 1.80 1.47 2.02 5.90
T = 270 K 2.26 2.47 6.35 2.47
T = 330 K 7.40 9.95 16.70 −4.91

Temperature
effect

.
ε = 1.0 × 10−5 fs−1 4.30 3.95 4.26 3.79
.
ε = 1.0 × 10−6 fs−1 6.20 5.00 5.60 1.86

Based on the data shown in Figure 3a, it becomes clear that an increase in the strain
rate leads to an increase in the elastic modulus. As an example, for systems at temperature
220 K, the increase in strain rate from 1.0 × 10−7 fs−1 to 5.0 × 10−7 fs−1 yields a rise in the
Young’s modulus by approximately 9.2%. The percentage increase becomes significantly
higher, reaching up to 99.7%, from 1.0 × 10−7 fs−1 to 1.0 × 10−4 fs−1. This escalation is
particularly pronounced at strain rates greater than 1.0 × 10−5 fs−1. This happens because
at higher strain rates, which correspond to low deformation times, the relaxation and
reorientation of polymer chains are impeded, leading to an increase in material orderliness
and stiffness. This is consistent with a previous study that revealed that increasing the
strain rate hinders chain relaxation, thus reducing its molecular mobility [78,79]. On the
other hand, as the temperature of the system increases, the improvements in the Young’s
modulus with the increasing strain rate become more pronounced. For the system at 270 K,
the percentage increase in Young’s modulus reaches up to 214.8% at the highest applied
strain rate (1.0 × 10−4 fs−1), while at 330 K, the improvement is even more substantial.
These values indicate that the influence of strain rate becomes more apparent in the melt
state, demonstrating that higher temperatures enhance the sensitivity of the modulus to
strain rate variations. On the contrary, the temperature of the system has a greater impact
on Young’s modulus at strain rates smaller than 1.0 × 10−5 fs−1. In such circumstances, the
Young’s modulus decreases with temperature. When the temperature is higher than the
glass transition temperature (Tg), this impact is clearly noticeable. The Young’s modulus
is observed to decrease significantly for lower strain rate values (<1.0 × 10−5 fs−1) at
temperatures below Tg compared to earlier states. The opposite of the aforementioned
situation is shown in Figure 3b, where a rise in strain rate causes a reduction in Poisson’s
ratio, indicating properties similar to those of a rigid system. As the strain rate increases, this
behavior becomes more noticeable. For the system at 220 K, the Poisson’s ratio decreases
by up to 39.8% as the strain rate increases from 1.0 × 10−7 fs−1 to 1.0 × 10−4 fs−1. At 270 K,
the reduction reaches 43.9% over the same range of strain rates. In contrast, at 330 K, the
decrease is 42.1%. This indicates that while the Poisson’s ratio consistently decreases with
increasing strain rate at all temperatures, the magnitude of the reduction becomes more
substantial at higher temperatures, suggesting that the material’s response to the strain
rate is more pronounced as it approaches its melt state. In particular, when the strain rates
exceed 1.0 × 10−5 fs−1, the Poisson’s ratio demonstrates negligible susceptibility to changes
in temperature. In contrast, the impact of temperature becomes more noticeable with lower
deformation rates and for temperatures that exceed the glass transition temperature (Tg).

3.1.2. Dependence of the Linear Mechanical Properties on Temperature

According to the stress–strain curves presented in Appendix B, as the strain rate
decreases from 1.0 × 10−5 fs−1 to 1.0 × 10−6 fs−1, a considerable disparity in the stress–
strain curves becomes visible. Data indicate that the system experiences a reduction in
both rigidity and strength when subjected to low strain rates and elevated temperatures, in
contrast to scenarios with similar temperatures but higher strain rates, where rigidity is
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preserved. As expected, a gradual increase in peak strength and rigidity was found in the
latter circumstances.

Based on the information provided in Figure 4a, it is feasible to draw the conclusion
that a slight change in the Young’s modulus was observed within the temperature range
of 150 K to nearly 270 K (which is equivalent to Tg, the glass transition temperature).
This is due to the restricted molecular mobility of the polymer chains as a result of the
low thermal expansion and stiffer material below the glass transition temperature (Tg).
However, as the temperature approaches this threshold, the Young’s modulus begins to
decrease in a detectable manner, particularly when the material is subjected to low strain
rates. For example, at a strain rate of 1.0 × 10−5 fs−1, the percentage decrease in the
Young’s modulus increases from 6.69% to 64.79% as the temperature rises from 220 K to
400 K, compared to the system at 150 K. Similarly, at a strain rate of 1.0 × 10−6 fs−1, the
percentage decrease reaches up to 97.24% at 400 K. This trend shows that the effect of
temperature on the material’s modulus becomes more pronounced at lower strain rates.
Specifically, while the percentage decrease is moderate at lower temperatures, it escalates
significantly at higher temperatures. This indicates that as the material approaches its
melt state, the impact of temperature on reducing its modulus becomes more evident and
pronounced, with higher strain rates accelerating the reduction in mechanical stiffness.
Consequently, higher thermal expansion and lower modulus occur above Tg due to reduced
intermolecular forces and enhanced molecular mobility. The alignment between the results
derived from the application of the RJ model and those obtained through the MD simulation
is notably evident. In this specific case, the Weibull modulus values are 4.3 and 6.2 for
systems subjected to strain rates of 1.0 × 10−5 fs−1 and 1.0 × 10−6 fs−1, respectively, as
demonstrated in Table 2. This concordance underscores the reliability and consistency of
the RJ model in capturing the mechanical behavior of systems under varying strain rates.
On the contrary, Figure 3b shows the opposite trend. With increasing temperature, the
Poisson’s ratio starts to increase and is consistently higher for the system at the lower strain
rate of 1.0 × 10−6 fs−1 throughout the entire temperature range, indicating greater ductility.
At a strain rate of 1.0 × 10−5 fs−1, the ratio increases from 10.19% at 270 K to 77.82% at
400 K compared to its value at 150 K. At a strain rate of 1.0 × 10−6, the ratio increases from
17.66% at 270 K to 65.13% at 400 K. The increase in the Poisson’s ratio at higher strain rates
is not abrupt, suggesting a limited lateral deformation of the material, indicating that it
becomes stiffer at high strain rates. This contrasts with the behavior observed at lower
strain rates. Furthermore, it is apparent how closely the results of the Poisson ratio derived
from the RJ model align with those from MD simulations.

The analysis of Young’s modulus and Poisson’s ratio in relation to temperature, as
presented in Figure 4, highlights the material’s thermal sensitivity and its transition from
a rigid to a more flexible state as temperature increases. The marked decrease in Young’s
modulus at temperatures above Tg and at lower strain rates underscores the significant im-
pact of thermal energy on the material’s stiffness. Additionally, the increase in the Poisson’s
ratio at elevated temperatures indicates greater lateral deformation and enhanced ductility,
consistent with the expected behavior of materials approaching their melting point.

When comparing the data in Figures 3 and 4 on the Young’s modulus and Poisson’s ra-
tio for the PEO/SiO2 nanocomposite system, it becomes clear that for the current PEO/SiO2
systems, there exists a “critical” strain rate value, approximately equal to 1.0 × 10−5 fs−1.
Below this threshold, the system exhibits the characteristics of a rigid and brittle material,
characterized by a high Young’s modulus and a low Poisson’s ratio. On the contrary, above
this strain rate value, the system displays softer behavior, accompanied by an increase in
the Poisson’s ratio and reduced rigidity (lower Young’s modulus). This behavior closely
resembles the definition of the glass transition temperature (Tg). Below Tg, the system
assumes a glassy state, demonstrating higher rigidity when compared to conditions at
higher temperatures above Tg.
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3.2. Heterogeneous (Local) Mechanical Behavior of PEO/SiO2 Nanocomposites

To investigate the heterogeneous mechanical characteristics exhibited by the PEO/SiO2
model systems, a thorough examination of the stress and strain fields at the atomic scale is
imperative. To accomplish this, a per-atom assessment of stress and strain is employed,
applied within the framework of a globally imposed strain. The computation of local
stress at each individual atom, as mentioned above, is performed directly using the prin-
ciples of the atomic virial formalism. Based on our previous research on polymer/silica
nanocomposites [11], the determination of the extent of the interphase region surrounding
the nanoparticle is based on data related to the density profile of the PEO chains with
respect to their distance from the center of mass of the silica nanoparticle. As described in
our previous works [11,72], it was found that the interphase region extends to a distance of
6.0 Å from the surface of the silica nanoparticle, coinciding with the initial dip observed
in the density-radial distance curve. Following this, the matrix region is identified, be-
ginning at the end of the interphase region. In this study, the matrix region is defined
as the remaining polymers surrounding the interphase region (Figure 5). Based on the
aforementioned statement, the calculation of stress within a particular domain, such as the
PEO/SiO2 interface and the PEO matrix, involves the sum of individual contributions of
each atom within the domain, followed by the division of this amount by the volume of
the domain; the latter is due to the fact that the values of the atom array are in ‘pressure
times volume’.

Figure 6 shows a three-dimensional (3D) visualization that illustrates the modulus of
changes in elasticity in the interphase and matrix regions, revealing how they are influenced
by temperature and strain rate. For better clarification, changes in the Young’s modulus for
the interphase and matrix regions are analyzed based on the strain rate and temperature in
Sections 3.2.1 and 3.2.2, respectively.
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3.2.1. Dependence of the Local Linear Mechanical Properties on Strain Rate

To examine the behavior of the PEO/SiO2 nanocomposite system under varying
strain rates, a comprehensive examination was carried out in three different temperatures
chosen with respect to the average glass transition temperature, Tg, of the model PEO/SiO2
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systems: (a) below (220 K), (b) equal to (270 K), and (c) above (330 K) the Tg. The resulting
observations related to the elastic modulus in relation to the applied strain rate (graphed
on a logarithmic scale) for these three distinct systems are visually presented in Figure 7.
Furthermore, the graphs depicted the results derived from the RJ model, illustrating a
strong similarity between the model results and those produced by the MD simulations,
thus supporting our findings.
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Based on the information provided in Figure 7a,b, when dealing with systems char-
acterized by low temperature values and higher strain rates (exceeding 1.0 × 10−5 fs−1),
the small deformation time and the glassy state result in both the interphase and matrix
regions that display a similar level of rigidity. This observation can be attributed to the
limited mobility of polymer chains in the glassy state, where thermal energy is insufficient
to facilitate significant molecular rearrangements. Consequently, both the interphase and
matrix are locked into a rigid structure, leading to uniform mechanical behavior across
these regions. However, a more pronounced rigidity disparity between the interphase
and matrix regions becomes evident if low strain rate values are applied. At these lower
strain rates, there is sufficient time for the polymer chains in the matrix to partially re-
lax, allowing for some degree of molecular mobility that is less present in the interphase,
thereby creating a noticeable difference in rigidity. On the contrary, opposing results are
observed for systems at higher temperature values (in a melt state, Figure 7c). In such
systems, higher strain rate values lead to a greater rigidity gap between the interphase and
matrix regions, attributed to the enhanced non-bonded interactions in the interphase of
melty systems compared to the matrix region. Increased rigidity in the interphase can be
attributed to the reorganization of molecular chains, which occurs at higher strain rates.
At these elevated temperatures, when higher strain rates are applied, the nanoparticles
exhibit a more pronounced ability to create a region with distinct properties compared to
the matrix region farther from the nanoparticles. This results in a greater rigidity disparity
between the interphase and the matrix, with the interphase becoming more structured and
resistant, while the matrix remains less ordered and exhibits lower resistance. In melty
systems at low strain rates, the Young’s modulus values for the interphase and matrix
regions come closer together. This convergence stems from the fact that low strain rates
and high temperatures magnify the decrease in rigidity in both the interphase and matrix
regions. Under these conditions, the thermal energy allows for significant chain mobility
in both regions, effectively reducing the overall rigidity and minimizing the differences
between the interphase and matrix. It is evident from Table 2 that the Weibull modulus is
higher for the matrix compared to the interphase region, with an increase as the system
approaches a molten state.



Polymers 2024, 16, 2530 14 of 25

3.2.2. Dependence of the Local Linear Mechanical Properties on Temperature

According to Figure 8, a marked decrease in rigidity is observed in both the interphase
and the matrix regions when the systems are exposed to temperatures that exceed the glassy
transition temperature, indicating a transition to melt systems. As previously mentioned,
the decrease in rigidity is due to increased molecular mobility and weakened intermolecular
forces at elevated temperatures, resulting in the overall softening of both regions. On the
contrary, comparable rigidity (E) is observed for the interphase and matrix regions at
low temperature values, especially in systems subjected to high strain rates. At lower
temperatures, the material maintains its rigidity due to the lower molecular mobility and
stronger intermolecular interactions. High strain rates further exacerbate this rigidity by
impeding the relaxation and reorientation of molecular chains, thus increasing material
stiffness. The simultaneous presence of low strain rates and high temperatures not only
accentuates the reduction in rigidity in both the interphase and matrix regions but also, at
extremely high temperatures, results in similar rigidity for both regions. This phenomenon
occurs because, when low strain rates coincide with exceedingly high temperatures, the
concept of relevance of the ‘interphase region’ diminishes. In such extreme conditions,
both the interphase and matrix regions undergo similar softening, making the previously
observed differences less pronounced. Similar deductions can be drawn from the findings
obtained through the RJ model, which closely match those arising from the MD simulations.
This alignment reaffirms the enduring low stiffness observed within both the interphase
and matrix sections of systems exposed to extreme temperatures and reduced strain rates,
thus backing the notion of a diminishing interphase region under such conditions. Similar
trends in the Weibull modulus as discussed earlier are apparent in Table 2, where the matrix
exhibits a higher Weibull modulus compared to the interphase regions, with an increase
observed as the strain rate decreases.
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3.2.3. Strain Heterogeneities within Polymer Nanocomposite Systems

Next, a detailed investigation is provided on how the local strain distribution evolves
across different strain rates and temperatures within the PEO/SiO2 nanocomposite system,
shedding light on the spatial variation and rate dependence of mechanical properties
within the material. The heterogeneities of local stress and strain fields are examined for
specific values of the applied global deformation, that is, strain values of 0.03, 0.06, and
0.09, each representing a specific frame within the elastic regime. The strain probability
distribution function, P(ε), is computed for these strain values for both interphase and
bulk regions. Data about the standard deviations of P(ε) for the interface and the matrix
regions are presented in Figure 9, whereas in the inset, the entire P(ε) is shown. Systems
at 220 K, 270 K, and 330 K are shown. The P(ε) data show the varying levels of strain
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heterogeneity that occur under different conditions, while the standard deviation curves
offer information on the degree of variation in local strain within the material. It is clear
that the local strain distributions are symmetrical, with initially narrow peaks signifying
extensive adaptation to the global strain. As the strain increases, these distributions become
more extensive, suggesting the presence of a more varied local strain field within the
polymer. The significant fluctuations and variations observed in the standard deviation
can be attributed to the heterogeneity present in the local strain distribution.
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in frames corresponding to global strains of 0.03, 0.06, and 0.09, respectively. The line styles for the
red and blue inset plots match the legend of the black inset. (a–c) For bulk regions at 220 K, 270 K,
and 330 K, respectively; and (d–f) for interphase regions at 220 K, 270 K, and 330 K, respectively.

From the above results, it is clear that higher strain rates, such as 1.0 × 10−4 fs−1,
produce narrower probability distribution curves, indicating a more uniform distribution
of local strain (close to the global applied strain) within the material, whereas lower
strain rates, such as 1.0 × 10−7 fs−1, produce wider probability distributions, indicating
increased strain heterogeneities within the polymer nanocomposite. At the same time,
lower temperatures, such as 220 K, result in narrower probability distributions, indicating a
more homogeneous strain distribution. As temperature increases, the P(ε) becomes broader,
indicating increased strain heterogeneity due to increased thermal fluctuations.

Furthermore, the bulk and interphase regions exhibit unique characteristics. In the
bulk region, probability distributions are narrower, especially at lower temperatures and
higher strain rates, indicating a more uniform strain distribution. However, in the inter-
phase region, larger probability distributions are consistently detected under all conditions,
indicating greater variability of the strain than in the bulk. Standard deviation curves
support these findings, with lower strain rates and higher temperatures associated with
higher standard deviation values, indicating greater variability in strain within the material.
On the contrary, higher strain rates and lower temperatures produce smaller standard
deviation values of P(ε), implying a more consistent strain distribution. These findings
highlight the intricate interplay of strain rate, temperature, and the heterogeneity of local
strain distribution in the PEO/SiO2 nanocomposite systems. They emphasize the need to
take these aspects into account when assessing the mechanical behavior of such materials,
especially in cases where the uniformity of the strain distribution is vital.

4. Mobility of Polymer Chains under Deformation

The investigation is extended to examine the motion of the polymer chains within
the interphase- and bulk-like regions under various strain rates for systems at different
temperature conditions: below, equal to, and above the glass transition temperature (Tg).
The correlation between the mechanical response of the PEO/SiO2 systems and their
mobility are explored by directly measuring the mean-squared displacement (MSD) of
the polymer atoms under a specific deformation (strain, ε). The MSD, ∆R(ε(t)), is defined
as ∆R(ε(t)) =

〈
(R(ε(t))− R(ε(0))2)

〉
and is analyzed across different temperatures. To

focus on the non-affine displacements, the affine deformation xm
0 εx is subtracted from the

MSDs along the x direction (deformation), while νym
0 εx and νzm

0 εx are subtracted from the
MSDs in the y and z directions, respectively. Here, xm

0 , ym
0 , and zm

0 represent the initial
positions of atom m at equilibrium, and ν is the Poisson’s ratio at the current temperature.
In this relation, R(ε(t)) and R(0) represent the positions of the atoms at time t and t = 0,
respectively, with the brackets 〈〉 indicating a statistical average over all polymer atoms
and all possible time origins.

Based on Figure 10a, the polymer mobility in the axial direction during uniaxial
deformation is significantly influenced by the temperature of the system, particularly in
relation to the glass transition temperature (Tg). For temperatures at or below Tg, where
the polymer exists in a glassy state, the effect of varying strain rates on polymer motion in
the interphase regions is minimal. This indicates that the polymer chains in these regions
are relatively rigid, limiting their mobility regardless of the strain rate. However, when
the temperature exceeds Tg, transitioning the polymer into a molten state, the impact
of strain rate becomes more pronounced. In these higher temperature conditions, the
matrix or bulk-like region exhibits a much larger disparity in MSD values at lower strain
rates, particularly at 1.0 × 10−7 fs−1, compared to other strain rates. This suggests that at
elevated temperatures and lower strain rates, the polymer chains in the matrix region have
greater mobility, which could be due to the reduced viscosity and increased chain flexibility
(entropic effect) in the molten state. Consequently, higher temperatures coupled with lower
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strain rates result in significantly increased MSD, with the matrix region showing a more
pronounced response compared to the interphase region (enthalpic effect). This behavior
highlights the complex interplay between temperature, strain rate, and polymer mobility,
particularly across different regions of the polymer composite.
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A similar trend is observed in Figure 10b when analyzing the total MSD values (sum
of MSD values along x, y, and z directions). For systems at or below Tg, the total MSD is
predominantly influenced by the x-direction, with negligible contributions from the y and
z directions. This indicates that polymer motion in the glassy state is highly constrained
and primarily occurs along the stretching axis. However, in the molten state, the MSD
increases significantly, especially in the matrix or bulk-like region. This effect is particularly
pronounced at lower strain rates (1.0 × 10−7 fs−1), where the reduced strain rate allows for
greater molecular mobility, leading to much higher MSD values. This suggests that in the
molten state, polymer chains have more freedom to move, and lower strain rates further
facilitate this motion.

5. Conclusions

In this study, the mechanical behavior of PEO/SiO2 nanocomposites was explored
using atomistic MD simulations, which is a powerful and efficient approach to study-
ing intricate nanoscale interactions in nanocomposite systems, bridging the gap between
atomistic details and macroscopic mechanical properties. Our investigation focusses on
the effects of temperature, across the melt and glassy states, and the strain rate on the
material’s response to external loads. Furthermore, the results obtained from the MD
simulations are compared with those from the continuum RJ model. Through this com-
prehensive investigation, our objective is to shed light on the intriguing properties of
PEO/SiO2 nanocomposites, paving the way for their enhanced application in various fields
of engineering and nanotechnology. On the basis of the aforementioned explanations and
discussions, the following key conclusions can be drawn:

• When exploring the influence of temperature on mechanical behavior, the study reveals
that an increase in temperature leads to a reduction in material strength. For instance,
the decrease in Young’s modulus increases from 6.69% to 64.79% as the system’s
temperature rises from 200 K to 400 K. This drop in rigidity becomes more pronounced
at lower strain rates.

• At temperatures below the glass transition temperature (Tg), nanocomposite systems
tend to have a higher Young’s modulus, indicating a more rigid and glassy state.
Above Tg, nanocomposites become softer and less rigid, resulting in a decrease in
Young’s modulus.

• Strain rate variations have a more significant impact on the Young’s modulus at higher
temperatures. The critical strain rate of approximately 1.0 × 10−5 fs−1 signifies a shift
from brittle and rigid behavior to softer characteristics in the nanocomposite system.

• Strain rate increases lead to a considerable rise in Young’s modulus, with a peak increase
of up to 99.7% when the strain rate is elevated from 1.0 × 10−7 fs−1 to 1.0 × 10−4 fs−1

at 220 K. This sensitivity to strain rate enhances with higher temperatures, indicating a
transition toward improved strain resistance and deformation resistance.

• The transition from the glassy state to the molten one at temperature equal to Tg has an
equivalent impact on both the Young’s modulus and Poisson’s ratio. Nanocomposites
with temperatures below Tg may undergo less lateral expansion under deformation.
They demonstrate greater Poisson’s ratios above Tg, increasing to 77.82% at 400 K for
a strain rate of 1.0 × 10−5 fs−1 and 65.13% for 1.0 × 10−6 fs−1.

• An analysis of local results, which examine atomic-scale stress and strain fields, pro-
vides valuable information on the diverse mechanical properties exhibited by the
PEO/SiO2 model systems. The discernment of interphase and matrix regions reveals
significant variations in rigidity between these areas when subjected to varying strain
rates and temperatures, thus aiding in the comprehension of local stress distribution.

• Differences between the (more rigid) interphase and the matrix region are more
important for low temperatures and/or high strain rates. On the contrary, under
conditions of extremely high temperatures and low strain rates, the differences in
the mechanical behavior between the interphase and matrix regions are reduced,
supporting the idea of a diminishing interphase zone.
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• The precision of the Richeton–Ji (RJ) model in predicting the mechanical properties of
the PEO/SiO2 nanocomposite system has been established, as its results are highly
congruent with those obtained from MD simulations.

• The analysis reveals that temperature and strain rate significantly impact polymer
chain mobility, especially above the glass transition temperature (Tg). At higher
temperatures, lower strain rates result in greater mean-squared displacement (MSD)
values, particularly in the matrix region. This underscores the importance of thermal
and mechanical conditions in influencing polymer deformation, with the matrix region
being more responsive than the interphase region.

In summary, this extensive investigation of deformed PEO/SiO2 systems, using atom-
istic MD simulations, has yielded profound insights into the intricate mechanical behavior
influenced by the strain rate and temperature. The general analysis of the stress–strain
measurements highlights the substantial impact of both the applied strain rate and the
temperature conditions on the PEO/SiO2 systems. The single axial tensile test, used as a
highly effective methodology, allows the precise determination of the Young’s modulus (E)
and Poisson’s ratio (ν), pivotal indicators of material rigidity and deformation response.
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Appendix A. Force Field Details for the PEO/SiO2 Model

Table A1 outlines the non-bonded interactions, while Table A2 details the bonded in-
teractions. A modified TraPPE-based force field was used to characterize PEO [28,80], and a
complete representation of the atom representation was used for the SiO2 nanoparticle [81].
Electrostatic interactions were computed using the Ewald particle mesh (PME) method [82].
The simulations were carried out in the NPYYPZZT statistical ensemble, wherein con-
stant pressure was maintained through the Parrinello–Rahman barostat, and constant
temperature was upheld using the Nose–Hoover thermostat [83,84]. The simulations were
performed using the LAMMPS simulation package [85].

Table A1. Non-bonded interactions.

VLJ

(
rij

)
= 4εij

[
( σij

εij
)
12−( σij

εij
)
6]

, r≤RC, Lennard−Jones

Atom Types Mass (g/mol) σ (nm) ϵ (kJ/mol) Charge

CH2 14.027 0.395 0.3824 0.25

CH3 15.035 0.375 0.3824 −0.25

O (PEO) 15.9994 0.28 0.457296 0.5
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Table A1. Cont.

VLJ
(
rij
)

= 4εij

[
(

σij
εij

)
12
−(

σij
εij

)
6]

, r≤RC, Lennard−Jones

Atom Types Mass (g/mol) σ (nm) ϵ (kJ/mol) Charge

Si 28.086 0.392 2.5104 10.2

O (Silica) 15.9994 0.3154 0.636 −0.51

H 1.008 0.2352 0.092 0.255

CH3–CH2 0.385 0.558247

O–CH2 0.3375 0.41821

O–CH3 0.3275 0.610424

Table A2. Bonded interactions.

Bond b (nm) kb (kJ/mol·nm2)

CH2–CH2 0.154 217,700

CH2–O 0.141 267,900

CH3–O 0.141 267,900

Si–O 0.163 323,984

H–O 0.095 533,549

Angle θ0 (deg) kθ (kJ/mol × rad2)

CH2–CH2–O 112 418.218

CH2–O–CH2 112 502.194

CH3–O–CH2 112 502.194

Si–O–Si 144 209.6

O–Si–O 109.47 469.72

Si–O–H 119.52 228.84

Dihedral C0 (kJ/mol) C1 (kJ/mol) C2 (kJ/mol) C3 (kJ/mol) C4 (kJ/mol) C5 (kJ/mol)

O–CH2–CH2–O 2.22267 17.03651 8.29835 −31.2451 5.13025 −1.91522

CH2–CH2–O–CH2 1.60941 19.79231 −7.82474 −15.72474 6.43215 −4.5435

CH2–CH2–O–CH3 1.60941 19.79231 −7.82474 −15.72474 6.43215 −4.5435
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Appendix C. Step-by-Step Computation of the Young’s Modulus for the Polymer
Nanocomposite System Based on the RJ Model

• Step1: For i = 1, 2, and 3, determine Ere f
im , which corresponds to the three reference

instantaneous moduli of pure polymer at a reference frequency or strain rate. Note
that, i = 1, 2, and 3 corresponds to the β, glass, and f low transitions, respectively.

• Step2: Based on the results from step1, by using the RJ equation below, calculate Ere f
ic

(the three reference instantaneous moduli of the nanocomposite as a function of one of
the polymer matrix for i = 1, 2, and 3) for different nanofiller volume fraction and the
corresponding α and β parameters.

Ere f
ic

Ere f
im

=

(1 − α) +
α − β

(1 − α) + α(h − 1)/ln(h)
+

β

(1 − α) + (α − β)(h + 1)/2 +
(

E f /Ere f
im

)
−1

;

where:

“ref ” in the superscript indicates a reference value;
h is the stiffness ratio;
E f is the Young’s modulus of the nanofillers;

α and β are expressed as a function of the nanofillers volume fraction
(

φ f

)
as follows:

α =
√
[2(τ/ tc) + 1 ]φ f ; β =

√
φ f such that, τ and tc are thicknesses for the interphase and

particles, respectively.

• Step3: According to the results from step2 and by using the following equation,
calculate Eic for i = 1, 2 and 3.

Eic = Ere f
ic *
[

1 + s*log10

( .
ε

.
ε

re f

)]
;

where:

Ere f
ic represents the instantaneous stiffness at a reference frequency or strain rate.

“s” is the sensitivity constant of the modulus to frequency for a specified polymer.

• Step4: By using the results from step3, calculate the Young’s modulus of the nanocom-
posite from the following equation:



Polymers 2024, 16, 2530 22 of 25

E
(
T,

.
ε
)
=
(
E1
( .
ε
)
− E2

( .
ε
))

*exp
(
−
(

T
Tβ(

.
ε)

)m1
)
+
(
E2
( .
ε
)
− E3

( .
ε
))

*exp
(
−
(

T
Tg(

.
ε)

)m2
)

+E3
( .
ε
)
*exp

(
−
(

T
Tf (

.
ε)

)m3
)

Such that:
1

Tβ
=

1

Tre f
β

+
k

∆Hβ
*ln

( .
ε

re f

.
ε

)

Tg = Tre f
g +

−cre f
2 *log( .

ε
re f/.

ε)

cre f
1 + log( .

ε
re f/.

ε)

Tf = Tre f
f *
(

1 + 0.01*log
( .

ε
.
ε

re f

))
where:

K: Boltzmann constant (is defined to be exactly 1.380649 × 10−23 J·K−1).
The authors used the Weibull moduli (mi) to represent the activation bond breakage energy
in relation with the temperature.
∆Hβ : Activation energy (kJ/mol).

cre f
1 and cre f

2 : Williams–Landel–Ferry (WLF) parameters for a given reference strain rate.
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