Abstract: The fractionation in microchannels is a promising approach for the delivery of microparticles in narrow property distributions. The underlying mechanisms of the channels are however often not completely understood and are therefore subject to current research. These investigations are done using different numerical and experimental methods. In this work, we present and evaluate our method of combining a numerical Discrete Element Method (DEM)-Lattice Boltzmann Method (LBM) approach with experimental long-exposure fluorescence microscopy, micro-Particle Image Velocimetry (µPIV) and Astigmatism Particle Tracking Velocimetry (APTV) measurements. The suitability of the single approaches and their synergies are evaluated using the exemplary investigation of multidimensional fractionation in different channel geometries. It shows that both, numerical and experimental method are well suited to evaluate particle dynamics in microchannels. As they furthermore show strengths canceling out weaknesses of the respective other method, the combined method is very well suited for the comprehensive analysis of particle dynamics in microchannels.
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1. Introduction

In order to supply micro-particles with defined narrow property distributions, suited fractionation methods are needed. One class of fractionation methods, which have shown to be able to fractionate microparticles by single properties such as size (see e.g., [1–5]), density (see e.g., [3]) or deformability (see e.g., [6]) but also multidimensionally (see e.g., [1,3]) are microfluidic fractionation methods. There is a plethora of different systems, which are however often still subject of current research. In this work we investigate Deterministic Lateral Displacement (DLD) channels (see e.g., [1,7–9]), serpentine channels (see e.g., [3,10,11]) and Multi-Orifice Flow Fractionation (MOFF) channels (see e.g., [5,12]).

There are two ways to investigate fluid and particles in microchannels: Experimental and numerical investigations. Unfortunately, they both suffer from distinct shortcomings such as the often high cost of channels (experimental) or the uncertainty whether all relevant effects have been considered (numerical). The approaches however tend to complement each other. For example in experimental investigations it is often very challenging to determine particle positions over channel height, which is simple when working numerically. On the other hand the investigation of a whole system including sidewall induced effects is simple when done experimentally but often computationally too expensive in resolved numerical simulations. Combining the methods therefore adds value to the conducted research.
Our goal is to highlight the advantages of a combined numerical and experimental approach. After an introduction to the used numerical (DEM-LBM) and experimental (µPIV, long-exposure fluorescence microscopy and APTV) methods (see Section 2) we will therefore give a short introduction into the investigated microchannels (see Section 3) and then show results. Those demonstrate not only the potential of the single methods for the investigation of microparticle fractionation, but especially the synergies between numerical and experimental methods of investigation (see Section 4).

2. Methods

In the following the numerical and experimental methods will be introduced. As detailed descriptions of both general methods and the respective used algorithms have been published in our previous works (see [1,3,10]), this paragraph contains only a brief introduction to the subject.

2.1. Numerical Methods

On the numerical side, we use a fully coupled combination of the Lattice Boltzmann Method (LBM) and the Discrete Element Method (DEM). Both used algorithms are in-house codes, which have been extensively tested and applied in previous studies (see e.g., [13–17] for DEM and [18–22] for LBM).

LBM is a relatively young CFD method, which works on a lattice in space [23] with a lattice spacing $\Delta x$. Its basic quantity are so called probability distribution functions $f_i(r,t)$, which are defined on the nodes of the lattice and exist only for a set of discrete velocities $e_i$ [23]. In each time step, the distribution functions undergo a propagation step, bringing them to a neighboring node (depending on their respective velocity $e_i$), and then a collision step. The basic equation can be written as [24]:

$$f(r + e_i \Delta t, t + \Delta t) = f(r, t) + \Delta r,$$

with $\Delta r$ being the so called collision operator. If distribution functions would be propagated into solids such as particles or channel walls, bounce-back methods are in our case used to calculate the reflected distributions (see [1] for details on the implementation and [25] for details on the methodology in general). These realize not only the flow around the particles and channel structures, but furthermore no-slip boundary conditions on the respective surfaces [26] through which particle rotations affect the surrounding fluid. The hydrodynamic force and torque exerted on particles and walls is in our case determined through so called momentum exchange methods (see [1] for details on the implementation and [27] for details on the methodology in general).

A deeper insight to the used D3Q19 model as well as bounce back-methods, forcing algorithm and collision operator can be found in [1,3]. We use LBM to simulate the flow in the investigated microchannel geometries and determine fluid forces and torques, which are exerted onto the particles in each time step. LBM is done in dimensionless so called lattice units [23]. Before giving the values to the DEM, they therefore need to be converted into physical units (see [23] for details). The physical values are then given to the DEM, which uses them in the calculation of particle positions and velocities.

The Discrete Element Method is used to calculate dynamics of particulate systems (see e.g., [13,15–17]). It uses Newton’s second law of motion to determine particle positions and velocities based on the respective attacking forces [28]. In our case the main equations read:

$$m_p \frac{d^2 x_p}{dt^2} = F^f + F^p + F^g,$$

$$I_p \frac{d \omega_p}{dt} = T^p + T^r,$$

with $x$ being the particle positions, $m_p$ the particle masses, $\omega_p$ the rotational velocities, $I_p$ the particle inertias and $F$ and $T$ forces and torques. In our case forces and torques from
fluid particle interaction (index $pf$), contacts (index $c$) and gravity (index $g$) are considered. We use a spring dashpot model to determine normal forces and a linear spring limited by the Coulomb condition for tangential forces. Further details on the implementation and the used set of parameters can be found in [1].

The workflow is thus as follows: Based on the flow conditions in the previous time step and the current particle locations and velocities (translational and rotational) LBM determines a new flow field. It then calculates forces and torques onto particles based on particle positions and velocities (translational and rotational) and the respective local flow conditions. Those values are then converted from lattice to physical units and transferred to the DEM. DEM calculates contact forces and torques based on particle-particle and/or particle-wall contacts. DEM then calculates new particle positions and velocities (translational and rotational) based on forces and torques from fluid-particle interaction and from contact events. Those values are transferred from physical to lattice units and transferred to the LBM (see also algorithm flowchart in [3]).

It has to be noted, that LBM can be computationally relatively expensive when resolving flow around individual particles. To deal with this, it is common practice, to work with periodic boundary conditions if the system structure allows it (see e.g., [6,20,29]). In our case this means that we simulate for example only one serpentine element of the serpentine channel and particles leaving the element at its outlet reenter it at the inlet.

2.2. Experimental Methods

The experiments are conducted using a microfluidic chip of 45 mm $\times$ 15 mm $\times$ 1.38 mm produced by Micronit GmbH, (Enschede, the Netherlands) (see Figure 1). The microfluidic channel geometries are fabricated by a deep reactive ion-etching (DRIE) process in silicon wafers. For optical accessibility, glass is bonded on top of the silicon base. The chip contains a Multi-Orifice Flow Fractionation (MOFF) channel, a Deterministic Lateral Displacement (DLD) channel, a square wave serpentine channel and the necessary in- and outlets to operate them.

![Figure 1. Photo of the used microfluidic chip containing a MOFF channel (marked green), a DLD channel (area with pillars marked red), a square wave serpentine channel (marked yellow) and in- and outlets (marked magenta). For size comparison additionally shown is a one euro cent coin.

Particle equilibria are investigated by means of APTV and long-exposure fluorescence microscopy. The latter uses a continuous white light halogen lamp for illumination and a CCD camera to record particle images with an exposure time of one second. More details on the specifications of the used devices and the experimental set-up can be found in [30].

We conduct micro-Particle Image Velocimetry (µPIV) measurements to provide the velocity fields of the flow and Astigmatism Particle Tracking Velocimetry (APTV) to reconstruct 3D particle positions and motion in the flow. Flow results obtained from µPIV can be utilized to validate numerically determined results (see e.g., [30]). Furthermore, 3D particle distributions obtained from APTV measurements can be utilized to validate the particle trajectories that are numerically determined by coupling DEM to LBM. This provides opportunities for a deeper analysis of particle dynamics also in complex channel geometries.

Astigmatism Particle Tracking Velocimetry (APTV) is a single camera technique to measure all three components of a particles position as well as the corresponding velocity components [31,32]. Kao et al. [33] conducted measurements to track single fluorescent
particles by introducing a cylindrical lens in the light path, thus using the astigmatism effect. Cierpka et al. [32] proposed an intrinsic calibration method based on the measurement itself, so that all image aberrations, including the distortions in the x-y plane, are taken into account. Using this intrinsic calibration procedure, reconstruction errors of less than 1 µm in z-direction have been reached for particles with diameters of 2 µm and 5 µm [32].

The principle of the APTV method is illustrated in Figure 2: A (1) cylindrical lens is placed between (2) the field lens and the CCD chip of the camera to produce an aberrated particle image. The cylindrical lens acts as a flat lens in the x-z plane therefore having a negligible effect on the path of the light emitted by the fluorescent particles, while the light path is significantly affected by the curvature of the cylindrical lens in the y-z plane.

![Figure 2. Measurement principle of APTV. The z-coordinates of particles (particles represented in green and red) inside the measurement volume are reconstructed from aberrated particle images. Here, an astigmatism is introduced by setting (1) a cylindrical lens between (2) field lens and CCD camera, causing two focal planes \( F_{xz} \) and \( F_{yz} \).](image)

This results in two separated focus planes \( F_{xz} \) and \( F_{yz} \) on the object side. If the particle is located in the middle between these focus planes it assumes a slightly blurred, rather circular shape. Otherwise, an elliptical particle image is created in the image plane. Corresponding to the mounting position shown in Figure 2, the shorter axis of the elliptical image is oriented along the x- or y-axis, depending on whether the particle is located closer to the \( F_{xz} \) or \( F_{yz} \) plane. After applying an auto-correlation algorithm, the major and minor axis lengths \( a_x \) and \( a_y \) of the auto-correlation peak are determined. The ratio \( a_x / a_y \) is a measure for the relative z position of the particle in the measurement volume [31,32]. To determine the correct z positions of particles, an in-situ calibration preceding the actual measurement is required with a set of particles located at known positions. Usually, a set of sedimented particles located at the channel bottom is utilized for the calibration procedure. Details on the applied calibration and evaluation procedure can be found in Blahout et al. [10].

A sketch of the used experimental set-up is shown in Figure 3. The optical set-up includes (1) a cylindrical lens with a focal length of \( f_c = 200 \) mm, (2) a field lens, (3) a dual-frame CCD camera (LaVision Imager pro SX, LaVision, Göttingen, Germany), (4) a dichroic mirror (Nikon G-2A filter set, Nikon, Tokyo, Japan) and (5) an objective with lens of \( M = 20 \) (Nikon CFl60, Nikon, Tokyo, Japan) mounted to an epifluorescence microscope (Nikon Eclipse LV 100, Nikon, Tokyo, Japan). Illumination at a wavelength of \( \lambda = 532 \) nm is provided by (6) a double-pulsed laser (Litron Nano S 65-15 PIV, Litron, Rugby, England), and then reflected by (4) the dichroic mirror (green path in Figure 3) to excite the fluorescent particles (red path for emission in Figure 3) in (8) the microchannel (Micronit GmbH, see also Figure 1). The suspended particles are injected by (7) a syringe pump (HLL LA-800, Landgraf Laborsysteme HLL GmbH, Langenhagen, Germany) and finally collected in (9) a waste bottle.
We furthermore performed μPIV measurements (see [34–36] for details on the method). In contrast to conventional Particle Image Velocimetry (PIV) (see [37,38] for details on the method) here a volume in the fluid is illuminated instead of illumination by a light sheet. The volume illumination is caused by the imaging set-up, consisting of light source and camera, which are aligned on the same side of the channel. Similar to conventional PIV, a velocity field is determined using seeded tracer particles in a fluid [34]. Furthermore, also consecutive images separated by a certain time interval are recorded [34]. The recorded images are then segmented into sub-regions known as interrogation areas [37,38]. A cross-correlation algorithm is then applied on two successive images of each interrogation area to determine the respective fluid velocity based on the corresponding displacement field [39].

The experimental setup used for μPIV matches the APTV setup shown in Figure 2, just without the cylindrical lens. As the illumination of a volume element causes the respective out-of-plane particles to be illuminated as well and thus contribute to the background noise, certain peculiarities of μPIV have to be considered. First, illuminated but defocused particles contribute to the correlation result which may cause a bias to the flow result, especially when there is a flow gradient in out-of-plane direction. This can be quantified by the depth-of-correlation [40]. Furthermore, due to the volume illumination a lower particle image density has to be used compared to conventional PIV to reduce background noise [41]. Less particles however, lead to decreased detection probability [42]. To overcome this, ensemble averaging algorithms are utilized that average the correlation results in order to improve the reliability of flow field results [43].

2.3. Synergies

The synergy of numerical and experimental investigations is based on the fact that both methods have different advantages, which in most cases cancel out weaknesses of the respective other method, thus providing the possibility of comprehensive analyses at relatively low effort.

Advantages of experimental investigations are for example the automatic inclusion of phenomena such as surface effects, all relevant forces and Brownian motion without need for assumptions such as negligibility of certain ones. This is not automatically the case in numerical studies. Also system size and number and size of particles can be easily adjusted in an experiment. In numerical investigations on the other hand, the computational cost rises with system size and number of particles. Great size differences between particles and fluid phenomena can also be quite challenging in numerical investigations as the locally required high resolutions either lead to high computational cost or need to be realized through elaborate mechanisms such as dynamic local grid refinement. In experimental evaluation, this poses no problem.
Advantages of numerical investigations on the other hand are for example the availability of all values: Whilst some of the relevant values such as in plane positions are relatively easy to determine in experiment, others such as positions over depth or rotation can (if at all) only be determined with great effort. In the numerical investigation however, those values are easily available for all particles and time steps. Another advantage of numerical investigations is the flexibility when it comes to system parameters: Not only are channel geometries relatively simple to adjust (whilst in experiment, a new channel would need to be machined), the parameters of fluid and particles can furthermore be freely and independently adjusted in order to explore the effect of interest. In experiment on the other hand, one is limited not only to parameter combinations of real materials or mixtures, but furthermore to products which are commercially available or can be produced by oneself. This hold especially true for non-spherical particles, which can be relatively easy modeled in any shape for numerical investigations, whilst the shapes available for experimental investigations are quite limited. Lastly, in numerical investigations, all the relevant parameters are predefined, which prevents errors due to unforeseen environmental influences such as temperature changes affecting fluid viscosity or similar effects.

To sum up, one can say, that even though numerical and experimental investigations are both powerful methods in themselves, they both suffer from significant deficits. When combined however, those deficits cancel out which leads to great synergies.

3. Investigated Microchannel Geometries

In the following, an overview of the functionality of the investigated microchannel geometries will be presented. An in depth analysis would go beyond the scope of this paper. More detailed information can however be found in e.g., [1,2,44] for fractionation through Deterministic Lateral Displacement, [3,10,11,30] for fractionation in serpentine channels and [5,12,45,46] for fractionation in Multi-Orifice Flow Fractionation channels.

3.1. Deterministic Lateral Displacement Channels

Deterministic Lateral Displacement (DLD) is a microfluidic fractionation method where particles and fluid are led through a periodic array of obstacles [2] (in the following referred to as pillars, as mostly cylinders (see e.g., [7,47–49]) or uniform prisms (see e.g., [50,51]) are used). Each pillar row is laterally shifted from the previous one by a certain distance. This leads to the effect that the flow through the system is split into several streams, which all hold the same volume flow and do not mix [2]. The shift is described through the row shift fraction $\epsilon$, which equals the inverse of the number of partial streams [9].

Particles smaller than a threshold, the so called critical diameter (see e.g., [1,7,9]), will pass the system in one of the streams, following its zigzag path [2]. This mode is thus commonly called the zigzag mode (see e.g., [1,2,7]). Particles larger than the critical diameter will be displaced by every pillar row [2] and travel in a mode commonly titled as the bump- or displacement mode (see e.g., [1,2,9,44]). Some studies reported a third mode of transport, called mixed mode/motion (see e.g., [48,49,52]), which will however not be discussed here.

There are two basic DLD layouts: Rhombic (also called row shifted parallelogram) and tilted/rotated square arrays [44,48]. The splitting into partial streams and both modes of transport are schematically illustrated in Figure 4 for both geometries, each employing a row shift fraction $\epsilon$ of 1/3.

An essential point when working with DLD channels is the prediction of the critical particle diameter $D_C$, which is why several correlations have been developed here. Shown in Figure 5 is the correlation $D_C = 1.4 \cdot G \cdot \epsilon^{0.48}$ by Davis [53], which relates the critical diameter $D_C$ to the gap width $G$ as well as the row shift fraction $\epsilon$ and is derived from experimental data. As mentioned above, particles below the critical diameter show a zigzag mode whilst particles above it show a bump mode.
There are two basic DLD layouts: Rhombic (also called row shifted parallelogram) and tilted/rotated square arrays [44, 48]. The splitting of the main flow into partial streams and both modes have been performed on the topic during the last years, which found vortices forming behind the pillars (see e.g., [4]).

Figure 4. Schematics of (a) Tilted Square Array (TSA) and (b) rhombic Deterministic Lateral Displacement channels. Shown are pillars (grey) partial streams (light blue, light red and white), particles in zigzag-mode (purple) and particles in bump-mode (green).

Figure 5. Critical diameter correlation by Davis [53]. Particles of sizes above the critical diameter show a bump mode, while particles of sizes below the critical diameter show a zigzag mode.

It has to be noted that the classical DLD theory holds true only for low Reynolds numbers (see e.g., [8]). In order to explore the effects and possibilities arising from the operation at elevated Reynolds numbers, several studies have been performed on the topic during the last years, which found vortices forming behind the pillars (see e.g., [1, 54, 55]), influences on critical diameters (see e.g., [1, 7, 8]) and particle movement in terms of periodicities (see e.g., [1, 55]) and the relevance of particle density (see e.g., [1]).

3.2. Serpentine Channels

Serpentine microchannels have become increasingly popular since Di Carlo et al. [56] investigated inertial focusing in symmetric and asymmetric geometries. Zhang et al. [11] later demonstrated that it is possible to focus particles down to a single streak over channel width in a symmetric serpentine channel. This effect can be exploited for particle fractionation by operating at conditions, where one type of particles shows one centered equilibrium streak over channel width whilst another one shows two equilibria near the channel walls (see e.g., [4]).

The focusing is said to depend on inertial lift forces ([4, 56], see e.g., [57] for details on forces), centrifugal forces ([4, 11]) and drag force exerted by Dean vortices ([4, 56], see e.g., [58] for details on vortices), the mechanism is however so far not fully understood. Two aspects complicate the investigation: The first one is the fact that the acting forces strongly depend
on the exact position of the particle in the channel. This means that, even for a particle on an equilibrium trajectory, they do not necessarily cancel out at each position, but merely over one periodic element of the channel geometry. The second one is that there is a plethora of serpentine channel geometries and it is not clear to what extent results taken in one geometry are valid for the other geometries as well. Investigated are for example square wave channels (see e.g., [3,4,10,30,59]), sinusoidal channels (see e.g., [56,60]), zigzag channels (see e.g., [59,61]), symmetric (see e.g., [3,56,59]) and asymmetric (see e.g., [56,62]) geometries.

Still the use of serpentine channels for the manipulation of microparticles is very attractive, as the channels have a simple linear structure (relatively easy fabrication and parallelization), do not rely on external forces and have proven to work with model particles as well as with cells (see e.g., [4,61,63–65]). All this makes serpentine channels very attractive, which is why they are the subject of current research.

In our studies (see [3,10,30]), we worked with a square wave serpentine channel (see Figure 6) and systematically investigated the influence of particle size and density on position and width of resulting equilibria over Reynolds number at different positions in the channel geometry.

![Figure 6. Schematic presentation (simplified) of the fractionation principle in a square wave serpentine microchannel. Exemplary shown is the separation of larger particles (green) and smaller particles (red).](image)

3.3. Multi-Orifice Flow Fractionation channels

Multi-Orifice Flow Fractionation (MOFF) is a continuous passive microfluidic fractionation method [12]. It is based on inertial effects in symmetrical contraction-expansion (Multi-Orifice) microchannels [12]. The method was introduced by Park et al. [46] who showed for those channels that particles can be focused [46] on equilibrium trajectories, with lateral equilibrium positions depending on Reynolds numbers [12,46] and particle size [12]. At a specific Reynolds number larger particles were focused close to the centerline, while smaller particles stayed on lateral equilibrium trajectories [12]. The spatial separation of the different-sized particles can then be used for fractionation by using multi-outlet systems (see e.g., [45,66]).

Following Park et al. [12], the effects responsible for the forming of equilibrium trajectories of the particles are momentum-change-induced inertial force ($\text{F}_\text{MCI}$), shear-gradient induced lift force ($\text{F}_{\text{SGL}}$) and wall-effect-induced lift force ($\text{F}_{\text{WIL}}$), (see [12] for details). The interaction of these forces causes the focusing of particles on equilibrium trajectories at appropriate Reynolds numbers [12] (see Figure 7).

The originally proposed geometry by Park et al. [46] is a symmetric contraction-expansion array microchannel with a quadratic footprint for the expansion regions and the contraction regions being half as long and one fifth as wide [46]. Fan et al. [5] used another channel geometry but still used a symmetric contraction-expansion array microchannel with multiple orifices to fractionate by flow, which is why, in this publication we count Fan et al. [5] as using the MOFF-method. By introducing gradual expansions to the contraction regions (see Figure 7) Fan et al. [5] were able to achieve narrower particle bandwidth.
and higher separation distance (compared to the standard geometry with rectangular compartments) between particle streams at the outlet [5].

![Diagram of particle behavior](image)

**Figure 7.** Schematic illustration of the working principle by which particles can be focused on equilibrium trajectories in the channel geometry proposed by Fan et al. [5]. Drawn are particles, trajectories and arrows showing the direction of lateral forces (shear gradient lift force, wall-effect induced lift force from Fan et al. [5] and the lateral component of the momentum change induced force from Park et al. [12]). Additionally shown are streamlines and backflow areas (purple).

4. Results

In the following subsections, numerical and experimental results of the investigation of DLD- (Section 4.1), serpentine- (Section 4.2) and MOFF channels (Section 4.3) are presented. They demonstrate not only the suitability of the employed numerical (see Section 2.1) and experimental (see Section 2.2) methods, but especially their synergies.

4.1. Deterministic Lateral Displacement Channels

Especially for the investigation of Deterministic Lateral Displacement channels, the numerical investigation offers several significant advantages: (i) The geometry is highly periodic, so when working with periodic boundary conditions, only relatively small systems need to be considered. (ii) The possibility to work with periodic boundary conditions allows the investigation of the basic functionality without influences by channel walls. (iii) The fact that numerical investigations can be conducted using only one single particle makes clogging, (which can be a significant issue in experimental investigations) no problem. (iv) A comprehensive analysis of the phenomena requires the use of several different channel structures, which is where the numerical investigations are far more flexible than experimental investigations. Of course, the numerical methodology needs experimental validation, which can however in this case be done using experimental data from literature. Those are the reasons we started our investigations of DLD channels with the numerical side. Experimental investigations are in progress, but will need some time, which is why this section focuses on our numerical investigations.

Using the numerical methods specified in Section 2.1, we built a regular three times three pillar system with periodic boundary conditions and a depth of at least three particle diameters (see [1]). These dimensions proved to be enough to sufficiently prevent self-influencing of particles over the periodic boundaries [1]. Using a volume force attacking at different inclinations, we were able to simulate tilted square arrays of different periodicities and thereby row shift fractions $c$. Calculations were done with different particle sizes, periodicities and Reynolds numbers. The results closely matched results published in literature for the critical diameter/particle behavior at low Reynolds numbers (compare [9,53,67]), the periodicity of particles at elevated Reynolds numbers (compare [55]) and the roughly linear decline of the normalized critical diameter with rising Reynolds number (compare [7,8]). The exact results can be found in Reinecke et al. [1].

Using the thus validated system, simulations were done to explore the influence of particle density at different Reynolds numbers. The results showed a density dependence
of critical diameters, which rose with row shift fraction of the channel, density difference and Reynolds number, meaning that a density fractionation would be most promising at elevated Reynolds numbers and using a channel of low periodicity [1]. The results were then used to describe the relationship through:

\[ D_C = G \cdot A \cdot e^B \cdot \left( 1 - Re \cdot \left( C + D \cdot \frac{\rho m^3}{1000 \text{ kg}} \right) \right), \]  

(4)

with the fitted parameters \( A \) through \( D \) (see [1]). This formula allows the prediction of critical diameters as a function of row shift fraction \( e \) and Reynolds number, which cannot only be used to fractionate for density, but allows for the fractionation of multiple fractions in one channel.

This is in the following exemplarily shown for a fractionation of particles of densities of 1050 (which is a common value for polystyrene, see e.g., [10, 68, 69]) and 1850 kg/m\(^3\) (which matches silica based microparticles, see [30]) and sizes of 5 and 6 \( \mu \text{m} \) into the four fractions. When assuming a channel with a constant gap width of 20 \( \mu \text{m} \), and Reynolds numbers of 1 and 55, the critical diameters of the particles can be predicted as shown in Figure 8.

![Figure 8](image_url)

**Figure 8.** Critical diameters \( D_C \) (normalized to the gapwidth) for particles of densities 1050 kg/m\(^3\) (shown in light grey in (i)–(iii)) and 1850 kg/m\(^3\) (shown in dark grey in (i)–(iii)) at Reynolds numbers 1 and 55 following the correlation by Reinecke et al. [1]. Additionally schematically exemplarily shown in (i) \( (e = 1/36, Re = 1) \), (ii) \( (e = 1/12, Re = 55) \) and (iii) \( (e = 1/8, Re = 55) \) is the behavior of particles of the four types at the respective points of operation. Particles showing bump mode follow inclined trajectories leading to lateral displacement and particles showing zigzag mode follow horizontal trajectories leading to no lateral displacement.

As described in Section 3.1, fractions are separated when one of them assumes a bump mode, whilst the other one assumes a zigzag mode. Assuming fractions of \( D_1, \rho_1 \) and \( D_2, \rho_2 \) this translates to \( D_c(\rho_1, Re, e) < D_1 \) and \( D_c(\rho_2, Re, e) > D_2 \) or vice versa. Based on this, and using the relationships shown in Figure 8, the fractionation of particles of diameters of 5 and 6 \( \mu \text{m} \) and densities of 1050 and 1850 kg/m\(^3\) into the four fractions can be done in three steps, equaling to three different channel sections with different parameters \( Re \) and \( e \):

1. \( Re = 1 \) (critical diameters in turquoise and orange scatter with black line in Figure 8); \( e = 1/36 \) (blue dotted vertical line in Figure 8): At this operating point the larger particles of both densities lie above their critical diameters and thus show a bump mode;
2. \( Re = 55 \) (critical diameters in green and red in Figure 8); \( e = 1/12 \) (purple dotted vertical line in Figure 8): At this operating point the larger particles lie above their critical diameters irrespective of their density, so they continue their bump mode. For the smaller particles however, only the denser particles lie...
above their critical diameter whilst the lighter particles lie below theirs, meaning that the two fractions are split;

3. $\text{Re} = 55$ (critical diameters in green and red in Figure 8); $\epsilon = 1/8$ (dark green dotted vertical line in Figure 8): At this operating point the smaller particles lie below their critical diameters and thus continue in/switch to zigzag mode. For the large particles, the denser particles lie above their critical diameter and thus show a bump mode whilst the lighter particles lie below their critical diameter which is why they show a zigzag mode.

Two things have to be noted here: Firstly whilst the switch in row shift fractions in a single channel has been done before (see e.g., [53]) and is relatively easy to realize, a change in Reynolds number is a tad more challenging. It might be realized through a change in channel depth or width. The former has the advantage that the lateral particle positions would not change but might be hard to fabricate and the latter, which might be easier to fabricate, would require measures to prevent lateral mixing of the particles as for example designated guiding structures. Secondly, even though the multidimensional fractionation into size and density is done in one step here to demonstrate its feasibility, it might be simpler to realize the fractionation in three steps, using single channels with single operating points.

To sum up, the used LBM-DEM methodology allowed not only to reproduce experimental results but was able to deliver important new results on the behavior of denser particles at elevated Reynolds numbers which would have been hard to observe experimentally.

4.2. Square Wave Serpentine Channel

The first step when investigating serpentine channels was comparing the numerical and experimental results among each other and with results from literature. The experimental data was taken in the 27th upper loop serpentine of the channel (see [10] for details on the geometry) and the numerical data of the 27th and 28th run through the numerical system (equaling one periodic element of the serpentine channel geometry, see [3] for details). Previous studies reported cases where equilibria were reached after only 3 (see [59]) or 10 (see [63]) periodic elements of the respective channels. It is thus assumed that at the investigated positions in the channels, all particles have assumed their respective equilibrium trajectories and the differences in startup between numerical and experimental systems (see [3,10]) do not matter anymore.

The comparison of numerical and experimental data was done through the juxtaposition of results of long-exposure fluorescence microscopy measurements (shown in grey in Figure 9) and numerical data of simulated particle trajectories (shown as blue lines in Figure 9). Additionally shown are the protruding ribs of the channel (blue rectangular areas in Figure 9, exemplarily labeled as R in Figure 9a. The fact that they match the ribs in the experimental data demonstrates not only the identity of the investigated channel geometries but also the perfect juxtaposition.

It can be seen that numerical and experimental data matches well in top view. To additionally ensure the identity of numerical and experimental data over channel height, APTV measurements were done and compared to numerical data for particle positions in $z$. The comparison showed excellent agreement (see [3]), thus validating the APTV measurements as well as the results of the numerical investigations.

The results (numerical (see [3]), as well as experimental (see [30])) furthermore agree with results from literature: At low Reynolds numbers, particles exhibit two main equilibrium streaks over channel width, which can at some point merge together into one (see e.g., [4,59,60,70]). This one streak then either persists over the whole investigated Re-range (see e.g., [4]) or defocuses again (see e.g., [4,70,71]). The transition from two into one streak happens at lower Reynolds numbers for larger particles (see e.g., [4,59,61,70]) and smaller particles are more prone to defocusing or forming multiple streaks at elevated Reynolds numbers (see e.g., [4,59,60]).
Figure 9. Superposition of numerical particle trajectories (blue lines) and experimental long-exposure fluorescence microscopy results of fluorescent particles (greyscale). Shown are particles ($\rho = 1050$ kg/m$^3$) of 3.55 $\mu$m (a,b) and 9.89 $\mu$m diameter (c,d) at Reynolds numbers (rounded for the long-exposure fluorescence microscopy data, see [3]) of (a) Re = 100, (b) Re = 180, (c) Re = 90 and (d) Re = 160. Additionally marked in (a) are an exemplary horizontal (red) and vertical (green) channel section, together with the respective directions used to plot positions over channel width in Figure 10. It has to be noted that minor excerpts of the long-exposure fluorescence microscopy datasets are already published in [3].

Figure 10. Artificially generated intensity profiles of particle positions in the middle of horizontal (a,b) and vertical (c,d) channel sections at different Reynolds numbers at the 28th run through the system.
Shown are particles of $D = 3.55 \, \mu m$, $\rho = 1050 \, kg/m^3$ in red, $D = 6.72 \, \mu m$, $\rho = 1050 \, kg/m^3$ in green, $D = 9.89 \, \mu m$, $\rho = 1050 \, kg/m^3$ in blue, $D = 9.89 \, \mu m$, $\rho = 2000 \, kg/m^3$ in magenta and $D = 9.89 \, \mu m$, $\rho = 4000 \, kg/m^3$ in orange. The color shades represent the number of respective particles at the respective position with the darkest shade representing positions with a maximum number of particles. Detailed information on the method used to generate the artificial intensity profiles can be found in our previous work (see [3]).

In a next step, and to evaluate the capability of square wave serpentine channels for combined fractionation for particle size and density, the behavior of particles of different sizes and densities was investigated (see [3,10,30]). Different to many other investigations (see e.g., [60,63]) we did not from the beginning put special focus on sections oriented along the main flow direction (see [3,30]) which (see Figure 9a for example) will in the following be titled as horizontal channel sections. The usage of horizontal sections is intuitive, as it goes along with the linear structure of the channels. It does however not necessarily depict all occurring effects which can be exploited. Therefore we expanded our investigations to channel corner sections (see [3]) and sections orthogonal to the main flow direction (see [3,30]), which (see Figure 9a for example) will in the following be titled as vertical channel sections.

As an analysis of z-positions of particles of different sizes and densities over the different sections and Reynolds numbers would have gone beyond the scope of our investigations, we focused on the top view here. Numbers of equilibrium streaks stated in the following therefore refer to top view only. It has however to be noted that particles of the investigated sizes and densities did not show significant sinking even though gravity was included in the simulations [3]. The reason for this is assumed to be the fact that the drag forces of the Dean vortices upstream are significantly larger than the effect of sedimentation.

Experimental (see [10,30]) and numerical investigations (see [3]) showed only minor deviations from each other. In the following only numerical results are shown, as the greater flexibility in particle parameters allowed to work with higher densities, which led to data better showing the respective effects. The corner sections did not show significant advantages to straight channel sections (see [3]). Furthermore extracting particle streaks out of a channel corner section without causing disturbance is expected to be significantly more challenging than an extraction out of a straight channel section. The following evaluations therefore focus on the straight channel sections.

Shown in Figure 10 are artificially generated intensity profiles (see [3] for details on method) representing particle distributions over channel width in the middle of horizontal (Figure 10a,b) and vertical (Figure 10c,d) channel sections. The use of intensity profiles allows for the presentation of the data without altering it by summing up particles to streaks and neglecting outliers and thus has certain advantages over the mode of presentation chosen in [3]. Presented are two datasets: The first contains particles of 1050 kg/m$^3$ and diameters 9.89 $\mu m$ (blue), 6.72 $\mu m$ (green) and 3.55 $\mu m$ (red) and is used to demonstrate the influence of particle size in Figure 10a,c. The second contains particles of 9.89 $\mu m$ and densities 1050 kg/m$^3$ (blue), 2000 kg/m$^3$ (magenta) and 4000 kg/m$^3$ (orange) and is used to demonstrate the influence of particle density in Figure 10b,d.

Analysis of the data presented in Figure 10 shows the following: In the horizontal channel section, particles of different sizes all show two equilibrium streaks over channel width at low Reynolds numbers. With rising Re these merge into one, which happens earlier, the larger the particles. At elevated Reynolds number, this one streak then starts to defocus for the smaller particles. As the two streaks of all particle types are similarly positioned and the one streak is as well, the horizontal channels sections are well suited for size fractionation in Re-areas, where one particle type shows one streak over channel width and another one shows two (compare [3]).

The behavior of the 9.89 $\mu m$ particles of different densities in the horizontal channel sections is very similar: They form two equilibrium streaks at low Reynolds numbers,
which lie slightly closer together the denser the particles. Those then merge into one, which happens slightly earlier for denser particles and the one streak at elevated Reynolds numbers tends a bit more to the outside, the denser the particles (compare [3]).

The behavior of differently sized particles in the vertical channel sections is similar to the behavior in horizontal sections but differs in the elevated Re-range: Here the one equilibrium streak either moves towards the downstream wall (9.89 µm, 6.72 µm) or a second streak near the downstream wall forms, whilst the original one gets weaker with rising Reynolds number (3.55 µm). The formed streaks tend to overlap, at low and elevated Reynolds numbers, but are relatively separated for example at Re = 170, which might be used for fractionation (compare [3]).

The behavior of the 9.89 µm particles of different densities in the vertical channel sections strongly resembles their behavior in horizontal channel sections with one great difference: For the investigated densities, the one streak developing at elevated Re tends strongly towards the downstream wall, the lighter the particles. This effect seems strong enough to be exploited for density fractionation (compare [3]). It is assumed to stem from lighter particles focusing closer to the channel center over height (exemplarily described in [3]), which might result in higher velocities and thus higher centrifugal forces driving particles outwards in the curves.

To sum up, the square wave serpentine microchannel is not just suited for size fractionation (see e.g., [4,10]) but can also be used for density fractionation (see also [3]). The influence of particle density can greatly differ between horizontal and vertical channel sections and based on our results, the vertical sections seem to be suited for density fractionation of larger particles (compare [3,30]). This was shown numerically (see [3]) as well as experimentally (see [30]), and can therefore be seen as validated.

4.3. Multi-Orifice Flow Fractionation Channel

To ensure functionality and to be able to compare results with literature, we use a channel with compartments identical to the ones used by Fan et al. [5] in his sharp corner MOFF channel. Specifically, each compartment is characterized by an average inlet width of 42.5 µm, followed by an 80 µm long sharp corner structure. The subsequent expansion area is designed with dimensions of 200 µm in both length and width, with an overall height of 50 µm. Due to length limitations on our chip, the channel is produced with 74 compartments before a 180° turnaround and 108 compartments afterwards (see Figure 1).

Long-exposure measurements are conducted to visualize equilibrium streaks of the used fluorescent polystyrene particles with diameters 3.55 µm (PS 3.55) and 9.92 µm (PS 9.92) (microParticles GmbH, PS-FluoRed series, Berlin, Germany). Note that the particle volume concentration is in the order of $10^{-4}$, indicating negligible particle-particle interactions. Images are recorded with an exposure time of 1 s at the respective last compartment (74th) in the first segment. Within the investigated Reynolds number range, streaks of these two particle types show only minor changes after the 60th compartment. Particles are therefore assumed to be on stable streaks in the 74th compartment.

To validate the channels capability for size fractionation that has been demonstrated by Fan et al. [5] we evaluated the behavior of 3.55 µm and 9.92 µm polystyrene (PS) particles over a range of Reynolds numbers. The characteristic velocity for the channel Reynolds number is here (following [12]) chosen to be the maximum fluid velocity. For the characteristic length, we choose the hydraulic diameter at the narrowest channel section. Wibel [72] investigated the ratio of maximum to mean flow velocity in square microchannels and found a value of 2.1 for a channel aspect ratio of 1 and 1.99 for a channel aspect ratio of two. Based on these results and taking into account the aspect ratio of 1.1765 in the narrowest section of the used channel geometry, a value of two times the averaged bulk velocity is taken for the maximum velocity in the gap.
It shows that for example at $Re = 100$, the smaller particles exhibit two equilibrium streaks over channel width, whilst the larger ones show only one (see Figure 11), thus validating the channels capability for size fractionation.

![Figure 11](image)

**Figure 11.** Long-exposure measurement at the outlet of the first segment of the MOFF channel. (a) $Re = 100$, PS particles of 3.55 µm diameter. (b) $Re = 100$, PS particles of 9.92 µm diameter.

Fan et al. [5] states that the geometry they introduced (and we adapted) induces larger streamline curvature and thus larger centrifugal forces in the contraction area than the classic square compartment geometry. Those greater centrifugal forces then can drive larger particles to the channel centerline whilst only weakly influencing smaller particles, which stay focused on two streaks over channel width.

Based on this, particles should be much less prone to focus on a middle streak when reversing the flow in the used MOFF channel geometry as larger vortices at the compartment inlet, combined with the gradual tapering at the outlet should lead to much smaller curvature of the streamlines. To test this hypothesis, we operated the channel at a reversed flow direction, using 9.92 µm PS particles. Additionally we numerically investigated the fluid fields (308 × 220 × 55 LBM nodes, see [3] for details on simulation method) to be able to determine the curvature of streamlines. Both experimental and numerical results are shown in Figure 12.

![Figure 12](image)

**Figure 12.** Experimental and numerical results at $Re = 100$: (a,c) Equilibrium streaks of PS particles of 9.92 µm diameter (experimental) and (b,d) streamlines in the channel center (numerical). The flow figure is in standard (see [5]) direction (a,b) and in reversed direction (c,d).

When operating the channel in standard flow direction at $Re = 100$, the 9.92 µm particles are focused to the channel centerline (see Figure 12a) and the streamlines show
great curvature in the contraction area (see Figure 12b). When however reversing the flow direction, the particles form an additional two streaks on the channel sides (see Figure 12c). Furthermore the streamlines show much lower curvature in the contraction area (see Figure 12d), which indicates much lower centrifugal forces. The streak pattern observed here resembles the pattern for 7.32 μm PS particles at 160 μL/min (equaling Re = 90 following our definition) in standard flow by direction observed by Fan et al. [5]. Those too can be assumed to have been much less affected by centrifugal forces than our PS 9.92 μm particles at Re = 100 in standard flow direction. The results thus agree with and confirm Fan et al. [5] who stated centrifugal forces to be the cause for particles focusing near the channel centerline.

To check whether the device is fundamentally able to focus particles onto one middle streak when operated at reversed flow direction, experiments were done with 3.55 and 9.92 μm PS particles at elevated Reynolds numbers up to 135. The results showed that some of the larger 9.92 particles exhibit circulating behavior near the side walls. The smaller PS 3.55 particles developed defocused streak patterns at elevated Reynolds numbers.

To sum up, we operated a MOFF channel in the originally intended flow direction and against it. In the original flow direction, we were able to confirm results by Fan et al. [5] who found the device suitable for size fractionation and were able to work with significantly smaller particles than they did. When reversing the flow direction, a smaller streamline curvature was expected to lead to smaller centrifugal forces and thus to particles less prone to focus in the centerline. The latter was observed experimentally and the streamline curvature numerically thus not only confirming Fan et al.’s [5] understanding of the role of centrifugal forces but furthermore demonstrating the synergy between experimental and numerical investigative methods. An investigation of equilibrium streaks observed when operating the device with reversed flow direction showed no Reynolds number area, which would have been suited for separating 3.55 and 9.92 μm PS particles with high purities: Both particle types exhibited (for the 3.55 μm particles relatively wide) side streaks, over a wide range of Reynolds numbers. At high Reynolds numbers, both particle types showed one central streak, which was however accompanied by defocusing of the particles. The strong influence of centrifugal forces we were able to confirm however, makes the MOFF channel a promising system for fractionation by particle density, which will be discussed in our future works.

5. Conclusions

In this work we were able to demonstrate the advantages of numerical and experimental approaches, but especially their combination when investigating multidimensional fractionation in microchannels. A combination of the two is extremely attractive because their respective disadvantages (e.g., need for assumptions and validation in numerical investigation or availability of data and limited choice of material parameters in experimental investigations) cancel out.

In Deterministic Lateral Displacement channels as well as in serpentine channels, we were able to show the capability for a one-step microparticle fractionation based on multiple particle properties, specifically particle size and density. Multi-Orifice Flow Fractionation channels are still subject of our current research. As however numerical and experimental results both indicate a significant influence of centrifugal forces we expect a fractionation for particle size and density to be possible.
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