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Abstract: There is a growing debate on how to regulate and make responsible use of digital technologies, particularly artificial intelligence (AI). In an increasingly globalized scenario, power relations and inequalities between different countries and regions need to be addressed. While developed countries are leading the building of an ethical governance architecture for AI, in the so-called global south (e.g., countries with a post-colonial history, also called non-developing countries), their situation of vulnerability and dependence on northern domination leads them to import digital technology, capital and modes of organization from these developed countries. This imbalance, in the absence of an ethical reflection, can have a significantly negative impact on their already excluded, oppressed and discriminated populations. In this paper, we want to explore to what extent countries from the global south that import digital technology from developed countries may be affected if we do not take into account the need for multi-level and ethical global governance of AI from a human rights/democratic perspective. In particular, we want to address two problems that may arise: (a) Lack of governance capacity in southern populations resulting from their dependence from northern leadership on technological innovations and regulations, and (b) material and workforce extractivism inflicted by the northern countries on southern ones.

Keywords: AI; ethics; governance; global south; policy

1. Introduction

Artificial intelligence (AI) is the most important general-purpose technology of our era [1]. The transformative potential of this technology is very large, and its applications can be found in many fields. For example, AI can be applied to medicine and healthcare [2], transport and mobility [3,4], law [5], administrations and governments [6] or even the army [7]. As a consequence of this transformative potential in many areas, Europe has developed a policy framework for trustworthy AI [8] and lay down harmonized rules to regulate it, such as EU 2021. Many countries had followed the lead and established their own national strategies on AI. However, other countries, which are part of the so-called global south, are affected by AI risks because they lack the appropriate institutions and mechanisms to meet the control requirements of such technology. For the purpose of this article, the “global south” refers to developing countries in Africa, Latin America and Asia, including the Middle East. “Global south” is a term that replaces “third world” and “developing countries” in many scholarly debates, although it is not without controversy. The term global south transcends borders and encompasses countries that share a colonial past or maintain oppressed and disenfranchised populations even in the west or developed.
countries. In considering the impact of AI on the global south, it is good to remind ourselves of the power asymmetries and inequalities that exist between different countries, regions and populations. While developed countries, are leading the building of an ethical governance architecture for AI, in the so-called global south, their situation of vulnerability and dependence on northern domination leads them to import digital technology, capital and modes of organization from these developed countries. Perhaps most worrying is the exploitation of the global south in multiple dimensions, including the appropriation and plundering of natural resources or raw materials [9] but also the existence of ghost work [10]. Kate Crawford, professor of communication and STS at USC Annenberg and co-founder of AI Institute—an organization that studies the social implications of AI—and Vladan Joler, professor at the New Media department of the University of Novi Sad and leader of SHARE Lab, detail in their visual essay how building an AI system requires a large amount of human labor, data and planetary resources. Moreover, Mary Gray, senior principal researcher at Microsoft Research and faculty associate at Harvard University’s Berkman Klein Center for Internet and Society, and Siddharth Suri, computational social scientist and senior principal researcher at Microsoft Research, unveil how the services of tech companies, such as Google, Amazon, Uber, etc., can only function thanks to the invisible human labor force, present mostly in countries of the global south. In this short paper, we want to address two problems that may arise in relation to the geopolitics and ethical governance of AI: (a) Lack of governance capacity in southern populations resulting from their dependence from northern leadership on technological innovations and regulations, and (b) Material and workforce extractivism inflicted by the northern countries on southern ones. In the second section, we will briefly comment on the geopolitics of AI or how technology, and particularly AI, is weaponized. In the third section, we will present AI as an extractive industry that mainly affects countries in the global south. Finally, we will briefly discuss how ethical governance of AI is needed from a human rights perspective.

2. The Geopolitics of AI

To understand the role of AI in the world, not only do we have to understand the more technical aspects of dozens of layers in neural networks, weights, thresholds, code, software, servers, modeling or even hardware. It is necessary to know the ideology behind AI, what is optimized, for whom and who makes the decisions. GAFA, FAANG or the The Big Nine [11] are all acronyms or expressions to refer to the tech companies vying for innovation leadership in the digital age. All these companies are fighting each other to dominate the new digital world we are heading for. The new world order is not based on geography anymore. The modern world is no longer forged in the control of geography, control of the oceans or territory, but rather in the control of data flows and the connections with technology. For this reason, technology is weaponized. In this sense, AI or tech is politics by other means, to paraphrase Clausewitz. The AI industry is not only products and services or tangible materials and infrastructure. The geopolitics of AI comes not primarily from technology itself, but rather from ideology. The tech companies involved in the AI industry conform to the way we see the world, how we create economic value, how we drive innovation, how we interact with others, how we work, how we entertain . . . and so on. Increasingly, tech companies, the companies that develop AI algorithms, systems and platforms, become gatekeepers of free speech in our democracies, influence the way politics is conducted and reflect and amplify the biases of society with pernicious effects that threaten the social contract [12,13]. Those tech companies that control the majority of supply chains and trade routes, the process of extraction of raw materials intended to form part of the electronic devices, products and materialities, will accumulate enough economic and political power to be at the forefront of AI geopolitics. The possibility of one and only AI superpower, or even a duopoly [14], can exacerbate the geostrategic conflict because it can lead to an arms race for technological dominance and leadership without taking into account the need for an ethical AI governance, and more importantly, the rights of people in the global south. The geostrategic conflict will also be amplified because of the
differences in tech norms (soft and hard law) across political systems. Another important aspect is the fact that tech companies tend to have a lot of control not just over consumers but also in politics. They become monopolies and exert tremendous pressure, acting as lobbies on the way in which policy is constructed. To have a glimpse of big tech’s effort in influencing politics and legislation, during 2020, Facebook, Amazon and Apple spent over USD 20 million on lobbying [15]. It is not clear what these companies were looking for, but their lobby battles could shape the industry’s future and, as a consequence, have an impact on people’s lives.

3. The New Extractivism: Materials and Ghost Work in AI

The common denominator of all the actors within the tech industry that use AI in their services and products is that they respond to the dual logic of AI: abstraction and extraction [16] (p. 18). Regarding abstraction, they abstract away the material conditions of their making or, in other words, one does not realize how the creation of AI systems depends on exploiting energy and mineral resources from the planet. The production of AI systems requires a high demand for minerals, including lithium for batteries used in computers and electronic devices, but also other rare earth minerals. In the context of the AI industry, we see a repeated pattern of extractive operation of contemporary capitalism, which feeds on the natural resources of the biosphere at a cost that is paid by many at the expense of a few and that is often deferred to future generations. Extraction, the second part of the dual logic of AI, is a targeted strategy, which consists of “extract more information and resources from those least able to resist” [16] (p. 18), usually the populations of the global south. Rare earth minerals are extracted from African countries such as the Congo; deposits of toxic substances and products are stored on vast tracts of land in the global south, and all of this has a cost and environmental impact on the local ecosystem and the people living nearby. AI industry depends on infrastructures, supply chains and cheap human labor that stretch around the global south. One of the under-looked facts is how much AI systems need the underpaid workers, the precariat, “to help build, maintain, and test AI systems” [16] (p. 63). Mary Gray and Siddharth Suri call this type of hidden labor “ghost work” [10]. This type of work, which is mainly carried out by people from the global south, takes on many forms. For example, labeling entire datasets, reviewing, curating and moderating harmful content, and even training and feeding data to machine-learning models in crowd-working tasks. The AI industry extracts cheap human labor to operate AI systems. The end consumer who buys the products and services of tech companies also acts as a “ghost worker” who offers his or her labor force for free. When we read a website and have to prove our human identity, we are training recognition algorithms for free. So, whether through the hard work of miners, assembly line workers, “ghost workers” or the everyday users of products and services, the AI industry extracts information and value from us, and especially from the citizens of the global south. The philosophy of dataism that underlies the development of AI is the thesis that everything is data and that it is there to be exploited and extracted. When it is believed that the whole world, the whole of reality, can be computed and, therefore, data can be extracted, people become data points. AI tools, such as, for example, facial recognition systems, are being used against populations in the global south. In particular, biometric systems, facial recognition systems, etc., are used to build smart borders where technology registers and tracks travelers but also refugees [17]. These systems identify objects and faces in images, but they fail dramatically in misidentifying people of color [18]. There is a growing concern in the AI ethics community that there are dire consequences, especially for marginal communities in the global south. Facial recognition systems are on the rise in many countries, and rogue governments used them to target, monitor and survey vulnerable populations and ethnic minorities. Because of this logic of the new technological extractivism, where the planet’s materials and resources are exploited and underpaid labor is needed to build AI systems, it is necessary to propose an ethical governance of AI at the international level where human
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rights are respected. We advocate for inclusivity as a guiding principle in the growing socio-technological system of human–machine interaction [19].

4. Conclusions

In this short paper, we addressed briefly the geopolitics of AI and in particular the lack of governance capacity in southern populations resulting from their dependence from northern leadership on technological innovations and regulations and also the new technological extractivism represented by an AI industry, which demands a lot of energy, natural resources and ghost work to operate. Now is the time to focus on how to build an ethical governance framework for responsible use of AI under the aegis of human rights. Human rights are rights that we have simply by virtue of being human—discoverable by ordinary human moral reasoning [20]. We are agnostic about the concrete metaphysical and epistemological foundations of human rights, but they confer obligations and duties on others on the basis of their intrinsic value. Therefore, AI systems should be respectful of human rights (freedoms, equality, justice . . . ). Human rights protect the primary interests and needs of individuals, regardless of culture and context, and this implies that the application of AI systems in both the global north and the global south requires human rights compliance. We advocate an ethical governance framework for AI that distinguishes between “hard ethical governance” based on law and “soft ethical governance”. This distinction is useful, so that it can be accepted by the skeptics of AI regulation. Many skeptics of AI regulation believe that regulation or control of AI can stifle development and innovation. However, “soft ethical governance” describes standards such as ISO or IEEE frameworks that can be used in the early stages of digital technology development. On the other hand, “hard (law-based) ethical governance” refers directly to prohibitions, and it prevents the use of a technology when the risk outweighs the benefits. Perhaps the best recommendation for global governance of AI is to build on the experience from other technologies, such as atomic energy, with the intention of creating global ethical governance of AI from a human rights approach. It is also useful to make the case for global ethical governance of AI as an existential risk to humanity, similar to how global warming turns out to be. The problem of global warming goes beyond the borders of a single country and becomes a global problem of collective coordination between countries. If we want to tackle the risks posed by increasing temperatures due to anthropogenic greenhouse gas emissions into the atmosphere, a coordinated global response is needed. Similarly, disruptive technologies, such as AI, also require global ethical governance because the risks are shared and not exclusive to a single country.
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