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Abstract: Process Intensification (PI) is a vast and growing area in Chemical Engineering, which deals with the enhancement of current technology to enable improved efficiency; energy, cost, and environmental impact reduction; small size; and better integration with the other equipment. Since process intensification results in novel, but complex, systems, it is necessary to rely on optimization and control techniques that can cope with such new processes. Therefore, this review presents some advancements in the field of process intensification that are worthy of exploring in detail in the coming years. At the end, several important open questions that can be taken into consideration in the coming years are listed.
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1. Introduction

The pioneering work from Stankiewicz and Moulijn [1] is undoubtedly the most referenced work that defines Process Intensification (PI). Here, it was defined as “any chemical engineering development that leads to a substantially smaller, cleaner, and more energy-efficient technology”. Later, more definitions appeared over time because PI has grown to consider more processes, units, and phenomena. PI was also defined as adding/enhancing phenomena in a process through the integration of operations, functions, phenomena or alternatively through the targeted enhancement of phenomena in an operation [2], any activity which enables smaller equipment for a given throughput, higher throughput for a given equipment size or process, less holdup for equipment or less inventory for process of certain material for the same throughput, less usage of utility materials, and feedstock for a given throughput and a given equipment size, and higher performance for a given unit size [3]. In addition, the authors classified PI into two main categories, which are unit intensification and plant intensification. The former aims to intensify a single pre-specified unit alone, and the latter aims to intensify more than one unit simultaneously. Stankiewicz et al. clustered the approaches to PI into four domains: structure (spatial), energy (thermodynamic), functional (synergy), and temporal (time) domains [4].

Nevertheless, the definitions of PI depend on the view of researchers and the aim(s) they pursue by utilizing PI. Therefore, there is still no single definition that unifies and covers all that has been performed in PI over the last two decades. In addition to process constraints, environmental, safety, and sustainability constraints are rising due to public and governmental concerns. Therefore, these were recently incorporated in PI [5]. There are several excellent reviews on PI, which readers are encouraged to refer to [3,6–10].

A quick search Scopus on publications dealing with PI, process synthesis, optimization, and control, in the field of Chemical Engineering reveals that PI has steadily grown in
the past decades. Furthermore, for each of the areas, more than 40% of the publications between 1991 and 2020 were published in the last six years of that period, as indicated in Figure 1, where the star (⋆) shows the particular year. The combinations between PI and process synthesis, optimization, and control, in the field of Chemical Engineering are 77, 95, and 111 works. It reveals that there are still few works that consider both concepts, which also indicates that more research can be performed in these areas to implement optimization and control techniques. These combinations between PI and process synthesis, optimization, and control are shown in Figure S1 of the Supplementary Materials. It is worth mentioning that PI is gathering interest across multiple disciplines [11]. Therefore, it is expected that its expansion to more areas will continue.

This review focuses on the intensification of distillation-based processes because distillation is a mature and well-researched unit operation that has been the main topic in PI in recent years (extractive distillation, reactive distillation, etc.). In addition, several optimization and control techniques can be used for distillation processes because its mathematical model is well known and as well as its simulation, through built-in codes and commercial software, being available. This review covers, in particular, the research that has been conducted within the last few years in the fields of process synthesis, optimization, and control.

PI has been also applied for the miniaturization of processes, which are material and shape dependent. Plant miniaturization focuses on modular flexibility, shorter lead-time for fine chemicals, and the use of renewable energy sources. Other PI examples such as microwave reactors, fine bubble generation devices, rotating packed bed reactors, microreactors, electric fields, plasma technologies, and membrane-based separations are not so easy to model mathematically or to simulate because their performances are highly dependent on the size and shape of the devices and the operating flow rate and target systems. In addition, detailed and accurate mathematical models are not always available for such developing technologies. Thus, the research and development of these process intensifications are highly device and material oriented. Therefore, such developing technologies are outside of the scope of this review.

Finally, this review aims not to propose another definition of PI, but to present some advancements in process optimization and control techniques that are used to intensify a
process. Particularly, this review shows that the presented techniques are relevant because the intensified processes present synergies and structures that are counterintuitive and elusive. In this sense, PI can take us into untraveled roads to process innovation.

2. Process Synthesis and Optimization

Advancements in PI come together with advancements in Process Synthesis (PS) and Process Optimization (PO) [12]. Although process synthesis, integration, and intensification focus on improving the performance of chemical processes in terms of energy efficiency, sustainability, and economic profitability, there are several differences between these approaches. Traditional process synthesis operates at the equipment and flowsheet scales; process integration deals with plant-scale decisions, material/energy redistribution, and utility networks. Process intensification, on the other hand, seeks for enhancements at the fundamental physicochemical phenomena scale to generate novel equipment and flowsheet alternatives [13].

2.1. Process Synthesis

Process synthesis aims to screen flowsheet variants, equipment types, operating conditions, and equipment connectivity under several designs and operational constraints [13]. Process synthesis aims to find the best processing route, from among numerous alternatives, to convert given raw materials to specific (desired) products, subject to predefined performance criteria. Hence, process synthesis involves analyzing the problem to be solved and generating, evaluating, and screening process alternatives to identify the best process option. Process synthesis is usually performed through the following three methods: (1) rule-based heuristic methods, which are defined from process insights and know-how; (2) mathematical programming-based methods, where the best flowsheet alternative is determined from network superstructure optimization (this method is useful when the system is well-defined, and many combinations of alternatives are considered); and (3) hybrid methods, which use process insights, know-how, rules, and mathematical programming; that is, models are used to obtain good physical insights that aid in reducing the search space of alternatives so that the synthesis problem to be solved will involve less alternatives [5]. Thus, the fundamental goal of process synthesis is the invention of detailed processing routes at the desired scale, safely, environmentally responsibly, efficiently, and economically, in a manner that is superior to all other possible processes [14].

PS has notably attained significant advances in synthesis tools and techniques, primarily for heat exchangers and separation networks. Excellent reviews of PS have been provided, and they should be referred to for more details [15,16].

Sitter et al. have classified process synthesis into Heuristic, Mathematical Optimization, and Hybrid, which are useful in terms of improving an existing equipment/process [12]. Superstructure-based representation is preferred for synthesizing intensified processes for its systematic evaluation of a large space of structural alternatives. In addition, superstructure synthesis attempts to solve the simultaneous design problem as a mathematical programming problem. Nevertheless, an inherent limitation of superstructure-based approaches is the need to define an initial superstructure to capture all the desired alternatives [17]. Such superstructures can have several degrees of aggregation, and the formulated optimization problems can be solved deterministically (e.g., Mixed Integer Non-Linear Programming, MINLP) or stochastically (e.g., SA, MDE).

At a high aggregation level, superstructures comprise a set of plausible equipment or tasks subject to improvement/intensification. Nevertheless, starting from pre-established process alternatives limits the design search space. Thus, this level of aggregation results in little improvements of equipment and processes and makes it difficult to find novel intensified processes. On the other hand, at a low aggregation level, a phenomenological approach that combines cooling, heating, mixing, splitting, reaction, etc. can generate novel intensified processes [13].
For example, Figure 2 shows the separation of a ternary mixture by distillation. Figure 2a is an example of a high aggregation level, which is represented by a state-equipment network (SEN) superstructure for the synthesis of distillation column sequences with high aggregation levels [18]. Here, the best solution can be either the direct sequence (i.e., A and B are obtained at the top of the columns) or the indirect sequence (i.e., B and C are obtained at the bottom of the columns). Nevertheless, Figure 2b is an example of a low aggregation level in which distillation modules interconnect to derive a Petlyuk-like distillation column [19]. Here, distillation modules are subspaces in the ternary mixture composition for the vapor–liquid equilibrium (VLE), and their liquid and vapor enthalpies are uniquely determined.

![Diagram](image)

**Figure 2.** Synthesis problems for the separation of a ternary mixture: (a) high aggregation; (b) low aggregation.

From this comparison, it can be seen that the latter approach is not subject to any predefined structure of connectivity between columns. The result agrees with what has been confirmed over the last decades, namely that Petlyuk-type columns outperform conventional distillation whenever heat integration is not considered [20]. The key point in low aggregation representation is that they deviate from classical equipment or structure-oriented optimization; therefore, their superstructure representation is not so easy to understand at first glance. In particular, to understand Figure 2b, the readers should refer to [20] for more details.

Commercializing a new chemical process is a complicated enterprise involving many steps. In the future, process designers are likely to interact much more closely with other parts of the overall innovation process, both upstream and downstream of the traditional process synthesis steps [14]. Therefore, this review focuses on some PI advancements starting at a low aggregation level, and for which, at the final step, the connections among phenomena are interpreted by recombining them into task-integrated equipment.

Gani and coworkers proposed the phenomena-based building blocks (PBBs) methodology to represent and recreate process flowsheets starting from the identification of the existing phenomena in a base-case design. Then, the most promising phenomena-based structures are transformed into unit operations [5,21]. Recent advancements using the PBBs methodology include the synthesis and intensification of the production of dimethyl carbonate with CO₂ utilization with consideration of operational feasibility, economics, life cycle assessment factors, and sustainability criteria [22], the dehydration of ethanol through a membrane-assisted distillation process (taking into account an economic criterion) [23], the transesterification of propylene carbonate with methanol to generate dimethyl carbonate and 1,2-propanediol (considering an economic criterion) [24], the intensification of the aldolization of an ethylene glycol and 1,2-butanediol mixture with acetaldehyde to produce 2-methyl-1,3-dioxolane and 4-ethyl-2-methyl-1,3-dioxolane [25], the esterification of
isoamyl alcohol with acetic acid for the production of isoamyl acetate and the aldolization of ethylene glycol and 1,2-butandiol with acetaldehyde for the production of 2-methyl-1,3-dioxolane and 4-ethyl-2-methyl-1,3-dioxolane (taking into consideration an inherent safety assessment in addition to economic and sustainability criteria) [26], the production of ethylene glycol through the hydrolysis of ethylene oxide using an $e$-constraint-based multi-objective optimization framework [27], the production of dimethyl ether from methanol (considering energy, CO$_2$ emissions, and sustainability indicators) [28], and the production of ethyl lactate from ethanol and lactic acid (considering economic, environmental, sustainability, and inherent safety criteria) [29]. In addition, Garg et al. [30] presented the key concepts and step-by-step workflow of the phenomena-based intensification method for hybrid separation schemes along with a summary of published case studies with novel solutions for chemical and biochemical processes. It showed in detail the solutions for the production of ethylene glycol through ethylene oxidation and ethylene oxide hydration reactions and the production of Bio-Succinic acid.

Pistikopoulos and coworkers proposed the Generalized Modular Framework (GMF) for process synthesis based on fundamental mass/heat-transfer principles [31]. The GMF methodology has been used for synthesis of a heat exchange network (HEN) that minimizes the total annualized cost for the retrofitting of an existing process [32], the separation of binary mixtures with homogeneous azeotropes [33], the synthesis of combined separation-reaction systems in which reactive distillation (RD) was the best option in economic terms [34], the synthesis of complex distillation columns including thermally coupled alternatives [35], and the synthesis of a NO$_x$ reactive absorption process in which the Total Annualized Cost (TAC) was minimized [36]. Recent advancements using the GMF methodology include the synthesis and intensification of nonideal azeotropic ethanol-water separation without using a pre-postulation of plausible unit/flowsheet configurations [37], reactive distillation columns for the production of methyl tert-butyl ether (MTBE) from isobutylene and methanol using a heterogeneous catalyst [38], and reactive distillation columns for the metathesis of 2-pentene at atmospheric pressure [39].

Manousiouthakis and coworkers proposed the state space (SS) framework approach to process synthesis. SS decomposes the process network into two blocks of operations: the distribution network (DN), where all mixing, splitting, recycling, and bypassing of process streams occurs; and the process operator (OP), where all other process unit operations take place. The process input streams feed into, and the process outlet streams emerge from, the DN. Then, Manousiouthakis and coworkers proposed the Infinite DimEnsionAl State Space (IDEAS) framework, which uses an OP whose domain and range lie in infinite dimensional spaces, allowing all possible processes networks for an a priori given set of technologies [40]. This framework was used for the synthesis of mass exchange networks with multicomponent targets that had the minimum utility cost. This approach has been applied to synthesize distillation networks with and without heat and power integration for the separation of binary mixtures [41,42], and for the synthesis of reactive distillation networks for the production of MTBE from isobutene and methanol through the minimization the total liquid holdup [43]. Recent advancements using the IDEAS approach include the synthesis of intensified reactive distillation networks for the metathesis of 2-pentene to form 2-butene and 3-hexene by minimizing the reactive holdup [44] and the synthesis of multipressure reactive distillation networks for the production of MTBE [45].

Although the IDEAS framework solves an optimization problem, its solutions have not been translated into realistic task-integrated equipment. Therefore, in recent years, Hasebe and coworkers have applied the IDEAS framework to find optimal distillation networks that are translated into intensified distillation structures. In this new approach, the optimal structure is derived after interpreting the optimal liquid and vapor flow paths represented in a binary or ternary composition diagram. Then, at the last step, the interpreted optimal structure is validated through process simulation. This approach has been applied in recent years for the synthesis and intensification of Heat-Integrated Distillation Columns (HIDiC) for the separation of a binary mixture [46], the separation of ternary mixtures [19,47], and...
and the synthesis of reactive distillation optimal structures for the metathesis reaction of 2-pentene [48] by minimizing the utility cost in all the cases.

Hasan and coworkers proposed the Building-Block-based Representation (BBR) framework in which a block is an abstract module that represents a fundamental constituent of a unit operation. A flowsheet can be expressed in terms of building blocks where single or multiple phenomena can take place. This approach was applied for several cases, including a reactive distillation process to produce ethylene glycol from ethylene oxide and water [49]. Recent works include the synthesis and intensification for the separation of a ternary mixture consisting of benzene, toluene, and o-xylene [50], the generation of various flowsheets from the block superstructure including the hydrodealkylation of toluene to produce benzene, the generation of products C and D from reactants A and B, and the methanol production from biogas [51], the synthesis of water integration, a heat exchanger network, and simultaneous water and heat integration [52], the integration and intensification for the production of ethylene glycol where heat integration outperforms reactive distillation-based processes [13], the synthesis of separation/reaction distillation intensified processes for the production of ethylene glycol [27], the synthesis of membrane reactors for the production of methanol from syngas and the partial oxidation of methane to generate syngas [53], and the synthesis and intensification of membrane-based processes for the separation of methane from nitrogen, vapor permeation for the separation of methanol/water, and gas permeation for the separation of syngas [54].

Nikačević and coworkers proposed a reactor synthesis method based on phases and phenomenological modules. Here, phases that could be present in a reaction system were used at a higher level of representation, while modules were used at a lower level of representation to include relevant phenomena on a macroscopic level. Then, a superstructure that comprises all modules was presented. Finally, the superstructure was reformulated and solved as an optimization problem [55].

The ab initio process synthesis is a methodology that does not require a superstructure representation [56]. In this method, a set of available unit operations are regarded as elementary blocks from which a process flowsheet is created. Evolutionary Programming is used to generate process flowsheets given elementary blocks (i.e., unit operations), while nonlinear programming (NLP) is used to evaluate and optimize the flowsheet. A typical reaction-separation problem was presented, using various problem definitions and evolution control parameters, which demonstrates the method’s capability to generate optimal processes.

2.2. Process Optimization

The proposed process synthesis methods in Section 2.1, as well as the design of intensified processes, uses optimization tools to find or to generate the best option. The optimization approaches can be purely mathematical, in which optimization problems are represented explicitly by equations, or it can be combined with process simulation, where some constraints are implicitly solved. In both cases, the optimization problems can be solved deterministically or stochastically.

Chen and Grossmann presented a complete overview of the optimization techniques and software that are used to solve optimization problems [16]. After proposing a superstructure, its nodes, connection, and equipment or tasks must be translated into the variables and constraints of a mathematical model. The most used software applications to solve Mixed Integer Non-Linear Programming (MINLP) problems are GAMS [57] and AMPL [58] while the most used software applications to solve Linear Programming (LP) and Mixed Integer Linear Programming (MILP) problems are CPLEX [59], Gurobi [60], and XPRESS [61]. Nevertheless, the use of modeling frameworks directly built upon the Python (PyOMO) [62] and Julia higher-level programming languages (JuMP) [63] is increasing because they facilitate the shift toward object-oriented modeling.
The PBBs, GMF, and BBR synthesis methods are reformulated and solved as MINLP problems, while the IDEAS synthesis method is reformulated and solved as linear programming (LP) or MILP problems.

Caballero et al. addressed the design and optimization of chemical processes using process simulators, including discontinuous cost and sizing equations [64]. The proposed MINLP formulation included implicit equations (i.e., all the equations in the process simulators with an input–output black box structure, and sizing and costing correlations) and explicit constraints in the form of equalities or inequalities (as in any equation-oriented optimization environment (i.e., GAMS)). By using the proposed approach, it was observed that (1) the size of the master problem, when using implicit equations, was reduced in comparison with an equation-oriented approach, and (2) relaxing blocks of equations, instead of each equation individually, (i.e., by a big M reformulation), seemed to produce better relaxation gaps.

Nonconvex MINLP problems can be reformulated as MILP problems by discretizing some optimization variables (e.g., column operating pressure). Therefore, rigorous simulations can implicitly deal with nonlinearities such as complex thermodynamics and nonconvexities such as stage-by-stage bilinear products in a process. Thus, the combination of rigorous simulations and MILP optimization reduces the computational time and avoids the possibility of becoming trapped in infeasible or local minima/maxima solutions. This approach has been applied for the synthesis of compressor-aided distillation sequences [65], heat-integrated distillation sequences [66], reactive distillation columns with intermediate heat exchangers [67–69], and reactive distillation sequences combining heat integration and thermally coupling [70]. The last example shows a very interesting synergistic effect because the adoption of heat integration in thermally coupled reactive distillation can lessen the remixing effect, recirculate less flow between columns, and lead to composition profiles that are more distant from the chemical equilibrium. The proposed sequence attained 47% energy savings in comparison with the typical reactive distillation indirect sequence.

Simulation-based optimization approaches can be the most practical and efficient way to optimize problems with a large system of partial differential or ordinary differential equations or large and complex equations with discontinuities. In these problems, optimization relies on simulation input–output data and the derivatives of the original model are not directly used by an optimization solver [71]. Chen et al. proposed a simulation-based simultaneous optimization and heat integration approach in which the process was designed in a process simulator (e.g., Aspen Plus), and the heat integration module was developed using optimization software (e.g., GAMS) for the minimization of the utility cost and heat exchanger area [72]. Wang et al. proposed an optimization framework for the synthesis of distillation sequences considering sharp and non-sharp separations by combining the use of Python, ActiveX, and Aspen Plus [73]. Xiong et al. proposed a screening-clustering assisted kriging optimization (SCAKO) method to minimize the TAC of the distillation process. The SCAKO method consists of a kriging surrogate model, a screening-clustering operation, an expected improvement (EI) sampling approach, and a quantum-behaved particle swarm optimization (QPSO) algorithm. The kriging surrogate model is an interpolation model that describes computationally expensive models’ input and output relationships. Five case studies were presented, and, in terms of computational effectiveness, it was found that the SCAKO and QPSO methods can obtain similar, or exactly the same, optimum solutions, but the former method obtained optimum solutions with low computational cost [74].

A systematic simulation-based process intensification method was proposed to handle uncertainties in the shale gas processing feedstock composition and NGLs recovery process systems. The method included process simulation, capacity-oriented process intensification, and design validation. The intensified process considered an integrated condensation-based gas dehydration and turboexpander-based NGLs recovery process [75].

The concept of simulation-based optimization can also be applied to randomized, derivative-free optimization methods (e.g., Neural Network Algorithms (NNA), Simu-
lated Annealing (SA), and Particle Swarm Optimization (PSO)). The sequential iterative (SI) approach has been used widely for determining the optimal design parameters [76]. However, SA and the genetic algorithm (GA) have been used as optimization approaches because they can be programmed easily and can find optimal solutions quickly due to their computerized natures. Some studies demonstrated that the use of these optimization techniques resulted in a TAC lower than that obtained in exhaustive trial-and-error simulations. For example, Yang and Ward [77] proposed an optimization framework that combined process simulation as an automation server and an SA algorithm written in MATLAB [78] for the separation of three different mixtures through extractive distillation (ED). Recently, SA was also used for the optimization of ED sequences with side streams [79]. GA has been used for the optimization of an RD and ED sequence using a multi-objective optimization framework considering economic and environmental criteria [80], and in RD and pressure-swing distillation (PSD) [81]. In these works, the reported TAC using SA or GA was lower than that obtained using the SI approach.

Christopher et al. proposed a simulation-based optimization framework for the intensification of Propylene/Propane separation involving mechanical vapor recompression (MVR) and self-heat recuperation (SHR) for the synthesis of four distillation-based configurations [82]. The TAC was minimized for each configuration. The simulation-based optimization framework combined Aspen HYSYS as the process simulator and particle swarm optimization in MATLAB as the optimizer. The simulation-based optimization framework was shown to be beneficial because all thermodynamic calculations could be performed in a process simulator, while rigorous optimization algorithms could be implemented in an external software.

Hybrid optimization approaches can also be taken by combining deterministic and stochastic optimization methods. Here, the power of randomized, derivative-free global search methods is combined with the power of mathematical programming methods in reduced, and convex, search regions. Niesbach et al. presented the combination of a modified differential evolution (MDE) optimization technique to find a near-optimal solution firstly. Then, an NLP problem was solved to check the optimality of the first-step result. This procedure was proposed for the design of a reactive distillation process for the production of N-butyl acrylate [83]. Recently, Herrera Velázquez et al. presented a two-step optimization procedure to derive HIDiC structures with the minimum TAC [84]. In the first step, a MILP problem was formulated and solved to efficiently handle large, complex combinatorial problems of integer variables (i.e., the number of stages in each section) subject to heat integration. Then, in the second step, Simulated Annealing was used to handle nonlinear and nonconvex problems to find the global optimum, taking the solution from the first step as the starting point.

3. Process Control

Process Innovation is intrinsically connected to process optimization and control. Thus, it is important to propose optimization methodologies to tackle current and future challenging processes. Presently, process flow sheets are evaluated in a sequential fashion where they are first generated and their resulting design is analyzed considering its (1) dynamic behavior, (2) flexibility, (3) robustness, and (4) controllability. Typically, control schemes are designed after the process is synthesized and optimized [14].

Figure 3 summarizes the typical procedure for evaluating the control performance of process flowsheets. The evaluation generally consists of two steps, which are steady-state simulation and dynamic simulation. The steady-state simulation involved in flowsheet development is commonly performed using Aspen Plus software. After the initial flowsheet has been developed, the design parameters are optimized to obtain the TAC to determine the best design. Following this, all the related equipment in the optimized flowsheet (i.e., the best design) are sized accordingly, and appropriate pressure drops are implemented across the flowsheet so that it can be converted into a “pressure-driven” simulation for further dynamic assessment. Inventory control loops are installed during the dynamic simulation
after various techniques determine the sensitive tray temperature location. Finally, quality control loops are installed before the system is tested with various disturbances such as feed flowrate and composition disturbances.

**Steady state simulation**

**Dynamic simulation**

**Figure 3.** General procedures for evaluating process flowsheets.

In the following subsections, the abovementioned methodology is illustrated using several cases to provide the readers with a better understanding on how the control performance of a flowsheet is traditionally executed. Additionally, some of the existing gaps in these studies are also highlighted, and in the last subsection, the drawbacks of the traditional methodologies (i.e., the conventional sequential approach, where only the best design is selected for dynamic assessment) are discussed.
3.1. Closed-Loop Control Structures

Most of the existing studies assess the dynamic performance of the best process with the lowest TAC [85–87]. Nevertheless, to ensure that there is no trade-off between economics and controllability, some studies have compared the dynamic performance between different processes (e.g., ED and PSD) instead of assessing the one with the lowest TAC [88,89]. Generally, the control structures are divided into two parts, which are the inventory control loop and the quality control loop.

The inventory control loop helps to maintain material balance stability of the overall plant and provide effective operation control during disturbances. Figure 4a shows one of the most commonly used inventory control loops, which demonstrates the following features:

1. The levels of the reflux drums in both columns are controlled using the distillate flowrate.
2. The top pressure of both columns is controlled by manipulating the condenser duty.
3. The bottom level of the extractive distillation column (EDC) is controlled by manipulating the bottom flow rate.
4. The bottom level of the solvent recovery column (SRC) is controlled by manipulating the solvent make-up flow to prevent a snowball effect [90,91].
5. The solvent feed to the EDC is usually flow-controlled.
6. If a cooler is present to cool down the regenerated solvent coming out from the SRC prior to recycling back to the EDC, then the solvent feed temperature can be controlled by manipulating the cooler duty.

![Figure 4. (a) Basic inventory control commonly employed in the literature and (b) alternative inventory control with the make-up flowrate ratio to the feed flowrate.](image)

It is interesting to note that instead of manipulating the solvent make-up flow to control the bottom level of the SRC, another alternative is to manipulate the bottom flowrate of the SRC, which is identical to the control strategy for the EDC column (Figure 4b). The make-up flowrate, on the other hand, is flow controlled and ratioed to the feed flowrate.

The quality control loop, on the other hand, keeps the product purities at their desired specification, and it is usually installed after the inventory control loops. Two types of control strategies are commonly used, i.e., the composition control [92,93] or the tray temperature control [94]. In some complicated processes, a hybrid control strategy (e.g., composition to temperature cascade control) is employed to keep the product at its desired purity [95,96]. This section limits the discussion to tray temperature control since composition control is usually expensive, hard to maintain, and less preferred in the industries [95]. Prior to installing the control loop, the sensitive tray temperature must be selected, and this can be carried out through a number of ways, such as using the slope criterion (i.e., selecting the tray with a large change in temperature from tray to tray) [87], using open-loop sensitivity analysis by applying a small change (i.e., ±0.01%) to the manipulated variable (e.g., reboiler duty) [97], using singular value decomposition (SVD) analysis [96], choosing the tray where the temperature does not change as the feed composition fluctuates while keeping both products at desired purity, or selecting the tray that produces the smallest change in product
purity when it is held constant during the feed composition disturbance. A quantitative analysis of the aforementioned methods was conducted by Luyben and he showed that the SVD analysis is simpler and more effective for selecting the tray temperature for control [94]. Nevertheless, most of the studies covered by this review rely on the open-loop sensitivity analysis by applying small change (i.e., 0.01%) to the reboiler duty to identify the tray temperature with the highest sensitivity, as illustrated in Figure 5a [98].

![Figure 5](image)

Figure 5. Open sensitivity analysis for determining the sensitive tray temperature: (a) a single tray; (b) dual trays.

After fixing the tray temperature location, it can be controlled by manipulating the remaining available manipulating variables. In general, using the inventory control loop described earlier leaves the two reboiler duties as the two reflux ratios as the remaining available options. A survey conducted in this review indicated that most of the existing studies attempt to maintain the tray temperature by controlling the reboiler duty first. If the purities of the products cannot be maintained at their desired specifications, other alternative control structures should be explored such as controlling the tray temperature using a fixed reflux ratio [86], or implementing dual temperature control [99], dual temperature difference control [100,101], feedforward control [95,99,102], pressure compensated temperature control [85,88,100], or some other advanced control strategies [93]. In addition, it is worth mentioning that in some processes, there is more than one sensitive tray temperature (Figure 5b), and the Relative Gain Array (RGA) method should be used for determining the best control pairing (e.g., to determine whether to pair the tray temperature control using the reboiler duty or the reflux ratio) [103,104].

After the inventory and quality control loops are installed, the gain ($K_c$) and integral time ($\tau_i$) must be specified accordingly for the basic inventory controllers, while the temperature and composition controllers must be properly tuned before the system can be subjected to disturbances. Several convenient methods are available such as the relay feedback testing method. Once the controllers have been tuned, disturbances can be introduced to evaluate the robustness of the system (e.g., ±20% feed flowrate and composition disturbances). The detailed steps involved in installing the control structures can be found in the Luyben’s book [91].

3.2. Recent Advancements in Process Control

This section discusses works related to process design and control, which adopted the sequential design-control approach. The survey was conducted using SCOPUS database with phrases containing: Control AND binary AND distillation OR Design AND control AND binary AND distillation, in the title, abstract, and keywords. The search was set from the year 1990 (i.e., after 1989) to the end of 2020. It was limited to the literature that was written in English. Altogether, the search results found 614 scientific papers, which were manually categorized into different areas. Among the 614 works, four discussed the integration
between design and control simultaneously, 20 were non-control related (e.g., education literature), and 552 involved design or control works, which were not based on PID control theory (e.g., model predictive control), leaving the remaining 38 works subject to study in this subsection. Nevertheless, the coverage for these 38 works is still relatively wide, which ranges from conventional distillation to complex distillation sequences (e.g., PSD, ED, and azeotropic distillation (AD)) to the intensified energy-saving dividing wall ED (DWED) or the side-stream ED (SSED). A few papers also discussed the design and control of the chemical reactors (e.g., batch reactor). To further narrow the scope of the discussion, only 23 works are extracted and summarized in Table S1 of the Supplementary Materials, which focused on the design and control of the conventional distillation process involving PSD, ED, and AD. The remaining 15 works, which discussed the complex RD, DWED, SSED, or chemical reactors, are excluded from the discussion.

3.3. Trade-Off between Process Design and Process Control

Wang and coworkers investigated the trade-off between the economic and dynamic performance of the ED using N-methyl-2-pyrrolidone (NMP) as a solvent for the separation of an n-heptane and isobutanol mixture [105]. It was reported that the optimum design, which provides the lowest TAC, was achieved at the expense of poor dynamic performance. Hence, the dynamic performance was investigated using several control structures, i.e., the basic control structure that is identical to those presented in Section 3.1, modified with the feedforward Qr/F ratio and the use of a composition controller. Nevertheless, the basic control structure could not handle the +20% composition disturbance, which resulted in a large drop in n-heptane purity. Although this can be overcome by using a composition controller, it may not be the best choice due to the large deadtime and high capital and operational costs. Therefore, they proposed the increasing of the solvent flow rate to improve the overall dynamic performance. This, however, was traded-off with an increase in the TAC. From their study, it became apparent that the optimum process should account for both the TAC (i.e., economics) and the dynamic performance. A similar conclusion was drawn from the work of Luyben in which he highlighted the importance of considering the dynamic performance during the solvent-selection process, which generally comes during the design stage [106]. Cao and coworkers presented an interesting study where they explored the effect of feed temperatures on the TAC and the dynamic performance for the separation of methyl acetate and methanol via PSD [107]. It was demonstrated that different feed temperatures would result in different TAC. The feed temperature that provides the lowest TAC (i.e., best design) does not simultaneously provide an outstanding dynamic performance. Therefore, in addition to the solvent flow rate and type, the selection of feed temperature must account for both TAC and the dynamic controllability of the process. The trade-off between the economic and the dynamic performance was also addressed in by Luyben [108]. He compared three different processes, i.e., ED using NMP as an entrainer, PSD, and a single conventional distillation column for the separation of n-heptane and iso-butanol. The ED was found to provide the lowest TAC. However, further dynamic simulation showed that the single distillation column provides better dynamic performance relative to the ED and PSD.

Based on the aforementioned works, it is clear that the best design that provides the lowest TAC does not necessarily guarantee the best dynamic performance. Therefore, it is necessary to integrate both design and control simultaneously or to develop more appropriate optimization strategies to improve the conventional “control after design” sequence so that the trade-off between steady state design and dynamic simulation can be assessed. The studies that account for both design and control simultaneously have become increasingly popular in the last few years. Therefore, the following section will address the simultaneous design and control approach.
4. Simultaneous Design and Control

Burnak et al. presented a very informative paper about the last five decades of model-based design optimization techniques to solve the simultaneous consideration of process design, scheduling, and control [109]. Since process design, scheduling, and control problems are traditionally constructed to address different objectives, and they span widely different time scales, it is challenging to evaluate and determine the optimal trade-off between different decision-makers systematically. Despite the efforts to simultaneously design and control a process, significant assumptions and simplifications must still be made regarding the operational decisions in the process design step.

Aneesh et al. presented an excellent review on the simultaneous design and control of intensified distillation processes because such processes are nonlinear in nature, and highly integrated with more than one interconnected piece of equipment [110]. Thus, the conventional sequential design-control approach may lead to poor dynamic operability in the case of external disturbances and uncertainties. Therefore, the optimal performance of the process requires the improvement of the performance and dynamic characteristics together with the process design. The sequential design-control approach imposes restrictions on the flexibility (i.e., the ability of the process to move from one operating point to another), the feasibility (i.e., the ability of the system to operate under allowable limits in the presence of parameter uncertainties, and time-varying disturbances), and the controllability of the process since the optimal process design, obtained at steady-state, may limit, or may not satisfy, the minimum performance requirements specified for this process when the system is operated in the transient mode [111]. In addition, the sequential design-control approach has typically been based on the assumption of operation around a nominal steady-state point, while its dynamic performance has been primarily evaluated through disturbance rejection. However, chemical plants presently operate in an environment of increased competition in a global marketplace, with increased variation in product demand and raw material supply. The deregulation of electricity prices in many jurisdictions has also resulted in large fluctuations in electricity prices. Therefore, it is becoming increasingly important for plants to be able to transition rapidly to respond to such variation to maximize profits and increase competitiveness [112].

This review discusses some of the approaches to the simultaneous design and control of distillation processes covered by Aneesh et al. [110].

4.1. Controllability Index-Based Optimization Approach

In this approach, an economic objective function is defined for designing a process that can run in dynamic mode within the range of nominal operating points. The objective function is a combination of steady-state process economics and an economic cost associated with controllability indicators. This method takes the benefits of controllability indicators to calculate the closed-loop dynamic performance of the process. Usually, the used controllability indexes are the integral square error (ISE), singular value decomposition (SVD), relative gain array (RGA), worst case disturbance (WCD), gap metric, closed loop controllability, and the Eigenvalue of the Jacobian matrix. In addition, the proposed optimization problems range from linear to MINLP ones [110].

Lenhoff and Morari developed a multi-objective optimization technique that minimizes the economic cost and control cost by using a linear model, and adopted the ISE as a controllability index [113]. Palazoglu and Arkun also proposed a multi-objective approach including economic and dynamic operability criteria. They developed a nominal linear model adopting the SVD as a controllability index [114]. Ricardez-Sandoval et al. proposed the hybrid worst-case approach (HWA) methodology to conduct simultaneous design and control. The objective function considered the capital, operating, and variability costs of the process that is being designed. The HWA method assumes that the process flow sheet and control structure have been defined a priori, and it rapidly estimates the worst-case disturbance by using singular value calculations [115]. Segovia-Hernández and coworkers have proposed multi-objective optimization frameworks to assess economic and
controllability features of intensified processes using the condition number as a controllability criterion [116–118]. Cabrera-Ruiz and coworkers proposed an open-loop operability criterion based on integrating the condition number in a multi-objective optimization framework to consider the simultaneous design and controllability of intensified distillation processes. The proposed criterion was embedded in a global stochastic optimization algorithm [119,120].

4.2. Mixed Integer Dynamic Optimization-Based Optimization Approach

Flores-Tlacuahuac and Biegler studied the integrated design and control problem in which discrete decisions (e.g., the flowsheet structure, number of control loops, and number of distillation columns) and continuous variables (e.g., flow rate, temperature, and composition) are formulated as a Mixed-integer Dynamic Optimization (MIDO) problem, which minimizes the time closed-loop disturbance rejection [121]. The MIDO problem can be reformulated as an MINLP by approximating state and control profiles using a family of polynomials on finite elements. A system of two series-connected continuous stirred tank reactors (CSTR), where a first-order reaction takes place, was taken up as a case study. The MIDO problem has been applied to the simultaneous design and control of a two-polymerization-reactor system featuring highly nonlinear behavior that involves specifying either the polymer molecular weight distribution or the monomer conversion [122], a CSTR-producing methyl methacrylate [123], a reactive distillation column with inert material [124], a batch reactor under non-isothermal conditions, and a system of three sets of reactions taking place in two reactors through multi-parametric programming using explicit expressions for the model predictive control strategy, which is embedded into the MIDO problem [125], among many different processes.

4.3. Simultaneous Design and Control under Uncertainty

Ricardez-Sandoval and coworkers proposed a methodology for the simultaneous undertaking of design and control that applies a probabilistic approach in the presence of random disturbances. The key idea is to perform a distribution analysis of the worst-case variability expected during the normal operation of the system. The resulting estimates in the worst-case variability are used to evaluate the process constraints, the system’s dynamic performance, and the process economics. The methodology has been applied to simultaneously design and control an exothermic irreversible first-order reaction in a CSTR process [111], the non-sharp separation of a ternary mixture in a distillation column [126], the Mono-Ethanol-Amine (MEA) absorption section of a post-combustion CO$_2$ capture plant [127].

The back-off methodology has also been proposed for simultaneous design and control under process disturbances and parameter uncertainty using power series expansion (PSE) approximations. Here, the key idea is to back-off from the optimal steady-state design, which might be infeasible because of process dynamics and parameter uncertainty, to obtain the optimal design parameters that result in dynamically feasible and economically attractive processes. This methodology has been applied to the simultaneous design and control of a non-isothermal CSTR [128], an isothermal storage tank and a highly-nonlinear water treatment plant [129], and a stochastic back-off methodology applied to a waste water treatment plant [130], heat exchangers, an endothermic first order reaction in a CSTR, and the separation of a binary mixture in an ideal distillation process [131], among others.

The trust-region approach has been proposed to address the simultaneous design and control of large-scale systems under uncertainty. Here, the key idea is to represent the system using PSE as piecewise models in an iterative manner while the validity of those expansions is certified in a trusted region. This approach has shown a significant accomplishment in locating dynamically feasible and near-optimal design and operating conditions. This methodology has been applied to the simultaneous design and control of a wastewater treatment plant and the Tennessee Eastman process [132,133].

Pistikopoulos and coworkers have developed a software platform that allows the representation, modeling, and solution of integrated design, scheduling, and control problems through the PAROC (PARametric Optimization and Control) framework, which provides
the theoretical, technical, and software basis for the development of multi-parametric model predictive controllers, multi-parametric moving horizon estimators, multi-parametric rolling horizon process schedules, and suchlike, with embedded dynamic optimization capabilities as well as model validation. The PAROC software platform was applied to design and operate a series of heat and power cogeneration (CHP) units for domestic/residential use. The objective was to acquire the optimal operation policy, the optimal model-based controller, and the optimal design of the series through a single optimization formulation [134]. The PAROC framework has also been used for the simultaneous design and control of a tank, a CSTR, a binary distillation column, and a residential cogeneration unit [135], and an RD column for the production of MTBE [38,136], among others. The safety and operability performance have also been included in the PAROC framework for the intensification of a heat exchanger network and RD column design [137,138].

4.4. Robust Control-Based Optimization Approach

The approaches shown in Sections 4.1 and 4.2 consider the process cost and control cost in an objective function. However, the nonlinear dynamic model, which is used by the MIDO approach, generates complex and intractable problems. Therefore, an approach called Robust Control-based optimization seeks the worst-case scenario via robust control theory tools. The design and optimization variables are integrated with the operating cost and capital cost. The proposed method is composed of an inner loop optimization and an outer loop optimization. The main use of the inner and outer loops is to blow up the variability cost and attenuate the capital and operation cost, respectively.

Douglas and coworkers have addressed the problem of integrating the process and control design steps for chemical processes. The cost function to be optimized includes capital costs, operating costs, and costs related to variability in the controlled variable. A distillation column was selected as a case study, and a single input single output (SISO) controller was used. A First Order Plus Dead Time (FOPDT) model was assumed to represent the process where the dynamic parameters were estimated as functions of process design variables. A robust internal model control (IMC) controller was designed based on a nominal linear model assuming the model error to account for the nonlinearity of the process. The optimization results showed that the integration of column design and control in one step led to savings of up to 42% compared to the traditional method [139]. Then, a multicomponent distillation column using a Model Predictive Control (MPC) algorithm was studied. The optimization results showed that the integrated method can lead to cost savings of between 25 and 75% [140].

Other approaches include a methodology to account for equipment–control interactions by incorporating dynamic models of equipment behavior within an economic model predictive control (EMPC) for the design of an exothermic second-order reaction taking place in a CSTR [141] and the formulation of a mathematical optimization problem that aims to simultaneously achieve an economic objective (i.e., maximization of investment return) and a dynamic objective (i.e., minimization of the integral of squared errors) using an infinite horizon model predictive control (IHMPC) for the Williams–Otto reactor consisting of three parallel reactions is a non-isothermal CSTR [142], among others.

5. Conclusions and Future Directions

This review presented some advances in the process synthesis, optimization, design, control, and intensification of chemical processes. It is worth mentioning that the phenomenologically based synthesis approaches (e.g., PBBs, GMK, and IDEAS) are quite interesting because novel processes can be derived. However, so far, such synthesis processes are still limited to the separation or reaction of two or three components. In addition, the control properties for the novel intensified processes using phenomenologically based synthesis approaches have not been performed. There could be new control loops and unexplored interactions between controlled and manipulated variables.
The generation of synthesis frameworks for the inclusion of multicomponent systems still remains a challenge that can be addressed in the years to come. In addition, several state-of-the-art simulation and optimization tools can be used and integrated to challenge the increasing complexity of chemical processes. We believe that there is still room for improvement and intensification of chemical processes in the vast diversity of process systems engineering.
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