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Abstract: The pressure swing adsorption (PSA) process has been considered a promising method
for gas separation and purification. However, experimental methods are time-consuming, and it
is difficult to obtain the detailed changes in variables in the PSA process. This review focuses on
the numerical research developed to realize the modelling, optimization and control of the cyclic
PSA process. A complete one-dimensional mathematical model, including adsorption bed, auxiliary
devices, boundary conditions and performance indicators, is summarized as a general modelling
approach. Key simplified assumptions and special treatments for energy balance are discussed for
model reliability. Numerical optimization models and control strategies are reviewed for the PSA
process as well. Relevant attention is given to the combination of deep-learning technology with
artificial-intelligence-based optimization algorithms and advanced control strategies. Challenges
to further improvements in the adsorbent database establishment, multiscale computational mass
transfer model, large-scale PSA facility design, numerical computations and algorithm robustness
are identified.

Keywords: PSA; numerical modelling; optimization; control

1. Introduction

Pressure swing adsorption (PSA) is a typical cyclic process, in which multiple columns
are interconnected and operated according to a specified sequence to realize gas separation
and purification [1]. As a commercial, robust and flexible separation unit, PSA has been
widely applied in the fields of air separation, hydrogen purification, carbon dioxide capture,
biogas upgrading, low-concentration syngas enrichment and so on [2–6].

According to the principle of gas separation, the adsorption and desorption behavior
of adsorbate—adsorbent pairs is closely related to the separation performance. Therefore,
most efforts in PSA technology have focused on the use of adsorbents with high selectivity
(material science), and the design/operation of efficient processes (engineering) [7]. Fabian
et al. conducted a CO2-PSA warm gas separation technology with a ZnO sorbent for
IGCC power plants, wherein the cost of electricity would reach up to 127.2 $/MWh within
one year [8]. The practical cost of hydrogen production from steam reforming with a
vacuum PSA unit was around 5 EUR/kg of hydrogen as well [9]. The naturally dynamic
character and complexity of the PSA process occurring there required high investment and
tedious features for experimental investigations [10]. In contrast, numerical simulations
are recognized as the dominant method for research and optimization work at a reduced
cost [11]. The numerical modeling and simulation of the PSA process has been established
in a series of mathematical models comprising mass, momentum, and energy conservation,
as well as thermodynamics and kinetics [12,13], which can be described by a set of second-
order partial differential and algebraic equations (PDAEs) with initial conditions and
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boundary conditions. The formation of a more complete model means an increase in
the number of differential equations and functional dependencies by which the model
coefficients are calculated [14]. Hence, to describe different PSA processes, some variants
of mathematical models needed to be taken into account, such as heat transfer between
a gas and adsorbent, gas intra-diffusion transfer in an adsorbent and mass and heat
transfer coefficients during sorption. Considering that the reliability of simulation results is
fundamentally determined by the description and establishment of the adsorption behavior
and mathematical models, it is necessary to analyze the advantages and disadvantages of
model assumptions and the scope of their use in this review.

Various commercial numerical platforms have been applied for the modeling of the
PSA process, such as Aspen Adsorption [15], gPROMS [16,17], MATLAB [18] and FLU-
ENT [19]. The common approach used by the numerical calculations is the method of lines
(MOL), which can discretize spatial derivatives to convert PDAEs to differential-algebraic
equations (DAEs) or algebraic equations (AEs) and then solve them through different
solvers. For the simulation and optimization of the PSA process with complex models
and cyclic features, the solution of AEs is difficult to converge and will produce different
calculation results. In addition, numerical integration of the DAEs system is complicated
and time-consuming, to guarantee the performance accurately and capture the process’ dy-
namic features simultaneously [20], especially dealing with highly nonlinear isotherms, due
to numerical dispersion (smearing) and oscillation. All that has also greatly increased the
difficulty of process optimization [21].To reduce the computation amounts for simulation
and optimization, researchers have proposed a variety of different surrogate models, such
as the polynomial surface response model (PRSM) [22], Kriging model [23], proper orthogo-
nal decomposition [24–26], polynomial regression model (PNR), support vector regression,
and artificial neural network (ANN) model [27,28]. The surrogate model is essentially a
black-box model, which is built from a known sample of input–output data points, and can
be used to predict the output response at untried points/configurations [25,29]. Limited
by the number of samples, the accuracy and feasibility of the surrogate model still need
further verification and benchmarking studies to extend its application.

After determining the process model, it is also necessary to optimize the PSA process
to find the best design parameters and operating variables to improve process efficiency.
The optimization of the PSA process is a multi-objective optimization problem, which
generally includes various process performance indicators, such as product purity, recovery
rate, production capacity, process energy consumption, etc. For decades, various optimiza-
tion strategies and algorithms have been continuously developed, which can be roughly
divided into deterministic and metaheuristics algorithm. Gradient-based deterministic
algorithms include sequential quadratic programming (SQP), reduced space sequential
quadratic programming (rSQP), the interior point method, the efficient set method, the trust
region efficient algorithm, etc. [30–32]. Novel metaheuristic and artificial-intelligence-based
optimization algorithms, including the genetic algorithm (GA), particle swarm optimiza-
tion (PSO), the ant colony algorithm, the annealing algorithm, etc. Among these, GA and
PSO are typical metaheuristic algorithms, which have demonstrated superior performance
and efficiency in multiple reports [31,33,34]. Currently, the research on PSA process opti-
mization shows a clear trend toward a more intelligent, easier, and integrated direction. The
combination of deep-learning technology with artificial-intelligence-based optimization
algorithms will be new task for PSA industrial application. In addition, in actual industrial
production, there are inevitably some uncertain factors that cause disturbance to the PSA
process, such as feed flow, concentration and temperature deviating from the operation
set, which make it take a long time to recover, resulting in suboptimal results of the entire
process. Therefore, it is necessary to develop and design the control system to minimize
impact and achieve stable operation. Researchers have actively explored the control system
for a PSA unit, including the proportional-integral-derivative control strategy (PID) and
model-predictive control strategy (MPC) [17,35].
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To clarify the progress in the numerical research on PSA simulation, optimization and
control, and promote the PSA technology in actual engineering applications, the paper
is arranged as follows: In Section 2, some model assumptions and special treatments
for energy balance are discussed, and then a complete one-dimensional mathematical
model including adsorption bed, auxiliary devices, boundary conditions and performance
indicators is summarized for a general PSA-process design. In Section 3, first, optimization
strategies and algorithms for different process models, such as the single discrete model,
fully discrete model, and surrogate model, are reviewed. Moreover, the PID controller and
model predictive controller are introduced, respectively, when facing external disturbances
or parameter fluctuations in the process. Finally, we summarize the whole work and point
out some instructive future directions.

2. PSA Modeling

At present, the numerical simulation based on adsorption theory is a promising
method for PSA-process design. It can analyze the continuous distribution of physical quan-
tities that is difficult to obtain through experiments and explore process-design variables
more quickly. The fundamental of simulation is the mathematical model; as PSA is a peri-
odic, cyclic, and dynamic process, its mathematical models are quite complex. Li et al. [12]
summarized the mathematical modeling pathway map, which comprised the correspon-
dence between the real physical scenario and mathematical model for carbon capture by
adsorption (CCA). As Figure 1 shows, a typical mathematical model for the adsorption
bed contains a mass-transfer model, energy-transfer model and momentum-transfer model
to describe the transfer process that occurs between gas and adsorbent. In addition to
the above three models, strict adsorption-bed models also include the adsorption-kinetics
model and adsorption-equilibrium model. Among them, the mass-transfer model strictly
includes diffusion in the axial and radial directions, but the radial diffusion coefficient is
difficult to measure and estimate. Adsorption kinetics is to study the adsorption process
of external diffusion, internal diffusion and surface-adsorption behavior; the adsorption-
equilibrium model describes the static-adsorption equilibrium of a single component or
multicomponent on the surface of a solid adsorbent after the external diffusion and internal
diffusion of gas. Different adsorption-equilibrium-isotherm models will produce different
predictions, and the selection of a suitable model can help to improve the accuracy of
numerical calculations. A complete process simulation also needs to consider the auxiliary
module models such as tank, the valve, pump, and pipeline and performance indicators
such as purity, recovery and energy consumption. Exceptionally, for a system with simple
cycle schedules such as air separation, the virtual moving-bed modeling methodology,
which considers only mass and energy balances and adsorption isotherms, can be employed
to describe the cyclic steady state [3]. To avoid complicated numerical computations, some
key assumptions frequently used will be discussed, as follows.

2.1. Adsorption-Kinetics Model

In the aspect of kinetic models, three representative adsorption-kinetic models are
taken into consideration. First, a homogeneous-solid or pore-diffusion model (HSDM)
has been used to describe intraparticle mass transfer [36]. This model assumes that the
adsorbent is homogeneous and that the adsorption process occurs at the external surface,
followed by the diffusion of the adsorbate into the interior of the adsorbent particles [37].
The mathematical expression for intraparticle diffusion is shown in Equation (1).

∂qi
∂t

=
De

r2
∂

∂r

(
r2 ∂qi

∂r

)
(1)
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The pore-diffusion model further shows that the microstructure of particles consists of
very small pores and that diffusion occurs in the internal void fraction [38]. A simplified
model was proposed to calculate the amount of the mass variation of the adsorbed gas
component over time, as shown in Equation (2) [12]. Although the HSDM model is much
closer to the real state, the complex solving process limits its practical applications.

dq
dt

= 6q∗
∞

∑
n=1

Dc

r2
0

exp

[
−(nπ)2 Dc

r2
0

t

]
(2)

Second, the local equilibrium model is proposed for the strong-adsorbed component
on the adsorbent material, which assumes that the mass transfer between solid adsorbent
particles and external gas instantaneously completes, regardless of the mass transfer resis-
tance. Thus, the second model only works for some ideal states, such as CO2/N2 separation
on activated carbon.

Finally, a first-order linear-driving-force (LDF) model was proposed by Lagergren [39],
which suggests that the uptake rate of a species into the adsorbent is proportional to the
linear difference between the concentration of the species at the outer surface of the particle
(equilibrium adsorption capacity) [40]. The average concentration within the particle is
expressed as:

∂q
∂t

= k1(qe − q) (3)

where k is the rate constant (1/s), which can be approximated by 15De/r2
c , and De/r2

c is
the diffusion-time constant. The LDF mass transfer coefficient plays a considerable role in
the flow and adsorption process through a breakthrough experiment. Ma et al. [41] found
that a lower LDF mass transfer reduced the appearance time of the breakthrough point but
extended the completion time of the adsorption process. Moreover, the conventional LDF
equation is verified to underestimate the adsorption rate in the initial stage. Li et al. [40]
proposed an improved LDF equation derived from the parabolic concentration profile for
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the intraparticle adsorbate, to eliminate the flaw of the conventional LDF concentration
profile assumption, expressed as:

∂q
∂t

=
15De

R2

(
qe + 0.2789qee−

q
2qe − q

)
(4)

2.2. Pressure-Drop Model

A continuous PSA process is implemented through circulating changes in pressure.
Thus, a pressure drop in the adsorption bed will directly affect the recovery and purity of
the product. However, in a situation of low adsorption pressure or short cycle time, several
computational studies indicate that the pressure drop has a limited effect on the overall
process performance. Aaron [42] experimentally confirmed that the effect of a pressure
drop was negligible on process performance in the flow regime; namely, the pressure
drop concerns were not reasonable for small-scale air separation processes using similar
column lengths (9.8–19.6 cm) and particle sizes (0.5 mm). When considering the energy
consumption of the process, the pressure drop model is a key concern, since a higher
pressure drop leads to a lower energy-storage efficiency [43]. The Darcy model assumes
that the pressure drop is proportional to the flow rate, as expressed by Equation (5).

∇p = −µ

α
v (5)

where µ is the kinetic viscosity and α is the permeability, which is an important considera-
tion in this model. Furthermore, the Ergun equation combines the description of pressure
drops by the Carman–Kozeny equation for laminar flow and the Burke–Plummer for tur-
bulent flow, which is more appropriate in packed adsorbing columns, as expressed by
Equation (6) [44].

− ∂P
∂z

=
150µg(1− εb)

2u
ε3

bd2
p

+
1.75ρg(1− εb)u2

ε2
bdp

(6)

2.3. Fluid-Flow Model

Fluid-flow models in a fixed bed include plug flow, plug flow with axial dispersion,
and 2-dimensional (2D) radial dispersion flow, while the last term can be ignored because
the adsorption bed diameter is much larger than that of particles.

Currently, most PSA process numerical simulations are governed by 1-dimensional
(1D) models, without radial variation in the gas concentration, temperature and pressure.
As the development of available powerful computer resources raises, there is an interest in
extending these 1D adsorption modeling approaches into 2D/3D configurations. Compared
to the 1D model, the 2D/3D models seem to be more accurate in terms of heat- and mass-
transfer results, as more flow directions are taken into consideration [45]. In addition, it is
more intuitive to reflect the distribution of some parameters (mole fractions, temperature,
pressure and so on) in the adsorption bed. Moreover, a 3D model can be used in complex
bed geometries or perform research on the equipment in the column, such as gas distributor
optimization [46]. However, with the increase in dimensions, the number of computations
is increased, meaning that it should take a long time to run the required simulations.

2.4. Special Treatments for Energy Balance
2.4.1. Heat of Adsorbed Phases and the Heat of Adsorption

The heat of the adsorbed phases for each component is a function of the loading and
the temperature in the solid phases, the adsorbed phase heat capacity, and the solid density,
as shown in Equation (7). Wang et al. found that the adsorbed phase would influence the
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effective thermal conductivity of an adsorption bed, but this effect could be ignored under
certain temperature conditions [47].

Hi = ρsCpaiwi
∂Ts

∂t
(7)

The rate of heat generation by the adsorption of each component i per unit mass of
solid, depends on the local rate of mass transfer:

HTi =
∂wi
∂t

∆Hi (8)

These rates are held in vectors, HT, and summed for all components, to obtain the
total rate of heat generation by adsorption per unit volume of solid:

ρs ∑
i
(−HTi) (9)

2.4.2. Non-Isothermal Conditions and Thermal Equilibrium

For non-isothermal conditions, an additional heat transfer coefficient resistance be-
tween the adsorbent and gas introduces what can be calculated as follows:

rate o f heat trans f erred per m3 o f bed = HTCap
(
Tg − Ts

)
(10)

When gas and solid are in thermal equilibrium, Tg = Ts.

2.4.3. Adiabatic, Thin-Wall, and Rigorous Models of Heat Transfer to Environment

Adiabatic condition means no heat transfer occurs between the bed and the wall.
For thin wall, the heat exchange between the gas in the bed and the environment is
included in the gas-phase energy balance as:

4Hw

DB

(
Tg − Tamb

)
(11)

A rigorous model includes a wall-energy-balance equation that contains the following
terms: heat transfer from the gas in the bed to the inner wall; heat transfer from the outer
wall to the environment (including the influence of any insulating material); axial thermal
conduction along the wall; and heat accumulation within the wall material. The governing
equation is:

− kw
∂2Tw

∂z2 + ρwcpw
∂Tw

∂t
− Hw

4DB

(DB + WT)
2 − D2

B

(
Tg − Tw

)
+ Hamb

4(DB + WT)
2

(DB + WT)
2 − D2

B

(Tw − Tamb) = 0 (12)

Abd et al. studied the three heat transfer models mentioned above on CO2 separation
properties in a biomethane-upgrading system. The result showed that highest methane
purity of 97% was presented in the rigorous model, followed by thin-wall (93%) and
adiabatic (92%) systems. The rigorous model can help in the design of a new PSA system
that can recuperate heat during the adsorption and desorption steps, for effective adsorption
and regeneration.

2.5. One-Dimensional Process Model

Usually, there are five basic cycle steps associated with any PSA process: adsorption,
pressure equalization, purge/rinse, co-current or counter-current depressurization (blow-
down) and re-pressurization steps, which can be scheduled in many different ways for a
typical PSA process with multiple beds [48]. Many previous works reported approaches
for a complex PSA-cycle scheduling, involving a priori specification of the cycle steps,
their sequence, and the number of beds, and then following a systematic procedure based
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on a few simple rules, some heuristics, and some experience [49–51]. Switching between
different operation steps is expressed numerically as a change in boundary conditions. The
general boundary conditions for each step are listed in Table 1. Aspen Adsorption™ is
an industrially acclaimed software for multistep coupled process design and assessing
feasibility-model development and simulation [47]. Considering the current computing
power constraints, most process designs based on Aspen Adsorption™ adopted a 1D
mathematic model with an adsorption-bed model and auxiliary-module models, which are
summarized in Tables 2 and 3, respectively [52–57]. However, the 1D model cannot describe
the fine characteristics directly, such as the adsorber structure, adsorbent packed form and
single particle internal morphology, nor their influence on the adsorption-mass transfer,
resulting in the inability to accurately predict the local component concentration and other
information in the adsorption process. More personalized programming software, such as
gPROMS, as well as the computational-flow-dynamics method for the in-depth study of
mass transfer between gas–solid phases, can be used to assist the process design.

Table 1. Boundary conditions for each step.

Step Z = 0 Z = L

Adsorption

u0,inletCinlet,i

∣∣∣z=0 = u0Ci − εbDaxC ∂yi
∂z

u0,inletCinlet
∣∣z=0 = u0C

u0,inletCinletCpTinert

∣∣∣z=0 = u0CCpTg − kg
∂Tg
∂z

P|z=L = Poutlet

∂Ci
∂z

∣∣∣z=L = 0

∂Tg
∂z

∣∣∣z=L = 0
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sor 

if outlet. P  inlet. P, then d𝑊 =  inlet.p inlet. 𝑉ηp

γγ − 1  outlet. P
 inlet. P − 1  

if outlet. P ≤  inlet. P, then d𝑊 = 0; 𝑊total = d
cycle 𝑊, γ = 1.3,  ηp = 0.8. 

Buffer tank 
Mass balance: − ∑ 𝐹 𝑦 + ∑ 𝐹 𝑦 = 0 

Energy balance: ∑ − ∑ 𝐹 𝑇 ∑ 𝑦 𝐶 , + ∑ 𝐹 𝑇 ∑ ,  

Valve 
Unidirection: if inlet. P > outlet. P, then F = Cv(inlet. P − outlet. P); if inlet. P ≤ outlet. 

P, then F = 0 
Bidirection: F = Cv(inlet. P > outlet. P) 

Purity (%) Purity target % = 𝐹product,target 𝑦product,target 𝑑𝑡cycle 

 cycle 𝐹product 𝑑𝑡  

Recovery (%) Recovery target % = 𝐹product,target 𝑦product,target 𝑑𝑡cycle 

 cycle 𝐹feed,target 𝑦feed,target 𝑑𝑡  
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Table 2. Mathematical model of 1D non-isothermal adsorption bed.

Category Equation

Component mass balance
∂Ci
∂t + (1−ε)

ε ρS
∂wi
∂t − Dax

∂2Ci
∂z2 +

∂(uCi)
∂z = 0

Total mass balance
∂C
∂t + (1−ε)

ε ρs
n
∑

i=1

∂wi
∂t +

∂(uC)
∂z = 0

Gas and Solid phase
(
ερgcg + (1− ε)ρscs

)
∂T
∂t − (1− ε)ρs

n
∑

i=1
(−∆Hi)

∂qi
∂t − λex

∂2T
∂z2 + ρgcg

∂(uT)
∂z + 2hi

rb,i
(T − Tw) = 0

Bed wall ρwcp
∂Tx
∂t − Hw

4DB

(DB+WT)
2−D2

B
(Tε − Tw) + Hamb

4(DB+WT)
2

(DB+WT)
2−D2

B
(Tw − Tam) = 0

Momentum balance
∂P
∂z = −

(
1.5×10−3(1−ε i)

2

(2rpψ)
2
ε3

i

µvg + 1.75× 10−5 Mρg
(1−ε i)
2rpψε3

i
v2

g

)

Mass transfer
∂wi
∂t = MTCsi

(
w∗i − wi

)
Langmuir isotherm wi =

IP1ieIP2i /Ts Pi
1+Σk(IP3keIP4k /Ts Pk)

Ideal gas equation Pyi = RTci

Table 3. Model equation of compressor, buffer and valve.

Category Equation

Vacuum pump and compressor
if outlet. P > inlet. P, then dW =

inlet.p inlet. V
ηp

γ
γ−1

[(
outlet. P
inlet. P

)γ−1
γ − 1

]
if outlet. P ≤ inlet. P, then dW = 0; Wtotal =

∫ tcycle
0 dW, γ = 1.3, ηp = 0.8.

Buffer tank

Mass balance : ∂ni
∂t −∑ Fiyi + ∑ FOyO = 0Energy balance :

∂T(∑ niCpi)
∂t −

N
∑

i=1
FiTi ∑ ykCpg,i +

N
∑

O=1
FOTO ∑ ykCpg,i=0

Valve

Unidirection: if inlet. P > outlet. P, then F = Cv(inlet. P − outlet. P); if inlet. P ≤ outlet. P,
then F = 0

Bidirection: F = Cv(inlet. P > outlet. P)

Purity (%) Purity target (%) =
∫ tcycle

0 Fproduct,target yproduct,target dt∫ t
0 cycle Fproduct dt

Recovery (%) Recovery target (%) =
∫ tcycle

0 Fproduct,target yproduct,target dt∫ t
0 cycle Ffeed,target yfeed,target dt

Energy consumption (MJ/kg) E =

∫ tcycle
0

PoutVin
ηp

γ
γ−1

[(
Pout
Pin

)(γ−1)/γ
−1
]

dt

Mtarget
∫ t

0 cycle Fout yout , target dt

3. PSA Numerical Optimization and Control
3.1. Optimization Strategies

The pressure-swing-adsorption process includes design parameters and operating
variables such as bed size, selection of adsorbents, timing settings, duration of each step,
adsorption and desorption pressures, P/F ratios, etc. [58]. Finding the best design and
operation variables is an effective way to improve the efficiency of PSA process. How-
ever, design parameters and operating variables are always highly coupled with purity,
recovery rate, productivity, energy consumption and other performance indicators, making
it difficult to determine its optimal conditions through empirical methods. In addition,
as PSA optimization is a typical multi-objective optimization problem, several objective
functions may conflict with each other; for example, purity and recovery vary in the op-
posite direction [34,59,60]. Due to the mutual influence and tradeoff between different
objective functions, a multi-objective optimization problem has a series of optimal solutions
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(called the Pareto optimal set) rather than an optimal solution [61,62]. The projection of
the Pareto optimal set onto space is called the Pareto front, or the Pareto curve for dual-
objective optimization. Some researchers only focus on a single performance indicator of
the PSA process, or convert the multi-objective optimization problem into a single-objective
optimization problem by constructing a specific function [21].

A typical PSA-process optimization strategy is presented in Figure 2. In general,
the numerical optimization process of PSA includes two aspects: the process model and
optimization algorithm. The former is the process of obtaining the process performance
through the input design and operation, while the latter is to determine the optimization
direction according to objectives and constraints. The process model can be divided into
two main parts: the detailed model and surrogate model, each of them corresponds to
different optimization strategies and algorithms.
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3.1.1. CSS Definition

It is worth mentioning that the numerically optimized results only make sense when
achieving the cyclic steady state (CSS). However, the number of such cycles depends on
the PSA set, operational sequence, and gas-adsorbent property, making it take a long
time to be reached. Thus, a definition of an approximate CSS is employed, as shown in
Equation (13) [63].

ecss = max
(∣∣∣yt=N·tcycle − yt=(N+1)·tcycle

∣∣∣) ≤ εcss (13)

where y represents important PSA variables used for controlling the CSS, such as tempera-
ture, concentration, pressure, purity, and recovery; εcss represents the solution accuracy of
the definition of the cyclic steady state; and ecss is the absolute error of the definition of the
cyclic steady state.

3.1.2. Detailed Model

The detailed model is formed by a series of partial differential and algebraic equations
(PDAEs) and periodic boundary conditions. According to different methods, the detailed
models mainly include single discretization (SD) and complete discretization (CD).
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In the SD model approach, the PDAEs of the adsorption process is converted into
differential algebraic equations (DAEs). This method only discretizes the space domain
and uses the ode solver to solve in the time domain. The cyclic steady state of the PSA
process is reached by switching the boundary conditions related to different steps in the
cycle, which robustly processes simulation and optimization. The optimal decision value
obtained by optimization is the same as the simulated process performance, and it is easier
to initialize the convergence region than with the CD model.

In the CD model approach, the time domain and spatial domain are discretized
simultaneously. The method directly couples the PDAEs system with the optimization
problem, and the model equation is solved only once in the optimal state, avoiding too much
computation work to obtain the intermediate solution and achieving a better numerical-
computation ability and robustness. Nilchan et al. [64] first proposed the CD method
by using the orthogonal configuration method to discretize the time domain, and the
finite difference method to discretize the space domain. The computational costs of time
integration were fully eliminated but this relied on the iteration of nonlinear algebraic
equations. Calvin Tsay et al. [65] formulated a new set of pseudo-transient simulation and
optimization principles for dynamic process models based on discretizing the temporal
domain and spatial domain simultaneously.

In previous work, a nonlinear programming model such as the quadratic program-
ming (QP) and sequential quadratic programming (SQP) algorithms are commonly used in
for the PSA optimization based on the SD model. In order to solve large-scale nonlinear
programming problems, which have a large number of equationally constrained equations
but relatively low degrees of freedom, the reduced-space SQP (r-SQP) algorithm is pro-
posed. The r-SQP can greatly reduce the amount of calculation and storage capacity of the
optimization process through a spatial-decomposition technique that solves the process
system in zero space, with relatively small degrees of freedom [31]. Currently, the algorithm
has been successfully applied in nitrogen/methane separation, biogas upgrading, carbon
capture, and other processes. Sun et al. [66] employed the state-of-the-art reduced space
successive quadratic programming (r-SQP) optimization algorithm to find the optimal
values of decision variables with additional constraints for N2/CH4 separation, which
took nearly 64 h. Ding et al. [67] proposed a generic optimization framework, as shown
in Figure 3. It contained the discretization and solution of the partial differential equa-
tions, the sensitivity of the decision variable, the judgment of CSS, and the choice of the
optimization algorithm.

3.1.3. Surrogate Model

In order to simplify the computation of reaching CSS and reduce the computational
consumption in the optimization process on the basis of the accuracy of the model, re-
searchers proposed the surrogate model to replace the detailed model. The surrogate model
generated from data-driven black-box functions, the central problem of which is learning to
establish an input–output relationship that is as accurate and simple as possible from data
obtained from simulations or experiments, instead of solving the equations. This model
investigates the effect of operation parameters (valve, feed flow rate, adsorption time) on
objective functions (purity, recovery, productivity, energy consumption) through a large
number of experimental and simulation results.
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The selection of a suitable and accurate model is critical for a PSA data-driven sur-
rogate model. A deep-learning method along with an artificial neural network (ANN)
can fully dig out the most essential laws of process data and quickly establish a surrogate
model [28]. The backpropagation neural network (BP-NN) is frequently used, due to
its excellent prediction and fitting capabilities. A typical multilayer feedforward neural
network structure is shown in Figure 4. The basic training process is as follows: first, a
number of decision variables and objective functions are selected, and then the training
samples are obtained from the detailed PSA model. Then, the ANN toolbox in MATLAB is
used to take the decision variables of samples as input and the objective function values
calculated by the detailed model as output. Finally, the algorithm is allowed to train itself
by adjusting the proportion of the training set, validation set and test set. If the fit obtained
from the training does not meet the requirements, the percentages of the three sets are
changed and retrained. Lee et al. [60] trained and tested a dynamic-model ANN for H2
recovery and CO2 capture from the tail gas of hydrogen plants, and they found that the
dynamic-model-based ANN could precisely predict the dynamic behavior and optimum
performance of an integrated process at a low computational cost.
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In addition to ANN, applications of other surrogate models, such as response surface
models, Kriging models, polynomial models, orthogonal configuration models, support
vector machines, and gaussian processes regression, have been reported as well. Karson [68]
proposed and tested a model-reduction-based approach that systematically generates low-
order representations of rigorous PSA models. M. Moustapha [69] performed a detailed
comparative study of Kriging and support vector regression (SVR). Both models are consid-
ered with isotropic or anisotropic kernels, but the Kriging model had a higher accuracy than
SVR and fewer failed cases. Considering real configurations instead of the experimental
design, anisotropic L2-SVR with Matérn seemed to be consistently the best model. Alison
Cozad and Nikolaos V. Sahinidis [70] designed a software package called automated learn-
ing of algebraic models for optimization (ALAMO) to automate the proposed methodology,
which was able to identify accurate, low-complexity algebraic models that approximate a
variety of high-fidelity systems. Zhang et al. [71] implemented the Box–Behnken design
methodology (BBD), a type of response surface method, on the operating-parameter opti-
mization of hydrogen purification. The flow chart of the BBD method is shown in Figure 5.
They put the data from Aspen simulated results into Design Expert™ solved through the
BBD method to obtain optimized operating conditions and then validated the predictions
by comparison with the Aspen recalculated results. In the BBD method, desirability is an
objective function that ranges from zero (outside of the limits of the performance objectives)
to one (where the performance objectives are met). Shen et al. [72] applied the central com-
posite design methodology to design experiments of the VPSA process, which explained
the effects of the P/F ratio, adsorption time and desorption pressure on product purity,
recovery and process energy consumption.
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With the development of computer, mathematics and other disciplines and the progress
of computing power, artificial-intelligence (AI) technology has made significant progress
and breakthroughs in recent years, especially in the fields of image vision, automatic
driving, scene prediction and robotics [73]. The industry 4.0 era combines physical and
digital with advanced technologies such as big data, artificial intelligence, machine learning,
etc., providing a new approach to the process industry that is more comprehensive, inter-
connected and smarter [33,74]. AI-based optimization algorithms are more widely used
than traditional optimization algorithms. Several studies have used novel metaheuristic
and AI-based optimization algorithms, including the genetic algorithm (GA) and parti-
cle swarm optimization (PSO) [75,76]. Perez [66] combined experiments with a genetic
algorithm to obtain Pareto curves for the multi-objective optimization of the enrichment
of CO2 from a mixture of 15% CO2 + 85% N2. The performance indicators, such as CO2
purity and recovery, the transients of temperatures, outlet flow and composition, showed
an excellent match with the experiments. Compared with ordinary genetic algorithms, the
second-generation nondominated sorting genetic algorithm (NSGA-II) (1) has excellent
robustness to multi-objective optimization; (2) can avoid local minima caused by initial
value guessing, and can provide the Pareto optimal solution set; (3) is capable of easily par-
allelizing processing on multi-core computing devices, greatly reducing the running time;
(4) can be used to know the experimental design and process design; (5) can be combined
with the ANN surrogate model, when it can meet optimization processes requiring a large
number of computing samples without additional computing power consumption.

3.2. Control Strategy

In an actual PSA process, performance indicators will deviate from the set value
or fail due to the performance degradation of the device, fluctuations in upstream and
downstream processes, changes in external conditions, and the setting of process goals.
Therefore, it is necessary to apply a real-time control to the PSA process and adjust the op-
erating parameters to keep the process performance at the set state. At present, the control
strategies used in the industry are mainly divided into proportional-integral-differential
control (PID) and advanced process control (APC) [77,78]. PID is a control strategy that
combines three control laws: proportional (P), integral (I) and differential (D). It determines
the current control input based on the deviation of the current and past output measure-
ments of the process from the set value. Xing et al. [16] used a PID method for controlling
two cases: in case 1, the CO2 concentration of the feed decreased from 15% to 12%, and in
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case 2, it varied randomly from between 12% and 15%. The results reflected that the control
with a PID closed-loop loop had a good correction effect on the process disturbance, in
addition to a good control effect on the product gas concentration. Akulinin [79] developed
an adaptive 2-level SCADA system with a PID controller for 4-adsorption PSA plants
for hydrogen production with a purity of 96–99 vol.%, which could continuously control
the current values of disturbing actions and maintain the current-optimum adsorption
pressure. When the disturbing actions deviate from the nominal values at the upper level,
a personal computer promptly solves the optimization problem, and then the automatic
control system regulators obtain the current optimal tasks to recalculate valve operation
by a programming regulator. However, for a highly complex system with interrelated
variables such as the PSA process, the PID controller has great limitations. First, the PID
controller can only control after the deviation action occurs, which often requires many
steps to stabilize the controlled variable to the set value and leads to some fluctuations.
Second, after changing the operating conditions, the PSA process needs a large stabilization
time and long feedback delay. Third, the PID controller can only complete the control of
single input–single output. For the increasingly complex PSA process, it cannot explain
the highly coupled relationship between the controlled variables and the controlled inputs.
Fourth, it is not suitable for controlling operating conditions with constraints. With the
development of computing power, advanced process control has been applied to handle
the above problems.

Advanced process control (APC) is a general term that is different from classical PID
control methods. In a broad sense, any control strategy that can achieve better control
effects than PID control can be called APC. In terms of the development sequence, APC
can be roughly divided into three categories: one is the traditional advanced control
technology, such as variable gain control, time-delay compensation control, decoupling
control, selective control, etc.; the second is the current advanced control technology, such as
model-predictive control (MPC), statistical-quality control (SQC), adaptive control, expert
control, neural controller, fuzzy control, optimal control, robust predictive control, etc.
At present, MPC is widely used and has achieved good results.

MPC takes many forms, such as model-algorithmic control (MAC), dynamic-matrix
control (DMC), extended time-domain-adaptive control (EPSAC), generalized predictive
control (GPC), and internal-mode control (IMC). Compared with the standard PID-based
controller, MPC provides the optimal control plan based on the deviation between the
current and past values, along with a predictive model to predict future deviations in order
to determine the current optimal input strategy in a rolling optimization. All predictive
algorithms have some common features: model prediction, rolling optimization, and
feedback correction. Han et al. [80] realized the interactive calculation between gPROMS
and MATLAB, and used MPC to correct disturbances. Jesse [81] designed and implemented
two controllers (optimal MPC and fuzzy PD + I) into the PSA process of separating a water–
ethanol mixture to maintain the desired purity, track a path and reject disturbances, as
shown in Figure 6. According to their results, Optimal MPC required a lower number
of cycles compared with the Fuzzy PD + I controller; however, it only kept the purity
within the allowed ranges rather than tracking the trajectory desired. A novel artificial
intelligence-oriented economic nonlinear model predictive control (EMPC) strategy was
proposed by Márcio et al. The EMPC controller, combined with a deep-learning neural
network (DNN), allows to obtain solutions at a low computational cost, making it more
feasible in practice [35].
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4. Conclusions and Future Work

In this article, we reviewed the numerical research on PSA-process modelling, op-
timization and control. A complete PSA-process model consists of a series of PDAEs,
including the adsorption bed, auxiliary devices, boundary conditions and performance
indicators. The optimization of PSA is based on the process model and optimization algo-
rithm. The detailed model and surrogate model are two types of special treatment for the
process model. The former solves the process model by discretizing in space or both in time
and space simultaneously, while the latter is committed to establishing an input–output
relationship that is as accurate and simple as possible from data obtained from simulations
or experiments instead of solving the equations. As a surrogate model, ANN has excellent
prediction and fitting capabilities, which can provide a large number of samples without
additional computing-power consumption for the artificial-intelligence-based optimization
algorithm. Process control is necessary when facing external disturbances or parameter
fluctuations. The main reason for the MPC control being superior to PID control is owing
to its prediction ability.

With the improvement in computer computing performance, more issues deserve to
be noticed. First, the overlapping and cooperative efforts of adsorbent research and process
development should be achieved. On the one hand, the ideal adsorbent used for target-gas
adsorption should have a large working capacity, fast adsorption/desorption kinetics,
low adsorption heat, and high selectivity. Moreover, adsorbent materials are required
to be inexpensive, practically shaped, have stable thermal and mechanical properties,
and be recyclable in the industrial process. Thus, a comprehensive adsorbent database
containing well-organized, easily accessible data about available adsorbents can be of
great value for researchers and engineers and serve as a useful basis for further adsorbent
development efforts. On the other hand, the processes’ engineering involves column
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geometry, adsorbent-loading ratio, and time-step settings, which usually have a very deep
impact on the performance of PSA process. In fact, it is a multiscale problem containing
microscopic pore structure characteristics within particles, a mesoscale particle layer packed
network, and macroscopic device structure. A complete computational mass-transfer model
for adsorption remains to be established. Second, as PSA industrial applications scale up,
problems such as large pressure drops, void volumes and uneven fluid distribution are
extremely prominent. VPSA/PSA system operation is greatly affected by pressure drops
and void volumes within the adsorbent bed. A bed-pressure drop is the main cause of
inefficiency in the VPSA/PSA process, due to the large amount of throughput with high
superficial velocity at sub-ambient/ambient pressures. The losses caused by a bed-pressure
drop typically account for 10–15% of the total power consumption. The gas left in the
void volume is meaninglessly pressurized or emptied, or even enriched in the product,
which affects the quality of the subsequent purge section. An earlier local breakthrough
caused by the heterogeneity of flow distribution along the axis also notably reduce the
adsorbent efficiency. In the field of large-scale air separation, to solve these problems, a
radial flow adsorber has been proposed as an alternative to the axial flow adsorber for
CO2/H2O removal from the pretreatment layer. However, it also places higher demands
on the adsorbent arrangement, gas distributor and inlet channel design. Last but not
least, the current optimization or control models should be combined with the actual
production process, because laboratory-scale experiments cannot provide a large amount of
data, and only numerical simulation methods will inevitably lead to large deviations from
the actual situation. Nevertheless, a set of actual facilities often runs for several decades,
which means the real massive data accumulates continuously during this period. If deep-
learning technology is applied to this, a more accurate alternative model will definitely
be obtained, which, in turn, can guide the process design. In addition, the automation
and intelligentization of PSA-process control may lead to potential risks, such as delayed
or excessive regulation, which puts forward higher requirements for system stability and
computing efficiency.
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