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Abstract: In this paper, a new hybrid MpGA-CS is elaborated between multi-population genetic algorithm (MpGA) and cuckoo search (CS) metaheuristic. Developed MpGA-CS has been adapted and tested consequently for modelling of bacteria and yeast fermentation processes (FP), due to their great impact on different industrial areas. In parallel, classic MpGA, classic CS, and a new hybrid MpGA-CS have been separately applied for parameter identification of E. coli and S. cerevisiae FP models. For completeness, the newly elaborated MpGA-CS has been compared with two additional nature-inspired algorithms; namely, artificial bee colony algorithm (ABC) and water cycle algorithm (WCA). The comparison has been carried out based on numerical and statistical tests, such as ANOVA, Friedman, and Wilcoxon tests. The obtained results show that the hybrid metaheuristic MpGA-CS, presented herein for the first time, has been distinguished as the most reliable among the investigated algorithms to further save computational resources.
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1. Introduction

As well known, one of the main advantages of metaheuristic techniques, when applied to a complicated optimization task with incomplete, imperfect or limited computation capacity, is that they may find a near-optimal solution for an acceptable computation time [1]. Metaheuristics can be classified in different ways, but one popular classification divides them into two classes—single-based and population-based [2]. The techniques from the first class modify and improve a single candidate solution, while population-based techniques operate over multiple candidate solutions. Some of the most powerful nature-inspired population-based metaheuristics are genetic algorithms (GA) [3], cuckoo search (CS) [4], bat algorithm [5], ant colony optimization [6], artificial bee colony optimization [7], etc. They have all been proven to be successful alternatives to the conventional optimization methods for solving a wide range of optimization problems, among them, parameter identification of fermentation process models [8,9].

Since each one of the aforementioned algorithms has numerous advantages and disadvantages, it became evident that focusing our attention on a single metaheuristic technique should be limited. This offers new ideas for combining the use of metaheuristic and other optimization techniques, or between metaheuristics themselves. These combinations (also known as hybrids) usually provide more efficient performance and higher flexibility when solving real-world large-scale problems [10,11]; namely, hybrid metaheuristic techniques utilize the strength of two or more algorithms, e.g., hybrids between cuckoo search and genetic algorithm [12,13], genetic algorithm and artificial neural network [14], cuckoo search and support vector machine [15], etc. As a result, they have become a powerful tool in the hands of investigators.
It is well-known that modelling and optimization of fermentation processes (FP) are difficult and challenging tasks due to their numerous specific peculiarities, such as nonlinearity, time-varying, and interdependent process variables, etc. [13,14,16–19]. The process models of yeasts and bacteria could have a complex structure [20], thus the user’s choice of an appropriate optimization method for model parameter identification is of crucial importance. In [13], the authors have focused their efforts on adaptation and application of a hybrid technique between simple genetic algorithm and cuckoo search for parameter identification of \textit{S. cerevisiae} fed-batch fermentation process model. The hybrid algorithm SGA-CS is demonstrated to solve the task for parameter identification of yeast FP model better than SGA toward the value of optimization criterion, while maintaining the model accuracy of CS and even saving nearly 60\% of CS CPU time. Therefore, the authors are motivated to propose a hybrid algorithm that saves time in computational resources, but maintains the quality of the obtained solution.

In this paper, a new hybrid technique between multi-population genetic algorithm (MpGA) and CS has been proposed. The authors have chosen MpGA and CS due to their substantial experience with both metaheuristic techniques, as well as due to the fact that metaheuristic techniques in general, and MpGA and CS in particular, are relevant nowadays, frequently preferred, and efficiently used for many optimization problems [21–25]. These algorithms continue to increasingly attract researchers’ interest, and their superiority in comparison with other metaheuristic methods is shown in many investigations, as considered above, which provokes the authors to choose MpGA and CS for their research. The authors expect that the combination of these two successful techniques might lead to a new hybrid technique, which performs better via the computational resources (e.g., computation time and memory) or reflects authors’ growing interest to improve the model(s) considered herein on fermentation processes of bacteria and yeast in terms of lower objective function value, which will lead to higher model accuracy.

A comparison between classic MpGA and classic CS, on the one hand, and MpGA-CS hybrid technique from another, on the other hand, has been performed. The three algorithms have been consequently applied for parameter identification of two fed-batch fermentation process models; namely, bacteria \textit{E. coli} and yeast \textit{S. cerevisiae}, in order to reveal the advantages and disadvantages of the newly proposed MpGA-CS hybrid technique.

Furthermore, the obtained results are compared with the already published ones in order to show the superiority of the proposed MpGA-CS hybrid metaheuristic algorithm. Two powerful metaheuristic algorithms are chosen—artificial bee colony and water cycle algorithm.

Karaboga has described the artificial bee colony (ABC) algorithm for numerical optimization problems on the basis of foraging behaviour of honey bees [7]. Recently, ABC has been successfully applied on multiple combinatorial optimization problems: Vehicle routing problem [26], optimal power sharing [27], nature-inspired cyber defense [28]. Moreover, it has been shown that the ABC algorithm provides better performance than most of the evolutionary computation-based optimization algorithms [29].

Eskandar et al. have proposed a promising metaheuristic approach called water cycle algorithm (WCA) [30]. The inspiration for WCA has been derived from the natural world, after observation of the entire hydrological cycle, including the flow of streams and rivers into the seas. Recently, WCA algorithm has been successfully applied to solve different problems, such as evaluation of the optimum parameter values of a proportional-integral-derivative (PID) controller for an automatic voltage regulator [31], solving an energy-efficient disassembly-line balancing problem [32] for distribution system reconfiguration [33], etc. In addition, it has often produced better results than the other algorithms, demonstrating its good optimization capabilities.

A widespread practice in computational intelligence for the evaluation of a newly proposed technique/method is to assess its performance by the application of statistical tests [34]. Typically, the experimental analysis is used to decide when one algorithm is considered better than another. Unfortunately, this comparison may not be trivial. It
has become necessary to confirm whether a new proposed method offers a significant improvement over the existing methods for a given problem. Two classes of statistical procedures are developed to perform statistical analyses: Parametric and nonparametric. Parametric tests have been commonly used in the analysis of experiments in computational intelligence. They are based on assumptions which are most probably violated when analysing the performance of stochastic algorithms based on computational intelligence [35]. On the other hand, nonparametric statistical procedures are a practical tool when the previous assumptions cannot be satisfied [34].

A comparison of the performance of the proposed hybrid technique with the classic metaheuristic is carried out based on the application of a parametric statistical test, such as one-way analysis of variance (ANOVA) [36], and nonparametric statistical tests, such as Friedman [35] and Wilcoxon [37].

The main contributions of this study are as follows:

1. For the first time, a hybrid technique MpGA-CS combining the exploitation capability ofMpGA and exploration power of CS is proposed.
2. MpGA-CS hybrid technique is adapted and successfully applied for parameter identification of two mathematical models of fermentation processes; namely, E. coli and S. cerevisiae.
3. The resulting hybrid reached the desired solution with the use of 8–10 times less computation resources; namely, computation time and memory, in comparison with the classic MpGA and CS.
   - In the case of a simpler mathematical model of E. coli FP, an improvement of the model accuracy of up to 14.6% is achieved based on 8 times less objective function calculations.
   - In the case of a more complex model of S. cerevisiae FP, the objective function calculations are decreased 10 times and the model accuracy is preserved, even slightly improved.
4. The mathematical models of E. coli and S. cerevisiae FP obtained by MpGA-CS achieved the highest accuracy to date, and could be used for process control and optimization in order to achieve an increasing productivity of FP toward enzymes, pharmaceuticals, or other important products.
5. The performance of the newly elaborated MpGA-CS is compared with the performance of CS, MpGA, ABC, and WCA using three statistical tests; namely, the parametric test ANOVA and the nonparametric tests Friedman and Wilcoxon. Statistical results show that there are statistical differences between the hybrid MpGA-CS and the other four investigated algorithms.

The rest of the paper is organized as follows: Section 2 describes the investigated E. coli and S. cerevisiae FP and their mathematical models. Next, the performances of MpGA, CS, ABC, WCA, and proposed hybrid technique MpGA-CS are presented. In Section 3, the obtained numerical results and some statistical analysis are described and discussed. Conclusions of the work are drawn in Section 4.

2. Materials and Methods
2.1. Escherichia coli and Saccharomyces cerevisiae Fermentation Processes

The well-studied and widespread representatives of bacteria and yeast microorganisms E. coli and S. cerevisiae, respectively are model organisms with a major impact on the industry and economics [38–41]. They are both widely used in genetics for the production of antibiotics and synthetics of other biomolecules, with a small number of examples from the latest results [42–45].

The experimental datasets of E. coli and S. cerevisiae are obtained after fed-batch FP is carried out in the Institute of Technical Chemistry, University of Hannover, Germany [20]. For completeness, specific conditions and mathematical models for each process will be provided below.
Online measurements of substrate (glucose) and offline measurements of biomass are available for both FP. Offline data for ethanol are available for \textit{S. cerevisiae} fed-batch FP only.

A flow injection analysis (FIA) system was used for online glucose measurement using ACCU FM40 for a carrier with a flow rate at 1.7 mL·min\(^{-1}\). SciLog (Madison, WI, USA) pumps were used for a continuous sample stream at 0.5 mL·min\(^{-1}\) for \textit{E. coli} fed-batch FP and 1.0 mL·min\(^{-1}\) for \textit{S. cerevisiae} fed-batch FP, respectively. For \textit{E. coli} FP, cell containing culture broth of 24 mL was injected into the carrier stream and mixed with an enzyme solution of 350,000 U·L\(^{-1}\) of 36 mL glucose oxidase (Fluka, Germany). In the case of \textit{S. cerevisiae} fermentation processes, two injection valves (Knauer, Germany) injected 35 µL of glucose oxidase (Fluka, Germany) solution (100,000 U·L\(^{-1}\)) and 18 µL of culture broth in fast succession in the carrier stream, in order that the culture broth was placed in front of the enzyme solution in the carrier stream. The software CAFCA (ANASYSCON, Germany) was applied for FIA system automation and glucose concentration determination. Measurement noise was reduced using the extended continuous-discrete Kalman filter.

Determination of biomass and ethanol concentration was carried out by 10 mL samples taken roughly every hour. The samples were immediately cooled down in ice water to prevent metabolic activity of the cells. The biomass concentration was analysed by dry weight analysis. The ethanol concentration was analysed in a gas chromatograph (Shimadzu GC-14B, Shimadzu, Germany).

Figure 1 presents the feeding profiles of \textit{E. coli} and \textit{S. cerevisiae} fed-batch FP, thus demonstrating the difference of control strategies in both FP.
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**Figure 1.** Feeding profiles for (A) \textit{E. coli} and (B) \textit{S. cerevisiae} fed-batch FP.

Table 1 presents the FP models considered herein for fed-batch FP of \textit{E. coli} and \textit{S. cerevisiae}, supplemented with meanings of variables and vectors of identified parameters.

The behaviour of two classic metaheuristics and the newly elaborated hybrid algorithm is initially studied by the simpler mathematical model \textit{E. coli} fed-batch FP (three model parameters for identification, left column of Table 1), followed by the more complicated model of \textit{S. cerevisiae} fed-batch FP (six model parameters for identification, right column of Table 1).
Table 1. *E. coli* and *S. cerevisiae* fed-batch FP models and vectors of identified parameters.

<table>
<thead>
<tr>
<th>E. coli fed-batch FP model</th>
<th>S. cerevisiae fed-batch FP model</th>
</tr>
</thead>
</table>
| \[
\begin{pmatrix}
\frac{dX}{dt} \\
\frac{dS}{dt} 
\end{pmatrix}
= \begin{pmatrix}
-\frac{1}{\tau_s} \mu_{\text{max}} \frac{S}{S_{\text{max}}} - \frac{F}{V} & 0 & 0 \\
-\frac{1}{\tau_s} \mu_{\text{max}} \frac{S}{S_{\text{max}}} & 0 & \frac{S}{V} 
\end{pmatrix}
\times \begin{pmatrix}
X \\
S \\
V
\end{pmatrix}
\] (1) | \[
\begin{pmatrix}
\frac{dX}{dt} \\
\frac{dS}{dt} 
\end{pmatrix}
= \begin{pmatrix}
-\frac{1}{\tau_s} \mu_{\text{max}} \frac{S}{S_{\text{max}}} - \frac{F}{V} & 0 & 0 \\
-\frac{1}{\tau_s} \mu_{\text{max}} & 0 & \frac{S}{V} 
\end{pmatrix}
\times \begin{pmatrix}
X \\
S \\
V
\end{pmatrix}
\] (2) |

### Meaning of variables

- \(X, [g \cdot L^{-1}]\) — biomass concentration;
- \(S, [g \cdot L^{-1}]\) — substrate concentration;
- \(F, [h^{-1}]\) — feeding rate;
- \(V, [l]\) — bioreactor’s volume;
- \(S_{\text{in}}, [g \cdot L^{-1}]\) — initial glucose concentration in the feeding solution;
- \(\mu_{\text{max}}, [h^{-1}]\) — maximum growth rate;
- \(k_s, [g \cdot L^{-1}]\) — saturation constant;
- \(Y_X, [g \cdot g^{-1}]\) — yield coefficient.

- \(X, S, F, V, S_{\text{in}}, k_s,\) and \(Y_X\) have the same meaning as for *E. coli* fed-batch FP model.

- \(E, [g \cdot L^{-1}]\) — ethanol concentration;
- \(\mu_{\text{max}}, \mu_{\text{max}}, [h^{-1}]\) — substrate and ethanol maximum growth rates;
- \(k_e, [g \cdot L^{-1}]\) — saturation constant of ethanol;
- \(Y_E, [g \cdot g^{-1}]\) — yield coefficient.

### Vector of parameters

- \(p_1 = [\mu_{\text{max}}, k_s, Y_X]\)
- \(p_2 = [\mu_{\text{max}}, \mu_{\text{max}}, k_s, k_e, Y_X, Y_E]\)

Optimization criterion (objective function) used for both processes is defined as the mean square deviation between the modelled and experimental FP data:

\[
J = \|Z\|^2 \rightarrow \text{min}
\] (3)

where \(\| \|\) is the \(\ell^2\)-vector norm and \(Z = [Z_{\text{mod}} - Z_{\text{exp}}].\) \(Z_{\text{mod}} \overset{\text{def}}{=} [X_{\text{mod}} S_{\text{mod}}]\) are modelled data and \(Z_{\text{exp}} \overset{\text{def}}{=} [X_{\text{exp}} S_{\text{exp}}]\) denote the experimental data in the case of *E. coli* fed-batch FP. \(Z_{\text{mod}} \overset{\text{def}}{=} [X_{\text{mod}} S_{\text{mod}} E_{\text{mod}}]\) are modelled data and \(Z_{\text{exp}} \overset{\text{def}}{=} [X_{\text{exp}} S_{\text{exp}} E_{\text{exp}}]\) denote the experimental data in the case of *S. cerevisiae* fed-batch FP, respectively.

2.2. Metaheuristic Algorithms

2.2.1. Multi-Population Genetic Algorithm

One of the widely applied metaheuristic techniques, inspired by nature processes, is GA [46]. GA uses a set of individuals called chromosomes to form the population. Each artificial chromosome is a solution of the problem and represents binary strings (genes) of certain length. Each gene stores information for the corresponding model parameter.


**Selection.** In selection operators, the selection is carried out according to the values of the objective function \(F_i\) of each chromosome \(i\) in order to choose the chromosome that represents better possible solutions. Definition of the probability \(p_i\) for selecting the individual \(i\) is:

\[
p_i = \frac{F_i}{\sum_{j=1}^{N_{\text{pop}}} F_j}
\] (4)

where \(N_{\text{pop}}\) is the population size.

**Reproduction.** During the reproduction phase, crossover and mutation operators are employed in order to form a new offspring and respectively to prevent the algorithm from falling into a local optimum.
Fundamental theorem of genetic algorithms, the so-called reproductive scheme growth, which has an influence on the parameter performance of the GA algorithms is as follows:

\[
\xi(S, t + 1) \geq \xi(S, t) \times \frac{l(S, t) f(S)}{F(t)} \left[ 1 - p_c \times \frac{\delta(S)}{m-1} - o(S) \times p_m \right]
\]

(5)

where \(l(S, t)\) denotes the number of strings from generation \(t\) that belong to the schema \(S\); \(f(S)\) is the average fitness of the schema \(S\); \(F(t)\) is the average fitness of the population from generation \(t\); \(p_c\) is the probability of crossover; defining length \(\delta(S)\) is the distance between the first and last specific positions; \(o(S)\) is the order of the schema; and \(m\) is the length of the code.

MpGA simulates the evolution of the species in a way more similar to nature than SGA. While SGA works with one population, MpGA works with several populations, called subpopulations, which evolve independently for a certain number of generations. The MpGA starts generating \(k\) random subpopulations, each one containing \(n\) chromosomes. Then, the algorithm calculates the objective function and the fitness function of each chromosome and proceeds to create new populations through three main operators:

- **Selection**: Parent chromosomes are selected from the subpopulations according to their fitness function.
- **Crossover**: Selected parents are subjected to crossover in order to form a new generation.
- **Mutation**: One or more values of a gene on a chromosome are changed to maintain genetic diversity in the next generation.

In this way, the new generation replaces the old subpopulations in the algorithm. After the isolation time, a certain number of individuals are distributed (migrate) between the subpopulations. The rate of migration and the structure of migration are responsible for the degree of genetic diversity [3]. The migration rate determines how many individuals will be distributed between the subpopulations. The structures of migration vary, but the most common applied migration strategy is unrestricted migration, where individuals can migrate from any subpopulation to another.

After migration, and if the final condition is satisfied, the MpGA stops and returns the “best” solution among the populations. Otherwise, the algorithm continues the execution until an algorithm termination criterion is reached, in this paper, when a predefined number of generations has been reached.

### 2.2.2. Cuckoo Search

The cunning and aggressive breeding behaviour of the cuckoo species has been implemented by Yang and Deb [4] in the cuckoo search metaheuristic algorithm for solving optimization problems. CS is a population-based metaheuristic algorithm, in which the eggs found in a nest are considered as a set of candidate solutions of the optimization problem, while the cuckoo egg is interpreted as a new possible solution. The ultimate goal of the method is to iteratively use these new and potentially better solutions in order to find the (sub)optimal solution to the problem. Cuckoo search is a \((\mu + \lambda)\), which is an evolution strategy in disguise according to the recent research [47]. Effectiveness and efficiency of CS are well established in practice [12,18,48–50].

Three idealized rules are intrinsic to the standard CS algorithm [4]:

- Each cuckoo can only lay a single egg at a time in a random nest;
- The best nests containing high-quality eggs (solutions) are carried over to the next generation;
- The available host nests are fixed in number, and a host bird spots an egg laid by a cuckoo with probability \(p_a \in (0, 1)\). In this case, the host bird can throw away the egg or abandon the nest altogether and build a new one.
The third assumption can be approximated by the $p_a$ parameter, which gives the possibility of a fraction of the $n$ host nests to be replaced by new nests, containing new random eggs (solutions). In CS algorithm, the switching parameter $p_a$ controls the balanced combination between the local and global explorative random walk. Equations (6) and (7) represent the local random walk and global random walk, respectively, which is obtained using Lévy flights [4]:

$$x_{i}^{t+1} = x_{i}^{t} + aS \otimes H(p_a - \varepsilon) \otimes \left(x_{j}^{t} - x_{k}^{t}\right)$$  \hspace{1cm} (6)

$$x_{i}^{t+1} = x_{i}^{t} + aL(s, \lambda)$$  \hspace{1cm} (7)

In Equation (6), $x_j^t$ and $x_k^t$ are two different solutions, selected by random permutation, $H(u)$ is the Heaviside function, $\varepsilon$ is a uniform random number from the unit interval, $S$ is the step size, and $\otimes$ denotes the Hadamard (entry wise) vector product.

In Equation (7), the step size scaling factor $\alpha > 0$ is determined as follows:

$$L(s, \lambda) = \frac{\lambda \Gamma(\lambda) \sin \left(\frac{\pi \lambda}{2}\right)}{\pi} \cdot \frac{1}{s^{1+\lambda}}, \ (s \gg s_0 > 0)$$  \hspace{1cm} (8)

2.2.3. Multi-Population Genetic Algorithm—Cuckoo Search Hybrid Technique

MpGA-CS hybrid algorithm is a combination of two powerful population-based metaheuristic techniques. MpGA-CS hybrid algorithm begins with MpGA exploring the search space in order to generate initial solutions for the CS algorithm. To generate good initial solutions for the CS algorithm, MpGA is run for a few generations with a small number of individuals in the population. Herein, the good exploitation of the MpGA is a benefit. Furthermore, CS uses an initial population obtained by MpGA optimal solutions, and explores search space to generate the best model parameters vector. The CS algorithm is run for a small number of iterations with a small number of nests. When starting with a good initial solution that is generated by MpGA, this allows for a better solution to be found while benefiting from good CS exploration of the parameter space.

The pseudo code of the newly elaborated MpGA-CS adapted for model parameters identification of the fed-batch FPs studied herein is presented in Appendix A.

The flow chart of MpGA-CS hybrid algorithm, according to presented pseudo code is given in Figure 2.
Figure 2. Flow chart of MpGA-CS hybrid algorithm.
3. Results and Discussion
3.1. Tuning of the Metaheuristic Algorithm Parameters

The proposed metaheuristic algorithms have been executed on Intel® Core™ i7-8700 CPU @ 3.20 GHz, 3192 MHz, 32 GB Memory (RAM), Windows 10 pro (64 bit) operating system. MATLAB and Simulink R2019a environment are used. MpGA and CS have been implemented in MATLAB environment based on the presented flow chart (Figure 2) and the provided pseudo codes (Appendix A). To achieve the advantages of both MpGA and CS algorithms, the hybrid technique MpGA-CS has been implemented in MATLAB code, as well. Mathematical models of E. coli and S. cerevisiae FP (Equations (1) and (2)) are modelled through Simulink implementation. Solver options are fixed-step size of 0.01 and ode4 (Runge-Kutta) with TIMESPAN = [6.69 11.57] in the case of E. coli FP, and with TIMESPAN = [1 14.95] in the case of S. cerevisiae FP.

All three algorithms have been applied for the two parameter identification problems of fed-batch FP model of E. coli and S. cerevisiae, respectively.

To achieve the best metaheuristic algorithm performance, some necessary adjustments of the MpGA, CS, and MpGA-CS parameters depending on the problem domain have been performed. The algorithm parameters have been tuned based on several pre-tests according to the particular parameter identification problem herein. The selected algorithm parameters for the tuning tests are based on the investigations and recommendations for GA tuning [51–53] and CS tuning [18,48], as well as on the substantial experience of previous authors [54–56]. To perform sensitivity analyses of the algorithm parameters, the following sets of values are tested for the optimization problems investigated herein:

**MpGA parameters:**
- population size: [15 20 30 50 100 150 200]
- number of generations: [20 25 50 100 150 200]
- generation gap: [0.80 0.85 0.90 0.95 0.96 0.97 0.98]
- crossover probability: [0.65 0.7 0.75 0.80 0.85 0.9 0.95]
- mutation probability: [0.01 0.03 0.05 0.07 0.1]
- insertion probability: [0.70 0.75 0.80 0.85 0.9 0.95]
- number of subpopulations: [3 5 7 9]
- migration probability: [0.10 0.15 0.20 0.25 0.30]
- isolation time: [10 15 20 25 30 35 40]

**CS parameters:**
- number of nests: [5 10 15 20 25]
- switching parameter: [0.10 0.13 0.15 0.17 0.20 0.23 0.25 0.27]
- step size scaling factor: [1.00 1.50 2.00 2.5]

MpGA has been performed using the following main functions: Selection function—*roulette wheel selection*; crossover function—*extended intermediate recombination*; mutation function—*mutation operator of the Breeder genetic algorithm*; fitness function—*linear ranking*; and reinsertion—*fitness-based*.

The set of optimal values used for the main parameters of the algorithms after a series of tuning procedures is provided in Table 2.

MpGA requires a large number of parameters to be tuned, as can be seen from Table 2, while the workability of CS depends mainly on three parameters; namely, population size (number of nests), switching parameter $p_a$ (probability rate of replacement), and step size scaling factor $\alpha$.

For parameter fine-tuning of the hybrid technique, MpGA maximum number of generations has been preliminary examined and 50 iterations have been set as quite appropriate for MpGA-CS. As can be seen from Table 2, MpGA-CS has been performed with the same number of subpopulations as in MpGA, but less isolation time (number of generations before migration) is considered in order to quickly reach an optimal solution. Or, you may consider the following reformulation:

Overall, as MpGA-CS disadvantage in comparison to classic MpGA and classic CS could be indicated bigger number of parameters required to be set before algorithm’s application.
Table 2. The optimal values of the main parameters of the metaheuristic algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>E. coli FP Model</th>
<th>S. cerevisiae FP Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MpGA</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>population size</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>number of generations</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>generation gap</td>
<td>0.97</td>
<td>0.80</td>
</tr>
<tr>
<td>crossover probability</td>
<td>0.80</td>
<td>0.95</td>
</tr>
<tr>
<td>mutation probability</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>insertion probability</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td>number of subpopulations</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>migration probability</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>isolation time</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td><strong>CS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of nests</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>number of iterations</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>switching parameter</td>
<td>0.15</td>
<td>0.25</td>
</tr>
<tr>
<td>step size scaling factor</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td><strong>MpGA-CS</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>population size</td>
<td>25</td>
<td>20</td>
</tr>
<tr>
<td>number of generations</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>generation gap</td>
<td>0.97</td>
<td>0.80</td>
</tr>
<tr>
<td>crossover probability</td>
<td>0.70</td>
<td>0.95</td>
</tr>
<tr>
<td>mutation probability</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>insertion probability</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td>number of subpopulations</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>migration probability</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>isolation time</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>number of nests</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>number of iterations</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>switching parameter</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>step size scaling factor</td>
<td>1.50</td>
<td>1.50</td>
</tr>
</tbody>
</table>

In the case of parameter estimation of E. coli FP model, some of the MpGA-CS algorithm parameters are changed compared with the algorithm parameters of classic MpGA and CS. A slightly smaller value for $p_c$ (probability rate of crossover) and twice larger value of $p_m$ (probability rate of mutation) are chosen to achieve a better initial solution by MpGA. A small MpGA population of 25 chromosomes (population size) is run only for 50 generations with the chosen values of $p_c$ and $p_m$, thus ensuring a construction of an initial solution for CS where the parameter space is explored in the best way. The higher rate of mutation gives the best possible decisions that are very distant from the current best to be chosen. Therefore, a better initial solution for CS is obtained in comparison with the optimal $p_c$ and $p_m$ values of the classic MpGA.

In the case of parameter estimation of S. cerevisiae FP model, some changes have been applied to the hybrid MpGA-CS algorithm parameters in comparison with the algorithm parameters used for the running of classic MpGA and CS. Once again, smaller MpGA population with 20 chromosomes (even smaller than in the case of parameter estimation of E. coli FP model) are set for 50 generations. Herein, the chosen values of $p_c$ and $p_m$ have been left unchanged since they have been proven to be optimal for the more complex task of parameter identification of S. cerevisiae FP model with parameters’ vector with six parameters. The solution obtained after MpGA ensures an initial solution for CS, relying on its proven feature to explore the parameter space in the best way.
3.2. Parameter Identification of E. coli Fermentation Process Model

A series of parameter identification procedures of the model (Equation (1)), using tuned classic MpGA and CS as well as a hybrid MpGA-CS, have been performed. Due to the stochastic nature of the algorithms, a meaningful statistical analysis requires each metaheuristic to run for at least 30 times.

The model parameters’ vector; namely, \( p_1 = [\mu_{max}, k_S, Y_{SX}] \), is estimated based on the objective function \( J \) (Equation (3)).

Based on [54,55,57], each parameter of the model in Equation (1) has been coded in a specific range (lower bound \((Lb) \leq \text{parameter} \leq \text{upper bound} \((Ub)\)), as follows:

\[
0.01 \leq \mu_{max} \leq 0.8; \quad 0.001 \leq k_S \leq 1; \quad 0.01 \leq Y_{SX} \leq 10
\]  

(9)

The obtained best model parameters’ estimates with their standard deviation (SD) and the corresponding value of the objective function are shown in Table 3.

Table 3. Parameter estimates of E. coli FP model (Equation (1)).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( \mu_{max} )</th>
<th>SD</th>
<th>( k_S )</th>
<th>SD</th>
<th>( Y_{SX} )</th>
<th>SD</th>
<th>( J )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MpGA</td>
<td>0.523</td>
<td>0.0013</td>
<td>0.027</td>
<td>0.0004</td>
<td>2.017</td>
<td>0.003</td>
<td>3.1438</td>
</tr>
<tr>
<td>CS</td>
<td>0.523</td>
<td>0.0110</td>
<td>0.028</td>
<td>0.0031</td>
<td>2.021</td>
<td>0.0020</td>
<td>2.9165</td>
</tr>
<tr>
<td>MpGA-CS</td>
<td>0.514</td>
<td>0.0052</td>
<td>0.026</td>
<td>0.0015</td>
<td>2.020</td>
<td>0.0008</td>
<td>2.7444</td>
</tr>
<tr>
<td>ABC [57]</td>
<td>0.471</td>
<td>0.0076</td>
<td>0.009</td>
<td>0.0015</td>
<td>2.020</td>
<td>0.0016</td>
<td>4.3001</td>
</tr>
<tr>
<td>WCA [58]</td>
<td>0.478</td>
<td>0.0091</td>
<td>0.010</td>
<td>0.0017</td>
<td>2.018</td>
<td>0.0011</td>
<td>4.2220</td>
</tr>
</tbody>
</table>

In addition, the obtained results are compared with the already published ones for the same problem in order to show the superiority of the proposed MpGA-CS hybrid metaheuristic algorithm. In [57], several differently tuned ABC algorithms are applied to the parameter identification of an E. coli fed-batch FP. For comparison, the best results obtained in [57] are listed in Table 3 and the results obtained in [58] from the application of WCA are demonstrated, as well.

The parameter estimates presented in Table 3 correspond to their physical meaning [19,59,60] and thus are adequate. The obtained SD values indicate the good performance of the applied algorithms.

A graphical comparison can clearly show whether the model follows the real experimental data, i.e., to establish the presence or absence of systematic deviations between the model predictions and the real measurements. Moreover, this quantitative measure is an important evidence for the adequacy of the obtained models. The model predictions of the state variables and, based on an estimated set of MpGA, CS, ABC, WCA, and MpGA-CS model parameters, are compared with the experimental data of E. coli fed-batch FP in Figure 3.

The resulting model obtained by hybrid MpGA-CS has the lowest \( J \) value (\( J = 2.7444 \)). To show the superior performance of the hybrid MpGA-CS, a zoomed view of the graphical results is presented. The graphical comparisons show that the model describes the experimental data in a superb way, following the trend of the process dynamics. The model that shows the best fit to the real data is obtained by the proposed hybrid algorithm.
The performance of the considered metaheuristic algorithms has been statistically evaluated by comparing the observed average value, SD, and the median of the estimated model parameters and the obtained objective function value \( J \). To present summary statistics, box plot diagrams are shown in Figure 4.

The results clearly show that the proposed hybrid algorithm has a performance based on the advantages of both metaheuristics, precisely the exploration of the CS algorithm and the better exploitation of the MpGA. Moreover, MpGA-CS outperforms both ABC and WCA algorithms. The hybrid algorithm found a different solution for the model parameters, in which a model with higher accuracy is obtained as compared with the models obtained by ABC and WCA.

Studies show that CS is potentially significantly more efficient than GA in balancing exploration search strategies [49,50]. Selection according to fitness is the source of exploitation, mutation and crossover operators are the sources of exploration [61,62]. According to [63], recombination serves as a very helpful role at exploitation when the necessary diversity is ensured by some means. In GA, this diversity is achieved through higher mutation rates as used in the proposed hybrid in the case of \textit{E. coli} modelling.
The performance of the MpGA-CS hybrid is compared with the performance of CS, MpGA, ABC, and WCA based on the three statistical tests—parametric test ANOVA and nonparametric tests Freidman and Wilcoxon. The tests are run in MATLAB using functions 'anova1', 'ranksum', and 'friedman' on the obtained results of objective function $J$ over 30 runs of each algorithm. The results are presented in the Table 4.

**Table 4.** Parameter identification of *E. coli* results from statistical tests.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>60.188263</td>
<td>4</td>
<td>15.0470658</td>
<td>4585.85479</td>
<td>0</td>
</tr>
<tr>
<td>Error</td>
<td>0.4757727</td>
<td>145</td>
<td>0.0032812</td>
<td>[]</td>
<td>[]</td>
</tr>
<tr>
<td>Total</td>
<td>60.664036</td>
<td>149</td>
<td>[]</td>
<td>[]</td>
<td>[]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>Chi-sq</th>
<th>Prob &gt; Chi-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>5296.1</td>
<td>29</td>
<td>182.624138</td>
<td>68.348939</td>
<td>5.0834 x 10^-5</td>
</tr>
<tr>
<td>Error</td>
<td>5939.4</td>
<td>116</td>
<td>51.201724</td>
<td>[]</td>
<td>[]</td>
</tr>
<tr>
<td>Total</td>
<td>11235.5</td>
<td>149</td>
<td>[]</td>
<td>[]</td>
<td>[]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>p-value</th>
<th>H</th>
<th>zval</th>
<th>ranksum</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>0.0019</td>
<td>-3.1121</td>
<td>704</td>
</tr>
<tr>
<td>MpGA</td>
<td>3.0199 x 10^-11</td>
<td>-6.6456</td>
<td>465</td>
</tr>
<tr>
<td>ABC</td>
<td>3.0189 x 10^-11</td>
<td>-6.6457</td>
<td>465</td>
</tr>
<tr>
<td>WCA</td>
<td>3.0199 x 10^-11</td>
<td>-6.6456</td>
<td>465</td>
</tr>
</tbody>
</table>

Statistical differences exist with a significance level of $\alpha = 0.05$. 

**Figure 4.** Box plot for the results from parameter identification of *E. coli* FP model.
The presented results reveal that there are statistical differences between the MpGA-CS hybrid and competing algorithms—CS, MpGA, ABC, and WCA. Since the mean $J$ value of MpGA-CS is lowest in comparison with the other obtained mean values, it may be concluded that the proposed hybrid metaheuristic algorithm outperforms all of the considered metaheuristic algorithms in the case of parameter identification of *E. coli* FP model presented with Equation (1).

To show the underlying frequency distribution of the results obtained by the classic MpGA and CS and the proposed hybrid MpGA-CS, histograms are presented in Figures 5 and 6, respectively for the objective function and for model parameter estimates.

![Histograms](image)

**Figure 5.** Histograms of the results for the objective function values from parameter identification of *E. coli* FP model (30 runs).

The observed distribution of the objective function values produced by MpGA algorithm (Figure 5) is a plateau or multimodal distribution. CS and MpGA-CS produce results with a left-skewed distribution. Considering the model parameter estimates obtained by MpGA-CS hybrid algorithm (Figure 6), the results are quite closer to the normal distribution, in contrast to the results obtained by MpGA and CS. The advantage of hybridizing MpGA algorithm with CS algorithm over the considered classic algorithms is that the multi-modality or skewed distribution could be avoided.

Finally, the results obtained for the objective function $J$ (Table 3) should be discussed in terms of computer memory, and thus computational time. Rather than performing a calculation of the objective function 50,000 times in MpGA (100 generations, 100 chromosomes in 5 populations), the hybrid MpGA-CS performed 6250 calculations of the objective function (50 generations, 25 chromosomes in 5 populations) and achieved a solution with greater accuracy compared with the solutions of the two algorithms—classic MpGA and CS. We will appreciate if you change “a model even with higher accuracy” with “a model with even higher accuracy”.

### 3.3. Parameter Identification of *S. cerevisiae* Fermentation Process Model

By analogy with the parameter identification procedure of *E. coli* FP model, the classic MpGA, classic CS, and hybrid MpGA-CS tuned herein have been consequently applied to *S. cerevisiae* FP model (Equation (2)). Once again, due to the stochastic nature of the algorithms, 30 independent runs have been carried out for each metaheuristic.

Six model parameters have been estimated and the corresponding model parameters’ vector is $p_2 = [\mu_2S, \mu_2E, k_S, k_E, Y_{SX}, Y_{EX}]$. 
Based on [20], each parameter of the model Equation (2) has been coded between the lower bound and upper bound, as follows:

\[ 0.9 \leq \mu_{2S} \leq 1; \ 0.05 \leq \mu_{2E} \leq 0.15; \ 0.08 \leq k_S \leq 0.15; \ 0.5 \leq k_E \leq 0.8; \ 0.1 \leq Y_{SX} \leq 3; \ 0.1 \leq Y_{EX} \leq 1 \]  

(10)

Table 5 presents the best achieved values of model parameter estimates with their SD for the model Equation (2) after 30 runs, as well as the corresponding value of the objective function \( J \).

Additionally, the obtained results are compared with those produced by ABC [64] and WCA [58] algorithms, in order to show the advantages of the proposed MpGA-CS hybrid algorithm.
As can be seen from Table 5, the values of the optimization criterion \( J \) obtained by the MpGA, CS, ABC, WCA, and the hybrid MpGA-CS investigated herein are quite similar. The obtained results demonstrate that WCA outperforms MpGA, CS, and ABC, but the newly proposed hybrid MpGA-CS yields the best results with the lowest value \( J = 1.342 \).

As presented in Table 5, the parameter estimates maintain the physical meaning of model parameters [65–67]. The obtained SD values again show that all of the algorithms have good performance for the solved task.

The workability of MpGA-CS hybrid algorithm for solving complex problems, such as the parameter identification of \( S. \text{cerevisiae} \) FP model is demonstrated in Figure 7, where the results from experimental and model predicted data, respectively, for biomass, substrate, and ethanol have been graphically presented.

**Figure 7.** Graphical comparison of the results from parameter identification of \( S. \text{cerevisiae} \) FP model.

Once again, the performance of the five algorithms is statistically evaluated by comparison of the observed average value, standard deviation, and median of the estimated model parameters and the objective function value \( J \). To visualize summary statistics for \( S. \text{cerevisiae} \) parameter identification, box plot diagrams are shown in Figure 8.
In analogy with the case of *E. coli* FP, the performance of MpGA-CS hybrid is again compared with the performance of CS, MpGA, ABC, and WCA based on the aforementioned statistical tests. The results are presented in Table 6.

**Figure 8.** Box plot for the results from parameter identification of *S. cerevisiae* FP model.
Table 6. Parameter identification of *S. cerevisiae* results from statistical tests.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>Prob &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>0.01543</td>
<td>4</td>
<td>0.00386</td>
<td>784.37</td>
<td>4.1815 × 10^{-97}</td>
</tr>
<tr>
<td>Error</td>
<td>0.00071</td>
<td>145</td>
<td>0</td>
<td></td>
<td>[]</td>
</tr>
<tr>
<td>Total</td>
<td>0.01614</td>
<td>149</td>
<td>[]</td>
<td>[]</td>
<td>[]</td>
</tr>
</tbody>
</table>

**Friedman test**

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>Chi-sq</th>
<th>Prob &gt; Chi-s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Columns</td>
<td>251.667</td>
<td>4</td>
<td>62.9167</td>
<td>100.67</td>
<td>0</td>
</tr>
<tr>
<td>Error</td>
<td>48.333</td>
<td>116</td>
<td>0.4167</td>
<td>[]</td>
<td>[]</td>
</tr>
<tr>
<td>Total</td>
<td>300</td>
<td>149</td>
<td>[]</td>
<td>[]</td>
<td>[]</td>
</tr>
</tbody>
</table>

**Wilcoxon test**

<table>
<thead>
<tr>
<th>Method</th>
<th>p-value</th>
<th>H</th>
<th>zval</th>
<th>ranksum</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>3.0199 × 10^{-11}</td>
<td>1</td>
<td>−6.6456</td>
<td>465</td>
</tr>
<tr>
<td>MpGA</td>
<td>3.0199 × 10^{-11}</td>
<td>1</td>
<td>−6.6456</td>
<td>465</td>
</tr>
<tr>
<td>ABC</td>
<td>3.0199 × 10^{-11}</td>
<td>1</td>
<td>−6.6456</td>
<td>465</td>
</tr>
<tr>
<td>WCA</td>
<td>3.0199 × 10^{-11}</td>
<td>1</td>
<td>−6.6456</td>
<td>465</td>
</tr>
</tbody>
</table>

Statistical differences exist with a significance level of α = 0.05.

In the case of *S. cerevisiae*, the presented results reveal again that there are statistical differences between the MpGA-CS hybrid and other algorithms performed herein—CS, MpGA, ABC, and WCA. The mean J value of MpGA-CS is lowest again in comparison with the mean values obtained by other metaheuristics. Therefore, it may be concluded again that the proposed MpGA-CS hybrid outperforms the other considered metaheuristic algorithms.

In analogy with the *E. coli* FP model parameter identification procedure, Figures 9 and 10 present histograms that show the underlying frequency distribution of the results obtained by the compared algorithms, respectively for the objective function and model parameter estimates.

Once again, the results definitely demonstrate the successful combination of MpGA and CS population-based metaheuristics. The MpGA-CS hybrid incorporates the advantages of MpGA, namely, the better convergence, and CS, namely, the improved accuracy of the solution.

The results presented in Figure 9 show that the classic CS and hybrid MpGA-CS produce a multimodal type distribution for the objective function, while the results obtained by MpGA produce a right-skewed distribution. Concerning the results presented in Figure 10, some similarities might be outlined in the distributions of model parameter estimates between MpGA and hybrid MpGA-CS (e.g., for parameters μ_{2S} and k_{S}), while for parameters k_{E} and Y_{SX}, the distribution of MpGA-CS is closer to those in CS. The distributions of Y_{SX} when applying CS and MpGA-CS are very close to the normal distribution.

![Figure 9. Histograms of the results of objective function values from parameter identification of *S. cerevisiae* FP model (30 runs).](image-url)
Figure 10. Cont.
Finally, the results obtained for the objective function $J$ (Table 5) have been discussed again in terms of computer memory and computational time. Herein, rather than performing 50,000 calculations of the objective function in MpGA (as explained above 100 generations, 100 chromosomes in 5 populations), the hybrid MpGA-CS performed 5000 calculations of the objective function (50 generations, 20 chromosomes in 5 populations) and achieved a solution with greater accuracy compared with the solutions of the classic MpGA and CS. Therefore, with an objective function performance of 10 times less the number of calculations by MpGA-CS toward MpGA, a model with even higher accuracy (although less than 1% improvement) has been obtained.

4. Conclusions

In this paper, a hybrid metaheuristic technique MpGA-CS implementing the advantages of multi-population genetic algorithm and cuckoo search has been elaborated herein for the first time. MpGA-CS has been tested for parameter identification of two non-linear dynamic fed-batch FP models. Gradually, the investigation starts applying MpGA-CS for simple $E. coli$ fed-batch FP model. Next, to verify the results, a more complicated FP model of $S. cerevisiae$ is considered. Thoroughly conducted comparison between MpGA-CS hybrid and the competing metaheuristics MpGA, CS, ABC, and WCA, has been carried out, following the application of each algorithm for parameter identification of $E. coli$ and $S. cerevisiae$ FP models. In addition, ANOVA, Friedman, and Wilcoxon tests have been performed and showed statistical differences between the MpGA-CS hybrid and other metaheuristics considered herein. Since the mean $J$ value of MpGA-CS is lowest in both FP models in comparison with the other obtained mean values from the other metaheuristics, it may be concluded that the proposed MpGA-CS hybrid outperforms all algorithms. From eight (in the case of $E. coli$) to ten times (in the case of $S. cerevisiae$) less number of calculations of the objective function by MpGA-CS toward MpGA, models with higher accuracy (less than 1% improvement in the case of $S. cerevisiae$, but up to 14.6% improvement in the case of $E. coli$) have been obtained. As shown, the results unambiguously demonstrate that the MpGA-CS developed herein outperforms MpGA, CS, ABC, and WCA toward the optimization criterion value in both FP models of bacteria and yeasts, while significantly saves CPU resources in terms of computer memory and computational time.
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Appendix A

Algorithm A1 Pseudo Code of MpGS-CS Hybrid Algorithm

Begin
Objective function \( f(x), x = (x_1, \ldots, x_d)^T \)
Define the MpGA parameters
Define the CS parameters
[Begin MpGA]
[Start]
Generate \( k \) random subpopulations each of which with \( n \) chromosomes
[Objective function]
Evaluate the objective function of each chromosome \( n \) in the subpopulations. Evaluate the fitness function of each chromosome \( n \) in the subpopulations
[New population]
Create a new population by repeating the following steps:
[Selection]
Select parent chromosomes from the subpopulation according to their fitness function
[Crossover]
Cross over the parents to form new offspring with a crossover probability
[Mutation]
Mutate new offspring at each locus with a mutation probability
[Accepting]
Place new offspring in the new population
[Replace]
Use newly generated population for the further run of the algorithm
[Migration]
Migration of individuals between the subpopulations after following isolation time
[Test]
If the end condition is satisfied, stop and return the best solution in current population, else move to Loop step
[Loop]
Go to Step Objective function
Evaluate \( P(i) \) fitness
[end Loop]
Rank the chromosomes and find the current best \( n \) chromosomes
[End begin MpGA]
[Begin CS]
[Start]
Initial population of \( n \) host nests = Final best MpGA \( n \) solutions
[Create new solution]
Get a cuckoo \( (i) \) randomly and create a new solution by Lévy flights
Evaluate its quality or fitness value \( F_i \)
Choose a nest among \( n \) randomly \( (j) \)
If the fitness value of the cuckoo is better than the one of the nest, replace \( j \) with the new solution \( i \)
[Abandon]
Abandon a fraction of the worse nests
[Generate new solutions]
Build new solutions (nest)
Keep the best solution, i.e., the nests with highest quality solutions
Rank the solutions and find the current best
[Test]
If the end condition is satisfied or stop criteria is reached return the best solution, else move to Create new solution step
[End begin CS]
Postprocess and visualize the results
End
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