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Experimental Investigation and CFD Simulation of Cryogenic Condenser
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Abstract: In this research, experimental investigation and the computational fluid dynamic (CFD) simulation of a cryogenic condenser for oxygen liquefaction was carried out. The liquid nitrogen was used as a cooling fluid. In the simulation section, a three-dimensional model with a structured mesh with high mesh quality for aspect ratio and skewness was considered. The multi-phase flow inside the condenser was studied numerically, using the volume of fluid (VOF) method. This work also examined the assessment of the vapor generation rate during the condensation of oxygen, based on the boiling heat transfer mechanism and the unique physical characteristics. The experiment was conducted to examine the simulation results. The effect of liquid nitrogen height on the oxygen mass flows was investigated using computational fluid dynamics (CFD). The average deviation of the CFD predictions from the available experimental oxygen mass flows was 17%.
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1. Introduction

Heat exchangers are becoming increasingly important in various industries and systems. They are used in a wide range of applications, including food production, power generation, petrochemicals, and biomedical instruments. Heat exchangers are also widely used in cooling and heating systems to create specific temperature environments for humans [1–4]. Since the efficiency of heat exchangers is crucial for cost reduction, engineers and researchers have focused on improving these devices and have developed various types of heat exchangers for different applications. Shell-and-tube heat exchangers and double-pipe heat exchangers are the most commonly used types of heat exchangers, and are widely applied in different industries. These two types of heat exchangers are designed to meet different requirements for specific applications and working conditions. Overall, the importance of heat exchangers in various industries and systems has led to significant research and development efforts to improve their efficiency and performance. The availability of different types of heat exchangers allows for customization for specific applications and working conditions, resulting in cost-effective solutions for heat transfer [5–8].

The cryogenic-based separation using the distillation column has recently attracted researchers’ attention in a wide range of industrial applications. Condensers are likely the
most important side apparatus utilized to increase the heat transfer in this cryogenic-based separation [9,10]. Among the different heat sources, conductive heat plays a significant role in vapor generation during the initial step of the spill [11,12]. Previous research suggests several successive regimes for the conductive heat transfer during a cryogenic liquid spill, i.e., nucleate, transition, and film boiling [13–16]. These successive boiling regimes are schematically shown in Figure 1.
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**Figure 1.** The reported successive boiling regimes for the cryogenic liquid spill (q” is heat flux [kW/m²] and Tw–Tsat is deference temperature [K]) [17].

As shown in this graph, before location A (known as the starting point of the nucleate boiling), where the surface temperature must be under saturation, we have no bubbles and there is a free convection area. According to the schematic diagram, the liquid begins to boil with isolated bubbles as the temperature is raised. This region is called nucleate boiling. In the A to B region, some isolated bubbles are created at the nucleation spots and detached from the hot surface. Increasing the temperature increases the number of nucleation active sites, generated bubbles, and bubbles’ collision and coalescence. The section corresponding to points B to C is termed transition boiling, i.e., unstable film boiling. Point B (the Leidenfrost point) presents the minimum amount for the heat flux, and vapor completely covers the hot surface. Finally, completely covering the substrate surface with bubbles creates a continuous film between the solid and liquid, decreasing the heat flux rate (points C to D in the curve). The conduction and radiation inside the vapor phase are responsible for the transfer of heat between the hot surface and the liquid phase. The variation in the heat flux for the liquid nitrogen (N₂) boiling as a function of temperature is similar to that in Figure 1.

The saturated temperatures of oxygen and nitrogen in 1 atm are 91 and 77 K, respectively, so we can consider the temperature of the wall equal to 84 K (the mean temperature). The temperature difference between the wall and the saturated temperature of nitrogen is 13 K, so, according to Figure 1, we are in the nucleation boiling regime.

Over the years, there have been several experimental studies conducted on the boiling behavior of nitrogen in channels. One such study by Klimenko and Sudarchikov [18] investigated the boiling behavior of nitrogen in a vertical pipe. The authors analyzed the effect of pressure, mass flow, and heat flux on the overall heat transfer coefficient. This involved measuring the temperature, pressure, and flow rate of nitrogen and studying their impact on the heat transfer rate.
Another study by Ishimoto et al. [19] used the unsteady thermal non-equilibrium two-fluid approach to investigate the thermodynamic impact on the bubble flow behavior of liquid nitrogen in a horizontal rectangular nozzle. This involved modeling the behavior of the liquid and vapor phases separately, and analyzing the thermal non-equilibrium between them. The authors used numerical simulations to investigate the behavior of nitrogen boiling under different conditions in the horizontal rectangular nozzle.

Li et al. used the two-fluid model for simulating the boiling behavior of liquid nitrogen inside a vertical cylindrical tube [20]. An empirical correlation is also incorporated into the simulation stage for estimating water properties. Cryogenic fluids have large compressibility and small latent heat of vaporization compared to ordinary liquids.

These studies provide valuable insights into how different parameters affect the heat transfer rate and bubble flow behavior of nitrogen boiling in channels. Such information is crucial for optimizing the design and operation of cryogenic systems that use nitrogen as a coolant, such as in the liquefaction of gases or in superconducting applications.

Several works have been carried out on condensers, experimentally. Zhang et al. [21] experimentally investigated the heat transfer in a condenser with a liquid–vapor separator to measure the separation ratio and its effect on heat transfer. The experiments used a separator attached to a condenser that could measure the separation ratio to compare the heat transfer rates with and without the liquid–vapor separator. The results showed the limitations of the liquid–vapor separator and how the liquid–vapor separator separation ratio varies for various vapor mass velocities and mass flow rates for cooling water. Zhang et al. [22] used a numerical and experimental study to evaluate the performance of a power plant condenser. Peng and Jia [23] presented a condenser design method based on the effect of the vapor mass flow rate and the vapor fraction on the heat transfer and pressure drop. Their studies indicated the potential for improving heat transfer by using a liquid–vapor separator to remove the condensate. Oh, et al. [24] and Won [25] experimentally verified the improved performance of the liquid–vapor separation condenser. Some experimental studies [26–28] have reported that flow maldistributions are very likely in the headers with two-phase refrigerants.

Tu [29] and Yeoh [30] made a correct prediction of subcooled boiling in the relationships between the size of distributed bubbles and the area of concentration and between the partition of the wall heat flux and the bubbles’ diameter. They also stated that the bubble frequency is also another important factor for predicting the true behavior of the subcooled boiling. Zuber [31] studied and modeled a film boiling on a horizontal surface and concluded that an inconsistency exists between the developed model and the Rayleigh–Taylor hydrodynamic concept. Therefore, Zuber suggested bounding for the nearest distance of evolving bubbles by Taylor’s “critical” and “most dangerous” wavelengths [31]. In addition to this conclusion, by considering the distance between the bubbles, a square cell could be formed by two bubbles evolving per cycle, and he consequently assumed the Leidenfrost point.

Chen et al. [32] studied liquid–vapor-separated condensers with three tube pass arrangements and evaluated their ability to automatically separate the liquid and vapor during the condensation in a split-type air conditioner. They [33] also presented an algorithm to predict the in-channel thermodynamic performance of the liquid–vapor-separated condenser.

CFD is an applicable tool for modeling the multiphase flow, and was reported in several research works [34–36]. Son and Dhir [37] used numerical simulations to investigate the heat transfer that occurs during pool boiling. Pool boiling is a type of boiling that occurs when a liquid is in contact with a heated surface, such as a pot of water on a stove. Dhir’s simulations provided a detailed analysis of the heat transfer process, including the formation and growth of bubbles on the heated surface and the transport of heat from the surface to the bulk fluid. The study used a combination of theoretical models and numerical simulations to analyze the heat transfer process in detail. The results of the study provided valuable insights into the underlying physics of pool boiling, and can be used to
optimize the design and operation of heat transfer systems in various applications, such as power generation and refrigeration.

They introduced a hybrid scheme with the capability of studying both nucleate and film boiling [38]. In this study, Son and Dhir used a numerical simulation technique called the level-set method to investigate film boiling near critical pressure. Film boiling is a type of boiling that occurs when a superheated surface is in contact with a liquid. The level-set method is a numerical technique that can accurately simulate the motion of interfaces between fluids. The authors simulated the behavior of a liquid–vapor interface near a superheated surface and analyzed the heat transfer characteristics, including the heat transfer coefficient and the critical heat flux. The study provided a detailed analysis of the fluid dynamics and heat transfer mechanisms that occur during film boiling near critical pressure. The results of the study can be used to optimize the design and operation of heat transfer systems in various industrial applications, such as nuclear power generation and rocket propulsion. Moreover, to gain a better understanding of a pattern for steady-state bubble release, they considered near-critical conditions for water at the axisymmetric horizontal film boiling [39]. Panzarella et al. [40] performed a nonlinear evolution equation and provided the modeling for water film boiling for which lubrication approximation was used. In another study, Banerjee [39] simulated a subcooled system containing water film boiling on a horizontal disk. Juric [41] added interfacial source terms to the continuity equations to simulate the horizontal film boiling for low- to high-density fluids. This modification removed the iterative stage and improved the prediction accuracy of Esmaeeli et al. [42,43]. Welch [44] utilized the VOF scenario to simulate the saturated horizontal film boiling with the heat transfer conjugation. In a further study, Welch and Rachidi [45] applied the aforementioned method to the simulation of film boiling of water at the interface of steel. To study the effect of shape, Yuan et al. [46] performed simulations for the water film boiling around a sphere with a nonorthogonal body-fitted coordinate. Agarwal and coworkers employed a variant of the VOF method to analyze the transient bubble release patterns and transport coefficients of the water film boiling at T = 100 K and P = 2.19 × 10^7 Pa [47]. They also monitored the influence of fluid properties. The hybrid method including level-set and volume of fluid (CLSVOF) has been used by Tomar et al. [48,49] and Hens et al. [50] to study the water and R134a refrigerant close and far away from the critical pressure. In another similar work, Welch and Biswas [51] and Tomar et al. [52] simulated the impact of electrical potential on the heat transfer of film boiling. Moreover, Liu et al. [17] investigated the pool boiling of liquid nitrogen using ANSYS Fluent. In this study, Liu et al. used computational fluid dynamics (CFD) simulations to model the pool boiling behavior of a cryogenic liquid. Pool boiling is a type of boiling that occurs when a liquid is in contact with a heated surface. Cryogenic liquids, which are liquids that are kept at extremely low temperatures, are commonly used in a variety of industrial applications, including cooling systems for electronics and in the liquefaction of gases. The authors developed a CFD model to simulate the pool boiling behavior of a cryogenic liquid and analyzed the heat transfer mechanisms that occurred during the process. The study provides valuable insights into the behavior of cryogenic liquids during pool boiling, which is important for optimizing the design and operation of cryogenic cooling systems. The results of the study can be used to improve the efficiency and safety of cryogenic cooling systems in various industrial applications.

From the above-mentioned studies, several researchers have studied film boiling by computational scenarios, bubble formation dynamics, corresponding heat transfer behavior, and simulation of horizontal film boiling. However, there are not any noteworthy attempts to simulate the cryogenic fluid boiling and condensation process coupled together or even simultaneously in a vertical tube.

In this study, an experimental study and the CFD approach were used to investigate an air separation cryogenic condenser. This research studies cryogenic condenser heat transfer and its behavior in diverse operational situations. The multi-phase flow inside the condenser was studied numerically, using the VOF method. Simulation results were
compared with experimental data. The simulation results were in good agreement with the experimental data. In addition, cryogenic condensers were simulated at different liquid nitrogen heights to find the equation rate of nitrogen evaporation and oxygen condensation.

2. Simulation Stage

2.1. Main Equations

In this work, the VOF model is applied to compute multiphase flows in the interface of the gas–liquid. In this study, the CFX-18 was used for simulation. The VOF technique is suitable for monitoring the interface between two separated phases such as gas and liquid [53–55]. In this technique, the parameters such as velocity and pressure are linked to both the vapor and liquid phases, and correspond to volume-averaged characteristics [56,57]. The continuity equation for the volume fraction of the vapor phase has the following form [58–61]:

$$\frac{\partial}{\partial t} (\alpha_v \rho_v) + \nabla \cdot (\alpha_v \rho_v \vec{v}) = S_m \tag{1}$$

where the mass source $S_m$ is defined in Equation (7). The volume fraction of the liquid is calculated on the following constraint [62]:

$$\alpha_l + \alpha_v = 1 \tag{2}$$

Liquid and vapor have a shared velocity field in the fluid domain. The velocity field is obtained by solving the momentum equation:

$$\frac{\partial}{\partial t} (\rho \vec{v}) + \nabla \cdot (\rho \vec{v} \vec{v}) = -\nabla p + \nabla \cdot (\mu \nabla \vec{v}) + \rho \vec{g} + \vec{F} \tag{3}$$

The effect of surface tension is modeled using the continuum surface force (CSF) model. The surface tension force is added to the momentum equation as a source term, which is the $F$ in Equation (3).

$$F = \sigma \left( \alpha_v \rho_v \kappa_l \nabla \alpha_l + \alpha_l \rho_l \kappa_v \nabla \alpha_v \right) \frac{0.5}{(\rho_l + \rho_v)} \tag{4}$$

where $\sigma$ is the surface tension coefficient. $\kappa$ is the curvature given by

$$\kappa = -\nabla \cdot \left( \frac{\nabla \alpha}{|\nabla \alpha|} \right) \tag{5}$$

Similar to the momentum equation, a single energy equation is solved throughout the domain:

$$\frac{\partial}{\partial t} (\rho E) + \nabla \cdot \left( \vec{v} (\rho E + p) \right) = \nabla \cdot (k \nabla T) \tag{6}$$

Mass and heat transfer rates can be defined by the Lee model [62] to simulate the phase change process. The mass transfer source shown on the right side of Equation (1) can be described as follows:

$$S_m = \dot{m}_{lv} - \dot{m}_{vl} \tag{7}$$

If $T_l > T_{sat}$ (evaporation),

$$\dot{m}_{lv} = \beta_l \alpha_l \rho_l \frac{(T_l - T_{sat})}{T_{sat}} \tag{8}$$

If $T_v < T_{sat}$ (condensation),

$$\dot{m}_{vl} = \beta_v \alpha_v \rho_v \frac{(T_{sat} - T_v)}{T_{sat}} \tag{9}$$
where $\dot{m}_{lv}$ and $\dot{m}_{vl}$ are evaporation and condensation mass transfer rates, respectively. Mass transfer rates have positive values when mass transfers from liquid to vapor. $\beta_l$ and $\beta_v$ are the evaporation and condensation coefficients, respectively.

2.2. Numerical Procedure

The schematic of the applied domain is shown in Figure 2a. Outlet boundary conditions have been imposed on the top of the nitrogen domain and opening boundary conditions have been considered for the bottom of the oxygen domain.
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**Figure 2.** Numerical setup and validation of the current study. (a) Computational domain and boundary conditions. (b) Generating grid. (c) Mesh independence test.

The liquid nitrogen is located inside the nitrogen section and around the copper tube. The oxygen vapor enters from the end of the tube and begins to condensate when it moves along the tube and turns into a liquid, and it is removed from the end of the tube. Liquid nitrogen starts to boil due to the heat, and nitrogen vapor exits above the nitrogen chamber. The physical characteristics of the fluids are displayed in Table 1.
Table 1. Characteristics of fluids [63].

<table>
<thead>
<tr>
<th>Fluid</th>
<th>( \rho ) (kg/m(^3))</th>
<th>( \mu ) (cP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrogen-Gas</td>
<td>1.138</td>
<td>0.01663</td>
</tr>
<tr>
<td>Oxygen-Gas</td>
<td>1.299</td>
<td>0.01919</td>
</tr>
<tr>
<td>Nitrogen-Liquid</td>
<td>806.08</td>
<td>1.6065</td>
</tr>
<tr>
<td>Oxygen-Liquid</td>
<td>1142</td>
<td>1.19582</td>
</tr>
</tbody>
</table>

It is necessary to analyze the effect of mesh size on the accuracy of the numerical results before the model validity checking. Hypercube-shaped meshes were used for the whole pipe domain, and tetrahedral-shaped elements were generated in the tube center. Initially, elements with average side lengths of 0.0004, 0.0003, 0.0002, and 0.0001 m were used to establish the computational domain. Upon solving the flow field, volume fraction, and energy equations, the corresponding mass flow of liquid oxygen was calculated. Four different meshes with sizes ranging from 0.0001 to 0.0004 m were examined in this regard (See Figure 2c). This figure confirms that the difference between the 0.0002 and 0.0001 m mesh sizes under the operating conditions is less than 1%. Therefore, it can be claimed that the fine mesh size is sufficient enough for reaching grid-independent solutions. For the trade-off between the accuracy and computational cost, a model with 0.2 mm elements was used in this study (Figure 2b). To ensure the mesh quality, the histogram for the parameter’s aspect ratio and skewness were plotted. As the aspect ratio of most elements did not exceed 3, and skewness was also within the very reasonable range of less than 0.5, it was concluded that the mesh quality was fully acceptable.

2.3. Experimental Setup

The heat exchanger used in this research is made of 50 high-purity copper tubes, 0.2 m in height, with an outer diameter of 0.2 m and a thickness of 0.001 m. The pipes are welded from the bottom of the plate. Liquid nitrogen is placed around the tubes and gaseous oxygen is placed inside the tubes. Due to the temperature difference between liquid nitrogen and liquid oxygen, liquid nitrogen causes gas oxygen to be collected in liquid form. A type K thermocouple (3–1533 K, 0.4% accuracy) was used to measure the temperature. In addition, a Wika S-10 pressure gauge (0–10\(^6\) Pa absolute pressure, 0.5% accuracy) was used to measure pressure and pressure drop. The operation of the refrigeration condenser is as follows: first, liquid nitrogen enters the condenser shell. Due to the large temperature difference between the shell and the liquid nitrogen, it takes about two hours for the nitrogen to reach equilibrium and the temperature in the tank to become the same as in the shell. At this time, the liquid nitrogen evaporates and the shell temperature drops. After the temperature reaches steady-state in the shell, we introduce oxygen gas from the bottom and inside the tubes using a mass flow controller (BROOKS Instrument, 0–0.005 m\(^3\)/S, \( \pm 0.6\% \) accuracy). Oxygen gas is exchanged through the cold copper pipes, and turns into liquid oxygen. Due to the conversion of gaseous oxygen into liquid, the pressure on the side of the liquid oxygen slowly decreases, and liquid oxygen must be injected into the system to keep the pressure constant at atmospheric pressure. The amount of liquid oxygen produced can be obtained in two ways: either by measuring the amount of oxygen injected into the system based on time, or by measuring the amount of liquid oxygen produced and calculating the oxygen liquefaction rate. The experimental tests were performed for the entire heat exchanger, and the results were analyzed to better understand the behavior of the system. Figure 3 shows the copper pipes and the schematic of the heat exchanger.
3. Results and Discussion

Figure 4 shows the liquid volume of oxygen within the tube of the condenser. The results indicate that the liquid volume of oxygen is higher near the bottom of the tube compared to the middle of the tube. This is because the liquid nitrogen used to cool the condenser is added from the top, causing the temperature gradient to be highest near the top of the tube. As a result of this temperature gradient, the oxygen gas begins to condense from the top of the tube and the thickness of the liquid oxygen layer increases as it moves down the tube. This is because the colder temperature near the top of the tube causes the oxygen to condense into liquid, which then flows down the tube, due to gravity. As the liquid oxygen flows down the tube, it accumulates, and the volume of liquid oxygen increases towards the bottom of the tube.

Figure 4. The contour of the volume fraction of liquid oxygen.
The liquid volume of oxygen is also affected by the level of liquid nitrogen in the condenser. The liquid volume of oxygen at the bottom of the tube is higher because the liquid nitrogen level is higher at the bottom, which creates a greater pressure difference between the top and bottom of the tube. This pressure difference helps drive the flow of liquid oxygen toward the bottom of the tube.

Figure 5 shows the evaporation rate of liquid nitrogen and the production of liquid oxygen for different heights of nitrogen, as measured experimentally and predicted by numerical simulation. The results indicate that the mass flow rate of liquid nitrogen at the outlet is highest at a nitrogen height of 0.2 m and is approximately 3.5 L/h in the 3D model. The corresponding mass flow rate of vapor nitrogen at the outlet is 3.86 L/h.

The experimental results show that the rate of nitrogen evaporation is about 3.3 L/h when the nitrogen height is 0.2 m. This suggests that the numerical simulation can predict the behavior of the system with reasonable accuracy, given that the experimental and simulation results are in good agreement. The average relative error between the experimental data and numerical simulation is 17%, indicating that the simulation predictions are within acceptable limits of accuracy.

In similar works, the authors compared the numerical results with experimental data to validate the accuracy of the model. In the research work presented by Dhir [48], the numerical simulations were found to be in good agreement with experimental data for the heat flux and bubble dynamics. However, there were some discrepancies between the numerical results and experimental data for the bubble departure diameter and frequency. The author discusses possible reasons for these discrepancies, such as uncertainties in the experimental measurements and simplifications in the numerical model.

In another work, numerical simulations were found to be in good agreement with experimental data for the void fraction and pressure drop under both static and rolling motion conditions. However, there were some differences between the numerical results and experimental data for the local void fraction distribution and the boiling heat transfer coefficient. The authors discussed possible reasons for these discrepancies, such as uncertainties in the experimental measurements and simplifications in the numerical model.

The results of this study provide valuable insights into the behavior of a cryogenic condenser, and can be used to optimize the design and performance of such systems. For

Figure 5. The experimental and numerical evaporation rate of liquid nitrogen and the production of liquid oxygen for different heights of nitrogen.
instance, the finding that the highest mass flow rate of liquid oxygen occurs at a nitrogen height of 0.2 m can inform the design of the condenser, to ensure that the liquid nitrogen is added at the optimal height for maximum production of liquid oxygen. Additionally, the knowledge that the rate of nitrogen evaporation is about 3.3 L/h at this height can inform the operational parameters of the system, such as the flow rate of the liquid nitrogen, to ensure that the production of liquid oxygen is optimized.

Figure 6 shows the temperature of the oxygen vapor along the length of the pipe. The results of the study indicate that the maximum temperature is found near the inlet of the pipe, which is expected because the vapor is entering the pipe at a higher temperature. The maximum temperature observed is around 90 K, which is the oxygen saturation temperature at a pressure of 1 atm. This means that the oxygen vapor is close to its boiling point and is likely to condense as it moves along the pipe.

The lowest temperature is observed on the walls of the pipe, which is expected because the walls are in contact with the cooling medium and are therefore colder than the vapor. This temperature gradient between the vapor and the walls of the pipe is important because it influences the rate of condensation of the oxygen vapor. As the vapor moves along the pipe and comes into contact with the colder walls, it loses heat and begins to condense into liquid oxygen. The rate of condensation is influenced by various factors such as the temperature gradient, pressure, and flow rate of the vapor.

Figure 7 shows the velocity contour of the oxygen vapor. The results suggest that the natural motion of the vapor within the pipe is accurately captured by the simulations. This is an important finding, because it indicates that the numerical model used in the simulations is capable of capturing the complex flow behavior of the oxygen vapor as it moves along the pipe.

The behavior of the oxygen vapor in a cryogenic condenser is complex, and depends on various factors such as pressure, temperature, and flow rate. The accurate modeling of the flow behavior of the oxygen vapor is essential for the optimization of the design and performance of the cryogenic condenser. The findings of this study provide valuable insights into the behavior of oxygen vapor in a cryogenic condenser, and can be used to optimize the design and performance of such systems.
4. Conclusions

In this study, we investigated the performance of a cryogenic condenser using both experimental measurements and CFD simulations. Our analysis focused on the heat transfer characteristic of the condenser under various operating conditions, in addition to the reliability of the VOF to simulate the boiling behavior of liquid nitrogen using vertical geometry. The effect of nitrogen height was comprehensively investigated using the CFD. The obtained results show that the rate of liquid oxygen mass flow on the outlet is 3.5 [L/h] for the simulation at 200 mm nitrogen height. The corresponding mass flow of vapor nitrogen on the outlet is 3.86 [L/h]. Experimental results show that the rate of nitrogen evaporation is about 3.3 [L/h] with 20 cm high nitrogen. These results were in good agreement with the results obtained from the CFD simulations, which had an average relative error of 17% compared to the experimental data. Overall, our study provides a better understanding of the performance of cryogenic condensers and highlights the importance of using a combination of experimental and numerical methods to analyze complex thermal systems. The results of this study can be used to optimize the design and operation of cryogenic condensers for various applications in the chemical, pharmaceutical, and energy industries.
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Nomenclatures

Latin symbols

- \(E\) energy [J]
- \(F\) surface tension [N/m]
- \(g\) standard gravity [ms\(^{-2}\)]
- \(h\) enthalpy, heat transfer coefficient [kJ kg\(^{-1}\), [kJ m\(^{-2}\) K\(^{-1}\)]]
- \(k\) conductive coefficient [kg·m·s\(^{-3}\)·K\(^{-1}\)]
- \(m\) mass [kg]
- \(m\) mass transfer rate [kg·m\(^{-3}\)·s\(^{-1}\)]
- \(P\) pressure [Pa]
- \(Q\) heat transfer [kJ]
- \(S\) mass source term [kg·m\(^{-3}\)·s\(^{-1}\)]
- \(T\) temperature [K]
- \(t\) time [s]
- \(v\) velocity [ms\(^{-1}\)]
- \(V\) volume [m\(^3\)]
- \(x, y, z\) Cartesian coordinates [m]

Greek symbols

- \(\alpha\) volume fraction [-]
- \(\beta\) coefficient
- \(\rho\) density [kg·m\(^{-3}\)]
- \(\kappa\) curvature [-]
- \(\sigma\) stress [kg·m\(^{-1}\)·s\(^{-2}\)]
- \(\nabla\) gradient [-]
- \(\mu\) viscosity [kg·m\(^{-1}\)·s\(^{-1}\)]

Subscripts and indices

- \(sub\) subcooling temperatures
- \(sat\) saturation temperatures
- \(m\) mass
- \(l\) liquid
- \(g\) gas
- \(vl\) vapor–liquid
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