Classification and Evaluation of Tight Sandstone Reservoirs Based on MK-SVM
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Abstract: It is difficult to determine the main microscopic factors controlling reservoir quality due to the strong microscopic heterogeneity of tight sandstone reservoirs, which also makes it difficult to distinguish dominant reservoirs. At the same time, there are fewer experimental samples available, and data collected from relevant research are thus worth paying attention to. In this study, based on the experimental results of high-pressure mercury injection of 25 rock samples from Chang 6 reservoir in the Wuqi area, Lasso dimensionality reduction was used to reduce the dimensionality of 14 characteristic parameters to 6, which characterize the microscopic pore structure, while a combination of different kernel functions was used to construct the multi-kernel function of the multi-kernel model to be determined. A multi-kernel support vector machine (MK-SVM) model was established for unsupervised learning of microscopic pore structure characteristic parameters that affect reservoir quality. By optimizing the hyperparameters of the model and obtaining the optimal decision function, the tight sandstone reservoirs were classified into classes I, II and III, and the classification results were verified. The results show that the accuracy of the proposed reservoir classification method is as high as 86%, which can effectively reduce the time loss and save labor costs. It provides an effective method for the comprehensive evaluation of tight sandstone reservoirs.
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1. Introduction

The huge resource potential of tight oil and the rapid growth of production make it one of the hottest oil exploration and research fields today [1,2]. However, tight sandstone reservoirs are characterized by poor physical properties, a small pore throat and strong microscopic heterogeneity, resulting in poor resource quality and strong economic sensitivity for development and utilization. Therefore, development should be carried out in stages and types under the condition of relatively consistent economic and technological strategies [3–9]. Reservoir classification aims to sort the reservoirs in the study area according to their qualities, which is an important basis for development selection, well placement, productivity prediction and development plan formulation. Differing from conventional reservoirs, the pore throat radius of tight sandstone reservoirs is mostly at the micron scale. The particularity of their complex pore structure puts forward higher requirements for the accuracy and method of classification and counting for tight sandstone reservoirs [10–14]. There are three conventional reservoir classification methods. The first is single-parameter classification, which only considers a single parameter for reservoir classification;
second is the geological empirical method based on field practice [15,16]; and the third is the multivariate statistical analysis method based on mathematical statistics [17–19], which uses mathematical methods such as geostatistics, cluster analysis and fuzzy identification to quantitatively characterize and classify reservoirs.

In recent years, many scholars have introduced new techniques and methods to classify reservoirs and have achieved certain results. On the one hand, the evaluation parameters of macroscopic reservoir characteristics such as porosity, permeability, effective sand body thickness and oil saturation have gradually been developed to evaluate microscopic pore structure characteristic parameters based on new methods such as constant velocity mercury injection, high-pressure mercury injection and nuclear magnetic resonance [20–22]. For example, oil reservoirs can be classified according to new parameters of oil migration and seepage experiments, while conventional oil reservoirs can be classified into four types according to their sensitivity to stress in tight reservoirs and their effects on oil saturation [23]; at the same time, sandstone reservoirs have the characteristics of poor physical properties and a small pore throat. There are many studies on the mechanical properties of sandstone, and in order to clarify the mechanical and permeability characteristics of fractured limestone in a complete stress–strain process, hydro-mechanical coupling tests with various differential water pressures and confining pressures were performed. A cubic polynomial was used to describe the relationship between permeability and volumetric strain at the volumetric compression stage by Zhao [24]. To further study the mechanical characteristics and deformation control scheme of a roadway with weakly cemented siltstone as the roof, Weijian Yu took Linchang coal mine as the research background and adopted field investigation methods, laboratory experiments, and theoretical analysis [25]. Tight gas reservoirs are valuable yet challenging unconventional resources as a result of their complex flow mechanisms. Hence, it is beneficial to regulate the rate of the water cut increase in order to enhance production in tight gas reservoirs based on a gas–water two-phase flow model with consideration of a threshold pressure gradient [26].

On the other hand, with the rapid development of artificial intelligence, machine learning methods such as Neural Networks, Support Vector Machines, Bayesian Classification, Random Forests, Extreme Gradient Boosting (XGB), Multilayer Perceptron (MLP), and K-Nearest Neighbors (KNN), etc., are getting better, and these research methods have the characteristics of strong generalization and convenience in practical application. Compared with the traditional method, it has more advantages and has gradually been widely used in the field of oil and gas field geology and development [27–29]. For example, the use of multi-resolution graph-based clustering to optimize conventional logging sensitive to electro-clustering analysis can correlate the characteristics of each identified electrical phase in geophysics, thus helping to select the six best lithofacies [30]. In practice, it is also found that the prediction effect of machine learning methods is highly dependent on the data themselves, and different machine learning methods have different adaptation conditions. For example, the BP neural network model is highly dependent on the region, and imperfect data samples will greatly affect the credibility of the prediction results. The random forest model has high efficiency for the classification of multi-dimensional feature datasets, but it will overfit in the classification or regression problems with loud data noise, and the resulting attribute weights are not credible. In contrast, the MK-SVM has unique advantages and perfect theory in terms of data volume requirements, providing an obvious classification effect for the single classification problem, and effectively dealing with the most common multi-parameter and small sample problems in the practical application of oilfields [31–35].

In this work, on the basis of high-pressure mercury injection, cast thin sections and petrophysical experiments, Lasso dimensionality reduction is adopted to reduce the dimensionality of the parameters characterizing the microscopic pore structure characteristics, and the multi-core kernel function to be determined in the multi-core model is constructed by combining different kernel functions. Then, the MK-SVM model was established to conduct unsupervised learning of the microscopic pore structure characteristic parameters
affecting reservoir quality. Moreover, by optimizing the model hyperparameters in this study, the optimal decision function was obtained, and then the tight sandstone reservoirs were classified so as to provide guidance for an in-depth understanding and fine evaluation of tight oil and gas reservoir development.

2. MK-SVM Model and Experiments Methods

2.1. Sample Preparation

The microscopic pore structure characteristic parameters of 25 rock samples in Chang 6 reservoir in the study area were used as sample data, and the min-max scaling was used for preprocessing, and then the L_1 regularization of LASSO was used to reduce the dimensionality of the data. The multi-core kernel function of the multi-core model to be determined was constructed via the combination of different kernel functions, and the samples were divided into a training set and test set according to a ratio of 75:25, so as to realize the training and testing of the model. Through a series of experiments, the optimal combination of the multi-kernel kernel function of the multi-kernel SVM model was obtained to realize the classification of reservoir data.

2.2. Data Preprocessing and Lasso Dimensionality Reduction

The Lasso dimensionality reduction method is a compression estimation method based on the idea of reducing the variable set—that is, reducing the order. By constructing a penalty function, it can compress the coefficients of variables and cause some regression coefficients to become 0, so as to achieve the purpose of variable selection. The Lasso regression function is:

$$L = \frac{1}{2N} \sum_{i=1}^{N} (y_i - \sum_{j=0}^{k} w_j x_{ij})^2 + \lambda \sum_{j=0}^{k} |w_j|$$

where N is the number of samples, k is the regression coefficient, x is the sample, y is the sample label, the first accumulated calculation result is the loss function of the model regression, and the second accumulated result is the regularization term, where \(\lambda\) is the shrinkage factor and |w| is the L_1 norm. Fourteen characteristic parameters of the microscopic pore structure, such as the seepage coefficient, displacement pressure, maximum pore throat radius, median pressure, median radius, mean coefficient, sorting coefficient, skew coefficient, variation coefficient, maximum mercury injection saturation, residual mercury saturation, unsaturated mercury saturation, mercury removal efficiency and pore–throat ratio are reduced to 6 characteristic parameters, which are the structural seepage coefficient, displacement pressure, median radius, mean coefficient, mercury rejection efficiency and pore–throat ratio, according to the above steps.

The correlation heat map of each feature parameter after dimensionality reduction is shown in Figure 1, which shows that the structural seepage coefficient is negatively correlated with the drainage pressure, the median radius is positively correlated with the structural seepage coefficient, the pore–throat ratio is almost linearly independent of the structural seepage coefficient, mercury removal efficiency and drainage pressure.

![Figure 1. Correlation heat map of each feature parameter.](image-url)
In Figure 1, $\varphi_p$ is the structural seepage coefficient, $p_d$ is the displacement pressure, $r_{50}$ is the median radius, $\alpha$ is the mean coefficient, $W_t$ is the mercury removal efficiency and $\eta$ is the pore–throat ratio.

2.3. The MK-SVM Model

In this work, there are mainly seven kinds of kernel function: the Gaussian radial basis kernel function, the exponential kernel function, the Laplacian kernel function, the multiquadric kernel function, the linear kernel function, the polynomial kernel function, and the sigmoid kernel function. A linear combination of kernel functions is constructed by assigning different weight coefficients to each kernel function. The discriminant function of multi-core SVM is as follows:

$$g(x) = \sum_{i=1}^{N} a_i y_i \sum_{m=1}^{M} \beta_m K_m(x_i, x) + b$$

where $x, x_i$ is the sample vector in the sample space, $N$ is the number of vectors in the sample vector, $a$ is the weight vector, $y$ is the label corresponding to the input sample, and $b$ is the bias. $M$ is the number of kernel functions, taken as 5 in this paper, $\beta$ is the weight coefficient of each kernel function, and $M \sum_{m=1}^{M} \beta_m = 1$, $\sum_{m=1}^{M} \beta_m K_m$ is the linear combination of several types of kernel functions constructed.

2.4. Experimental Methods

2.4.1. The Calculation Process of the Kernel Function Coefficient of the MK-SVM Model

Step 1. Constructing the output matrix $O$ of the sample by using the vector $Y$ composed of the real labels of the training set sample, and constructing the square matrix according to $Y Y^T$;

Step 2. Constructing a series of kernel function mapping matrices, referred to as the kernel matrix $A_i$, the dimension of each kernel matrix is the number of training set samples, and the elements in the kernel matrix are the values after a single kernel function mapping;

Step 3. The product of the kernel matrix $A_i$ of a single kernel function and the output matrix $O$ constitutes the matrix corresponding to the training set sample under the kernel function characterization, and the trace $J_i$ of the matrix was obtained;

Step 4. The normalized trace $J_i$ is the coefficient $\beta_i$ corresponding to a single kernel function. The sum of each single kernel function and its coefficient product forms the kernel function of the MK-SVM model.

2.4.2. Combination Experiments of Five Kinds of Kernel Function

Linear combinations of five types of kernel functions, such as the linear kernel function, polynomial kernel function, multiquadric kernel function, sigmoid kernel function and exponential kernel function, were selected for 10 experiments (the kernel function ID number is 01–25). The experimental results show that selecting the kernel functions with ID numbers of 4, 11, 17, and 23 and substituting them into the MK-SVM model for calculation has obvious advantages.

In Figure 2, the abscissa represents the corresponding ID number of the kernel function combination under different hyperparameters. The ordinate in Figure 2a corresponds to the index Macro_Precision, and Figure 2b corresponds to the Macro_F1_score. The orange solid line in the figure represents the median of the 10 experimental results, and the blue dotted line represents the mean of the 10 experimental results. The diamonds represent the outliers, and the position of the median can determine the distribution of the data in the 10 experimental results. The average level of the test results can be judged from the position of the mean value, while the convergence and stability of the model can be judged from the length of the box. The middle line of the box is the median of the data, which represents the average level of the sample data, while the upper and lower limits of the box are the upper and lower quartiles of the data, respectively. This means that the bin contains...
50% of the data. Therefore, the width of the bins reflects, to a certain extent, the degree of fluctuation in the data.

**Figure 2.** Five types of kernel function. Combination experiments with ID numbers 4, 11, 17, and 23. (a) index Macro_Precision; (b) Macro_F1_score.

Combining Figure 2 and Table 1, it can be seen that the accuracy of reservoir classification can reach 86.0%, the Macro_Precision can reach 88.8%, and the Macro_F1_Score can reach 0.846 when the kernel function combination with ID No. 23 is selected for calculation in the MK-SVM model.

**Table 1.** Mean results of performance indicators. Corresponding to 10 experiments on five types of kernel functions.

<table>
<thead>
<tr>
<th>Kernel Function Combination and Parameters</th>
<th>Kernel_ID</th>
<th>Accuracy (%)</th>
<th>Macro_Precision (%)</th>
<th>Macro_F1_Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>lin (C = 3.2), poly (d = 3, C = 3.2), multiquad (C = 3.2), sig (a = 1.25, C = 3.2), exp (γ = 1.25)</td>
<td>04</td>
<td>86.0</td>
<td>88.3</td>
<td>0.851</td>
</tr>
<tr>
<td>lin (C = 3), poly (d = 4, C = 4), multiquad (C = 3), sig (a = 1.7, C = 2), rbf (γ = 1.3)</td>
<td>11</td>
<td>84.5</td>
<td>87.8</td>
<td>0.838</td>
</tr>
<tr>
<td>lin (C = 4), poly (d = 3, C = 5), multiquad (C = 3), sig (a = 1.7, C = 3), lapras (γ = 1.1)</td>
<td>17</td>
<td>83.0</td>
<td>87.1</td>
<td>0.829</td>
</tr>
<tr>
<td>lin (C = 6), poly (d = 4, C = 5.8), rbf (γ = 1.3), sig (a = 4.3, C = 5), lapras (γ = 1.4)</td>
<td>23</td>
<td>86.0</td>
<td>88.8</td>
<td>0.846</td>
</tr>
</tbody>
</table>

2.4.3. Combination Experiments of Four Kinds of Kernel Function

The linear kernel, polynomial kernel, multiquadric kernel and sigmoid kernel are combined with the kernel functions with ID numbers 26–32, and the kernel functions with ID 33–38 can be combined with the linear kernel, polynomial kernel, Gaussian kernel and sigmoid kernel. The linear kernel, polynomial kernel, multiquadric kernel and Laplacian kernel are combined with the kernel functions with ID 39–44, and the kernel functions with ID 45–51 are combined with the linear kernel, polynomial kernel, multiquadric kernel and exponential kernel. The experimental results show that the kernel functions with ID numbers 29, 35, 42, and 47 have obvious advantages when substituting them into MK-SVM for calculation.

Combining Figure 3 and Table 2, it can be seen that the kernel function combination with ID 42 is selected for calculation in the MK-SVM model. According to the judgment method described above, the accuracy of reservoir classification can reach 86.0%, and the Macro_Precision can reach 88.8%. The Macro_F1_Score can reach 0.848.

**Table 2.** Mean results of performance indicators. Corresponding to 10 experiments on four types of kernel functions.

<table>
<thead>
<tr>
<th>Kernel Function Combination and Parameters</th>
<th>Kernel_ID</th>
<th>Accuracy (%)</th>
<th>Macro_Precision (%)</th>
<th>Macro_F1_Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>lin (C = 3.6), poly (d = 4, C = 4.6), multiquad (C = 4), sig (a = 4, C = 4)</td>
<td>29</td>
<td>84.5</td>
<td>87.5</td>
<td>0.836</td>
</tr>
<tr>
<td>lin (C = 3), poly (d = 3, C = 3), rbf (C = 0.6), sig (a = 3, C = 3)</td>
<td>35</td>
<td>83.0</td>
<td>86.0</td>
<td>0.819</td>
</tr>
<tr>
<td>lin (C = 5), poly (d = 4, C = 5.75), multiquad (C = 5), lapras (γ = 1.25)</td>
<td>42</td>
<td>86.0</td>
<td>88.8</td>
<td>0.848</td>
</tr>
<tr>
<td>lin (C = 3), poly (d = 3, C = 3), multiquad (C = 3), exp (γ = 1.6)</td>
<td>47</td>
<td>84.5</td>
<td>87.1</td>
<td>0.838</td>
</tr>
</tbody>
</table>
2.4.4. Combination Experiments of Three Kinds of Kernel Function

The kernel functions with ID numbers 52–58 are combined with the linear kernel, polynomial kernel and Gaussian kernel, and the kernel functions with ID numbers 59–64 are combined with the linear kernel, polynomial kernel and multiquadric kernel. At the same time, the combination of kernel functions with ID 65 and 66 could not be fitted, so no hyperparameter adjustment was made. Therefore, by conducting 10 experiments on the combination of kernel functions with ID 56, 63, 65 and 66 and comparing their performance, it can be seen from Figure 4 and Table 3 that the kernel function combination with ID number 63 is selected for calculation in the MK-SVM model, and the accuracy of the reservoir classification can reach 84.5%, the Macro_Precision can reach 87.6%, and the Macro_F1_score can reach 0.826.

<table>
<thead>
<tr>
<th>Kernel Function Combination and Parameters</th>
<th>Kernel_ID</th>
<th>Accuracy (%)</th>
<th>Macro_Precision (%)</th>
<th>Macro_F1_Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>lin (C = 50), sig (α = 46, C = 63), multiquad (C = 35)</td>
<td>65</td>
<td>47.2</td>
<td>48.6</td>
<td>0.483</td>
</tr>
<tr>
<td>lin (C = 10), sig (α = 8, C = 13), rbf (γ = 8.6)</td>
<td>66</td>
<td>61.2</td>
<td>73.3</td>
<td>0.624</td>
</tr>
<tr>
<td>lin (C = 5), poly (d = 4, C = 7), multiquad (γ = 5)</td>
<td>63</td>
<td>84.5</td>
<td>87.6</td>
<td>0.826</td>
</tr>
<tr>
<td>lin (C = 5), poly (d = 3, C = 5), rbf (γ = 0.9)</td>
<td>56</td>
<td>83.0</td>
<td>87.0</td>
<td>0.834</td>
</tr>
</tbody>
</table>
3. Microscopic Pore Structure Characteristics of Different Classes of Reservoirs

3.1. The Relationship between Porosity and Permeability

Nano pores account for the largest proportion in tight reservoirs and have a very important impact on the physical properties of reservoirs [21]. In order to further verify the accuracy of the comprehensive evaluation and prediction model (MK-SVM) of reservoirs, the relationship between porosity and permeability of class I, II, and III reservoirs was deeply analyzed. It can be seen from Figure 5 that there is an obvious positive correlation between the porosity and permeability of the I, II and III reservoirs, and the correlation coefficients $R^2$ are all greater than 0.85, which shows that in the same type of reservoir, the microscopic development degree of pores has a strong control effect on the seepage capacity of the reservoir. It is further proved that the accuracy of the MK-SVM model is sufficient to provide reliable prediction results.

![Figure 5](image)

**Figure 5.** Relationship between the porosity and permeability of different classes of reservoirs.

3.2. Storage Space

The samples in this work were collected from Chang 6 reservoir in Yanchang Formation in the Wuqi area, Ordos Basin. The porosity and permeability of the measured samples combined with previous studies show that the reservoir is a typical tight sandstone reservoir with low permeability and extra low permeability, the lithology is mainly feldspar sandstone, the clastic particles are well sorted, the roundness is sub-angular, and the cementation types are mostly pore-film, thin film, and enlarged-pore cementation. The main pore types are residual intergranular pores, feldspar soluble pores and lithic soluble pores [21]. The difference in reservoir space between different types of reservoirs is shown in Figure 6. According to Figure 6, the porosity development degree and connectivity of class I, II and III reservoirs become worse in turn.

![Intergranular pores, developed chlorite film](image)

**Class I (X26 Well 1911.58 m)**

![Liner-like chlorite and residual intergranular pores](image)

**Figure 6. Cont.**
3.3. Microscopic Pore Structural Characteristics

Based on the experimental data of high-pressure mercury injection, the reservoirs are classified into classes I, II and III via MK-SVM prediction. The capillary pressure curves and microscopic pore structure characteristic parameters of different types of reservoirs (25 rock samples) are shown in Table 4.

Table 4. Physical properties and microscopic pore structure characteristic parameters of different classes of reservoirs.

<table>
<thead>
<tr>
<th>Classes</th>
<th>Porosity/%</th>
<th>Permeability/ $10^{-3} \mu m^2$</th>
<th>Displacement Pressure/MPa</th>
<th>Median Radius/μm</th>
<th>Structural Seepage Flow Coefficient</th>
<th>Mean Coefficient</th>
<th>Mercury Removal Efficiency/%</th>
<th>Pore Throat Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Max</td>
<td>12.11</td>
<td>1.224</td>
<td>0.722</td>
<td>0.319</td>
<td>5.054</td>
<td>10.676</td>
<td>43.82</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>10.22</td>
<td>0.443</td>
<td>0.287</td>
<td>0.127</td>
<td>1.085</td>
<td>9.899</td>
<td>25.59</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>11.19</td>
<td>0.875</td>
<td>0.421</td>
<td>0.209</td>
<td>3.169</td>
<td>10.323</td>
<td>33.64</td>
</tr>
<tr>
<td>II</td>
<td>Max</td>
<td>11.54</td>
<td>0.693</td>
<td>0.744</td>
<td>0.195</td>
<td>3.359</td>
<td>11.546</td>
<td>10.55</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>8.54</td>
<td>0.101</td>
<td>0.292</td>
<td>0.061</td>
<td>0.653</td>
<td>10.621</td>
<td>10.62</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>9.69</td>
<td>0.343</td>
<td>0.599</td>
<td>0.111</td>
<td>1.351</td>
<td>11.015</td>
<td>11.02</td>
</tr>
<tr>
<td>III</td>
<td>Max</td>
<td>9.01</td>
<td>0.212</td>
<td>1.169</td>
<td>0.125</td>
<td>0.618</td>
<td>12.065</td>
<td>12.07</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>6.86</td>
<td>0.079</td>
<td>1.134</td>
<td>0.021</td>
<td>0.302</td>
<td>10.503</td>
<td>10.51</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>8.32</td>
<td>0.145</td>
<td>1.149</td>
<td>0.061</td>
<td>0.453</td>
<td>11.353</td>
<td>11.35</td>
</tr>
</tbody>
</table>
As can be seen from Table 4, the capillary pressure curve of class I reservoirs is inclined to the lower left, and the drainage pressure is relatively low, ranging from 0.287 to 0.722 MPa, with an average value of 0.421 MPa and an average median radius of 0.209 µm. At the early stage of mercury injection, the curve is flat, indicating that the capillary pressure corresponds to the relatively large throat controlled by a large number of pores, meaning that the pore–throat connectivity is better. The platoon pressure of the capillary pressure curve of the class II reservoir is higher, ranging from 0.293 MPa to 0.744 MPa, with an average of 0.599 MPa. The mean value of the median radius was 0.111 µm, and the mean coefficient was large, indicating that the pore–throat distribution was relatively uniform, the distribution of the throat radius was concentrated, the pore–throat connectivity was good, and the mercury injection curve showed a long flat segment. The capillary pressure curve of the class III reservoir has the highest drainage pressure, which is 1.134–1.169 MPa, with an average value of 1.149 MPa. The median radius was small, with an average value of 0.061 µm, indicating that the pore space controlled by throats of each magnitude was not different, and macropores were not developed.

4. Results and Discussion

4.1. Kernel Function after MK-SVM Model Optimization

As can be seen from the above experiments in Section 2, the kernel function with ID 42 was selected from the MK-SVM model for calculation, and the corresponding coefficients of each single core function in the kernel function are shown in Table 5 for 10 experiments. By analyzing Table 5, it can be seen that in multi-kernel function No. 42, the coefficient of the linear kernel is 0.2558746, the coefficient of the polynomial kernel is 0.2630193, the coefficient of the multivariate quadratic kernel is 0.2508263 and the coefficient of the Laplace kernel is 0.2302798. Thus, the optimized kernel function formula is as follows:

\[
K(x, x_i) = 0.2558746(x \ast x_i + 5) + 0.2630193[(x \ast x_i + 5.75)]^4
+ 0.2508263 \sqrt{||x - x_i||^2 + 5^2} + 0.2302798e^{-\frac{||x - x_i||}{1.25}}
\] (3)

Table 5. The results of the coefficients corresponding to each kernel. The single kernel function in the No. 42 kernel function in 10 experiments.

<table>
<thead>
<tr>
<th>No. of Experiments</th>
<th>Lin (C = 5), Poly (d = 4, C = 5.75), Multiquad (C = 5), Lapras (γ = 1.25)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient of Linear Kernel</td>
</tr>
<tr>
<td>1</td>
<td>0.255224</td>
</tr>
<tr>
<td>2</td>
<td>0.256492</td>
</tr>
<tr>
<td>3</td>
<td>0.253899</td>
</tr>
<tr>
<td>4</td>
<td>0.256289</td>
</tr>
<tr>
<td>5</td>
<td>0.255492</td>
</tr>
<tr>
<td>6</td>
<td>0.257509</td>
</tr>
<tr>
<td>7</td>
<td>0.256687</td>
</tr>
<tr>
<td>8</td>
<td>0.257369</td>
</tr>
<tr>
<td>9</td>
<td>0.255907</td>
</tr>
<tr>
<td>10</td>
<td>0.253878</td>
</tr>
<tr>
<td>Mean</td>
<td>0.2558746</td>
</tr>
</tbody>
</table>
4.2. Comparison of MK-SVM with Other Classification Models

The MK-SVM model is compared with the Extra-Trees classification model, the Polynomial SVM model and the RBF SVM model. The results are shown in Figure 7 and Table 6.

![Comparison of four types of models](image)

**Figure 7.** Comparison of four types of models. (a) index Macro_Precision; (b) Macro_F1_score.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
<th>Macro_Precision (%)</th>
<th>Macro_F1_Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polynomial SVM</td>
<td>81.5</td>
<td>83.1</td>
<td>0.807</td>
</tr>
<tr>
<td>RBF SVM</td>
<td>80.0</td>
<td>85.1</td>
<td>0.790</td>
</tr>
<tr>
<td>MK-SVM</td>
<td>86.0</td>
<td>88.8</td>
<td>0.848</td>
</tr>
<tr>
<td>Extra Trees</td>
<td>78.5</td>
<td>82.2</td>
<td>0.777</td>
</tr>
</tbody>
</table>

It can be seen from Figure 7a and Table 6 that the Macro_Precision of the MK-SVM model proposed in this study is 3.7% higher than that of the RBF-SVM model, with better performance than other comparative models. The data waveform degree of Macro_Precision in the proposed MK-SVM model is 75.26% lower than that of the RBF-SVM model. According to Figure 7b and Table 6, the MK-SVM model proposed in this study can achieve a 4.1% increase in the F1_score compared to the SVM model, with better performance than other comparative models, and the degree of data fluctuation of the F1_score in the MK-SVM model proposed decreases by 76.54% compared with the SVM model. As can be seen from Table 6, the accuracy of the MK-SVM model proposed in this study increases by 4.5% compared with the SVM model, with better performance than other comparative models. Therefore, the proposed MK-SVM model based on microscopic pore structure characteristic parameters can classify tight reservoirs with an accuracy of 86.0%.

4.3. Validation of Experimental Results

Based on the high-pressure mercury injection experimental data and dimensionality-reduction results of 25 rock samples in the study area, the reservoir can be classified into classes I, II and III by using four prediction types—Polynomial SVM, RBF SVM, MKL and Extra Trees. The capillary pressure (mercury injection) curve characteristics are shown in Figure 8. As can be seen from Figure 8, the boundary of capillary pressure curves of the three types of reservoirs obtained via the MK-SVM comprehensive evaluation and prediction model is the most obvious, and the reservoir classification results are very suitable for the classification and evaluation of the Chang 6 tight sandstone reservoir in the study area.
5. Conclusions

In this work, the Lasso dimensionality reduction method was used to realize the selection of major microscopic features of tight sandstone and the MK-SVM model was used to complete the classification of tight sandstone reservoirs. In addition, the performance of the MK-SVM model under different kernel function combinations is discussed in detail, from which the optimal solution is found to complete the classification of tight sandstone reservoirs, and the comparison with the traditional classification method and other three machine learning methods shows the accuracy of the classification results of the model in this paper. Therefore, the following conclusions can be obtained.

(1) There are obvious differences in the physical properties, storage space, capillary pressure curve and microscopic pore structure between different classes of reservoirs. The porosity development degree, connectivity and physical properties of class I, II and III reservoirs are successively worse. The drainage pressure, mean coefficient and pore–throat ratio increase successively in class I, II and III reservoirs.

(2) The comprehensive evaluation method of tight sandstone reservoirs based on MK-SVM, compared with the traditional method, has obvious reservoir classification effects, and can effectively deal with the most common multi-parameter and small sample problems in the practical application of oilfields. It provides an effective method for the comprehensive evaluation of tight sandstone reservoirs.

(3) From the classification results of the Chang 6 tight sandstone reservoir in the study area, it can be seen that the accuracy of the comprehensive evaluation and prediction model of tight sandstone reservoir based on MK-SVM is higher than 86.0%, indicating that this method is an effective method for the classification and evaluation of tight sandstone reservoirs.

Figure 8. Capillary pressure curve characteristics of different classes of reservoirs.
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