A Filtering-Based Stochastic Gradient Estimation Method for Multivariate Pseudo-Linear Systems Using the Partial Coupling Concept
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Abstract: Solutions for enhancing parameter identification effects for multivariate equation-error systems in random interference and parameter coupling conditions are considered in this paper. For the purpose of avoiding the impact of colored noises on parameter identification precision, an appropriate filter is utilized to process the autoregressive moving average noise. Then, the filtered system is transformed into a number of sub-identification models based on system output dimensions. Founded on negative gradient search, a new multivariate filtering algorithm employing a partial coupling approach is proposed, and a conventional gradient algorithm is derived for comparison. Parameter identification for multivariate equation-error systems has a high estimation accuracy and an efficient calculation speed with the application of the partial coupling approach and the data filtering method. Two simulations are performed to reveal the proposed method’s effectiveness.
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1. Introduction

The foundation of industrial automatic production and intelligent control is a precise model of the production processes [1]. With the expansion of production scale, multivariate systems have been widely used in production processes [2–4]. Parameter estimation for multivariate systems has taken a considerable role in system identification and has attracted much attention from researchers in recent decades. Multivariate systems are more difficult to identify than scalar systems because they have more unknown parameters, are accompanied by more complex random interferences, and the parameters of some channels are coupled [5–7]. Good identification results are often not achieved if the identification approaches for scalar systems are applied to multivariate systems without modification. Some improved methods for the identification of multivariate systems have been researched recently [8–10]. For instance, Mari et al. combined the Schur restabilization technique and a covariance fitting algorithm to propose a parameter estimation method for finite dimensional multivariate linear stochastic systems [11]. Luo and Manikas proposed an iterative method and a nonlinear optimization algorithm for suppressing the mutual target interference in the multitarget parameter estimation [12]. Zhang et al. identified the parameters of multivariate uncertain regression model with a maximum likelihood identification algorithm [13]. Oigard et al. researched an expectation maximization algorithm for heavy-tailed processes with a multivariate normal inverse Gaussian distribution, which has fast and accurate parameter identification effectiveness [14].

Although the identification methods for multivariate systems are gradually enriched, researchers have been devoted to finding methods with faster identification efficiency and higher identification accuracy for multivariate systems. In terms of improving estimation
efficiency, in addition to the decomposition identification method, the coupling identification approach also can effectively reduce the amount of identification computation [15–17]. The basis of the coupling identification approach is the transformation of multivariate systems into some identification subsystems, then coupling the identification results of each subsystem to make their results correlated [18–20]. There are some studies on coupling identification methods for multivariate systems. Ding researched parameter identification issues for non-uniformly sampled systems and proposed a partially coupled algorithm based upon the stochastic gradient method. A simulation in the paper revealed that the new algorithm requires less calculation than the standard stochastic gradient algorithm [21]. Zhou designed a nonlinear partially coupled parameter identification algorithm for multivariate radial basis function-based hybrid models inspired by the coupling concept which reduces the amount of calculation by dealing with the associated items brought by model decomposition [22]. Huang et al. provided a coupled probability representation regarding model coupling in feature-based image source identification which improved the identification accuracy significantly [23]. Wang solved parameter identification problems of nonlinear multivariate systems and developed a coupled gradient method by introducing the coupling idea, which can realize subsystem-coupled computation [24].

The data filtering approach in parameter estimation is the improvement of the parameter identification precision by modifying the structure of system interference noises through an appropriate filter without changing the system’s input–output relationship [25–27]. The data filtering approach has been applied to scalar system identification in some studies. Ji and Jiang utilized a data filter to process collected data to deal with the disturbance of colored noise on identification precision for generalized time-varying systems [28]. Imani studied a maximum-likelihood parameter identification method for partially observed Boolean dynamical systems by using a Boolean Kalman filter [29]. Zhang developed a filtering hierarchical maximum likelihood iterative algorithm for nonlinear systems by applying the data filtering approach and multi-innovation identification method, which obtains highly precise parameter estimates and tracks time-varying parameters well [30]. Chen et al. proposed a multi-step-length gradient iterative algorithm for ARX models with the application of a modified Kalman filter. The Kalman filter was designed to enhance unmeasurable output estimates, which improved parameter identification accuracy [31]. Li and Liu addressed parameter identification problems in bilinear systems and presented iterative methods with high estimation accuracies by utilizing the particle filtering approach [32].

The least squares estimation algorithm, gradient estimation algorithm, least mean square estimation algorithm, and stochastic approximation estimation algorithm are all classical identification methods in the field of system identification. The least squares method is a basic parameter estimation method which can be used for dynamic system identification as well as for static system parameter fitting [33,34]. The gradient identification method is a search for parameter estimates along the direction of the negative gradient of the criterion functions [35–37]. Compared with the least squares method, the gradient identification algorithm has less computational complexity because it does not involve the covariance matrix. By extending the gradient identification algorithm and combining it with other methods, estimation algorithms with high identification performances can be obtained. Zhang and Ding proposed an optimal adaptive filtering algorithm for filter design by combining the data filtering approach with the gradient method [38]. Roman et al. derived a gradient descent method for identifying parameters of a linear wave equation from experimental boundary data [39]. Chen et al. identified parameters of time-delay rational state–space systems and presented two improved gradient descent algorithms by utilizing an intelligent search method and a momentum method, which had faster convergence speeds and higher computational efficiencies [40]. Kulikova researched adaptive filtering methods based on the gradient algorithm for identifying unknown parameters of pairwise linear Gaussian systems [41].

The data filtering approach can improve the parameter identification precision for multivariate systems by transforming colored noises with complex structures into white
noises with simple structures [42–44]. At the same time, the coupling identification method can effectively speed up identification and the gradient identification approach can quickly search for the optimal estimates [45–47]. Therefore, motivated by the significant advantages of these three methods, this paper combines the data filtering approach and the coupling identification method based upon gradient search to recognize parameters of multivariate equation-error systems. The introduction of the data filtering approach overcomes the influence of colored noise on identification precision. The use of the coupling identification method reduces the computation of the identification algorithm. The main highlights of this paper are summarized as follows.

1. A filter is used to transform the autoregressive moving average noise of multivariate pseudo-linear systems into white noise by applying the data filtering approach. The filtered system is converted into a number of subsystem identification models based upon system the output dimensions according to the coupling identification method.

2. A filtering-based multivariate gradient algorithm employing the partial coupling concept for multivariate pseudo-linear systems is proposed. Additionally, a conventional multivariate gradient algorithm is derived for comparison. The proposed algorithm has higher identification precision and faster computational efficiency than the conventional algorithm.

The structure of this paper is as follows. The multivariate pseudo-linear system is presented and the system identification obstacles are analyzed in Section 2. A new gradient algorithm based upon the coupling identification approach and the data filtering method is proposed in Section 3. Section 4 derives a conventional multivariate gradient algorithm. Convergence of the proposed method is discussed in Section 5. In Section 6, two simulations are performed to reveal the effectiveness of the proposed methods. Finally, Section 7 provides some conclusions of this paper.

2. Problem Description

At the beginning, we provide some notation to make the paper concise and clear. \( I_m \) is an identity matrix of size \( m \times m \). \( I_{m \times n} \) denotes a matrix of size \( m \times n \) whose elements are 1. The norm of a matrix \( A \) is defined by \( \| A \|^2 := \text{tr}(AA^T) \), and the superscript \( T \) represents the matrix/vector transpose. The symbol \( \otimes \) stands for the Kronecker product, such as \( X := [x_{ij}] \in \mathbb{R}^{m \times n}, Y := [y_{ij}] \in \mathbb{R}^{p \times q}, X \otimes Y = [x_{ij}Y] \in \mathbb{R}^{(mp) \times (nq)} \); generally, \( X \otimes Y \neq Y \otimes X \). \( \text{col}[B] \) denotes a vector consisting of all columns of matrix \( B \) arranged in order, that is, \( B := [b_1, b_2, \cdots, b_n] \in \mathbb{R}^{m \times n}, b_i \in \mathbb{R}^m (i = 1, 2, \cdots, n) \), \( \text{col}[B] := [b_1^T, b_2^T, \cdots, b_n^T]^T \in \mathbb{R}^{mn} \). \( \hat{H}(k) \) is the estimate of \( H \) at time \( k \).

According to the type of colored noise, the multivariate pseudo-linear system can be divided into different types. In this paper, we consider systems where the noise is of the autoregressive moving average type. The system is widely present in industrial processes and its structure is described as

\[
y(k) = \Phi(k)\theta + \frac{D(z)}{c(z)} \nu(k),
\]

where \( y(k) := [y_1(k), y_2(k), \cdots, y_m(k)]^T \in \mathbb{R}^m \) is the system output vector which can be measured, \( \Phi(k) \in \mathbb{R}^{m \times n} \) is the system information matrix which is formed from system input–output data, \( \theta \in \mathbb{R}^n \) is the system parameter vector which is unknown and to be identified, \( \nu(k) := [\nu_1(k), \nu_2(k), \cdots, \nu_m(k)]^T \in \mathbb{R}^m \) is a white noise process with zero mean, \( c(z) \in \mathbb{R} \) is a polynomial in the unit backward shift operator \( [z^{-1} y(k) = y(k - 1)] \), and \( D(z) \in \mathbb{R}^{m \times m} \) is a polynomial matrices:

\[
c(z) := 1 + c_1 z^{-1} + c_2 z^{-2} + \cdots + c_n z^{-nc}, c_i \in \mathbb{R},
\]

\[
D(z) := I_m + D_1 z^{-1} + D_2 z^{-2} + \cdots + D_n z^{-nc}, D_i \in \mathbb{R}^{m \times m}.
\]
Define the noise model as,
\[ w(k) := \frac{D(z)}{c(z)} v(k) \in \mathbb{R}^{m}. \]  
(2)

In general, suppose that orders \( m, n, n_c, \) and \( n_d \) of the system are known, and \( y(k) = 0, \) \( \Phi(k) = 0 \) and \( v(k) = 0 \) for \( k \leq 0. \)

Define the parameter vector \( \eta \), the parameter matrix \( \kappa \), the information vector \( \psi(k) \), and the information matrix \( \Psi(k) \) as
\[
\begin{align*}
\eta &:= [\theta^T, c_1, c_2, \cdots, c_{n_c}]^T \in \mathbb{R}^{n+n_c}, \\
\kappa^T &:= [D_1, D_2, \cdots, D_{n_d}] \in \mathbb{R}^{m \times n_d}, \\
\psi(k) &:= [v^T(k-1), v^T(k-2), \cdots, v^T(k-n_d)]^T \in \mathbb{R}^{mn_d}, \\
\Psi(k) &:= [\Phi(k), -w(k-1), -w(k-2), \cdots, -w(k-n_c)] \in \mathbb{R}^{m \times (n+n_c)}. 
\end{align*}
\]
(3) (4) (5) (6)

Based on Equation (2), we obtain
\[
\begin{align*}
w(k) &= [1 - c(z)]w(k) + [D(z) - I_m]v(k) + v(k) \\
&= (-c_1 z^{-1} - c_2 z^{-2} - \cdots - c_{n_c} z^{-n_c} - c_{n_c} z^{-n_c}) w(k) \\
&\quad + (D_1 z^{-1} + D_2 z^{-2} + \cdots + D_{n_d} z^{-n_d}) v(k) + v(k) \\
&= -\sum_{i=1}^{n_c} c_i w(k-i) + \sum_{j=1}^{n_d} D_j v(k-j) + v(k). 
\end{align*}
\]
(7)

The identification model of the system in (1) is represented as
\[
\begin{align*}
y(k) &= \Phi(k) \theta + w(k) \\
&= \Phi(k) \theta - \sum_{i=1}^{n_c} c_i w(k-i) + \sum_{j=1}^{n_d} D_j v(k-j) + v(k) \\
&= \Psi(k) \eta + \kappa^T \psi(k) + v(k). 
\end{align*}
\]
(8) (9)

Uniting the information matrix \( \Psi(k) \) with the information vector \( \psi(k) \), and the parameter vector \( \eta \) with the parameter matrix \( \kappa \), the new information matrix \( \Omega(k) \) and new parameter vector \( \vartheta \) are
\[
\begin{align*}
\Omega(k) &:= [\Psi(k), \psi^T(k) \otimes I_m] \in \mathbb{R}^{n_0 \times n_0}, \quad n_0 := n + n_c + m^2 n_{d_r} \\
\vartheta &:= \begin{bmatrix} \eta \\ \text{col}[\kappa] \end{bmatrix} \in \mathbb{R}^{n_0}. 
\end{align*}
\]
(10) (11)

Equation (9) is changed into
\[
y(k) = \Omega(k) \vartheta + v(k). 
\]
(12)

The goal is to find effective identification methods to estimate unmeasurable parameters \( \theta, c_i, \) and \( D_i \) which are in \( \vartheta \). The analysis shows that if the identification model in (12) is performed directly, superfluous calculations will be generated in the unknown parameter estimation processes because the Kronecker product calculation produces substantial zero elements to the information matrix \( \Omega(k) \). With a view to enhance the identification performance for the system in (1), it is necessary to explore another efficient identification method.

3. The Filtering-Based Multivariate Partially Coupled Gradient Algorithm

By analyzing System (1), the existence of the noise reduces the parameter identification precision. For overcoming the adverse effects of disturbances, the data filtering method is adopted to convert colored noise into white noise. Setting \( c(z) \) as the filter for System (1)
is an appropriate solution of the problem. First of all, multiply both sides of Equation (1) by \(c(z)\):
\[
c(z)y(k) = c(z)\Phi(k)\theta + D(z)v(k).
\]  
(13)

Define the filtered output vector \(y_f(k)\) and the filtered information matrix \(\Phi_f(k)\) as
\[
y_f(k) := c(z)y(k) \in \mathbb{R}^m, \\
\Phi_f(k) := c(z)\Phi(k) \in \mathbb{R}^{m \times n}.
\]

Then, Equation (13) can be rewritten as
\[
y_f(k) = \Phi_f(k)\theta + D(z)v(k) \\
= \Phi_f(k)\theta + D_1v(k - 1) + D_2v(k - 2) + \cdots + D_nv(k - n_d) + v(k) \\
= \Phi_f(k)\theta + \kappa^r\psi(k) + v(k).
\]  
(14)

Let \(\kappa_i^r \in \mathbb{R}^{1 \times mn_d}\) be the \(i\)th row of the parameter matrix \(\kappa^r\), \(y_{fi}(k) \in \mathbb{R}\) be the \(i\)th row of the filtered output vector \(y_f(k)\), and \(\Phi_{fi}(k) \in \mathbb{R}^{1 \times n}\) be the \(i\)th row of the filtered information matrix \(\Phi_f(k)\), that is
\[
\kappa^r := [D_1, D_2, \ldots, D_{n_d}] := [\kappa_1, \kappa_2, \ldots, \kappa_m]^r, \\
y_f(k) := [y_{f1}(k), y_{f2}(k), \ldots, y_{fm}(k)]^r, \\
\Phi_f(k) := [\Phi_{f1}(k), \Phi_{f2}(k), \ldots, \Phi_{fm}(k)]^r.
\]

Transform Equation (14) into \(m\) sub-identification models:
\[
\begin{bmatrix}
y_{f1}(k) \\
y_{f2}(k) \\
\vdots \\
y_{fm}(k)
\end{bmatrix} := 
\begin{bmatrix}
\Phi_{f1}(k) \\
\Phi_{f2}(k) \\
\vdots \\
\Phi_{fm}(k)
\end{bmatrix} \theta + 
\begin{bmatrix}
\kappa_1^r \\
\kappa_2^r \\
\vdots \\
\kappa_m^r
\end{bmatrix} \psi(k) + 
\begin{bmatrix}
v_1(k) \\
v_2(k) \\
\vdots \\
v_m(k)
\end{bmatrix}, \ i = 1, 2, \ldots, m.
\]  
(15)

Equation (14) is described by
\[
y_{fi}(k) = \Phi_{fi}(k)\theta + \kappa_i^r\psi(k) + v_i(k), \ i = 1, 2, \ldots, m.
\]  
(16)

In Equation (16), vectors \(\theta\) and \(\psi(k)\) are common in each subsystem, which is in line with the characteristics of the partially coupled-type identification model. Next, parameter estimation algorithm employing partial coupling concept for the identification model in (16) is derived in detail.

Define a gradient criterion function for the new identification model in (16) as
\[
f_1(\theta, \kappa_i) := \|y_{fi}(k) - \Phi_{fi}(k)\theta - \kappa_i^r\psi(k)\|^2, \ i = 1, 2, \ldots, m.
\]

Minimizing \(f_1(\theta, \kappa_i)\) based upon the gradient search, the gradient relationships are
\[
\dot{\theta}(k) = \dot{\theta}(k - 1) + \frac{\Phi_{fi}(k)}{r_{\theta,i}(k)}[y_{fi}(k) - \Phi_{fi}(k)\dot{\theta}(k - 1) - \kappa_i^r(k - 1)\psi(k)],
\]  
(17)
\[
\dot{\kappa}_i(k) = \dot{\kappa}_i(k - 1) + ||\Phi_f(k)||^2, \quad \dot{\kappa}_i(0) = 1,
\]  
(18)
\[
r_{\theta,i}(k) = r_{\theta,i}(k - 1) + ||\Phi_f(k)||^2, \quad r_{\theta,i}(0) = 1,
\]  
(19)
\[
r_{\kappa,i}(k) = r_{\kappa,i}(k - 1) + ||\psi(k)||^2, \quad r_{\kappa,i}(0) = 1.
\]  
(20)
However, estimates \( \hat{\theta}(k) \) and \( \chi_i(k) \) in (17)–(20) cannot be computed because \( y_{ii}(k) \), \( \Phi_i(k) \), and \( \psi(k) \) involve the unmeasurable terms \( c_i \) and \( v(k) \). If we define,

\[
\varphi_y(k) := [y(k-1), y(k-2), \ldots, y(k-n_c)] \in \mathbb{R}^{m \times n_c},
\]

(21)

\[
\tau := [c_1, c_2, \ldots, c_{n_c}]^T \in \mathbb{R}^{n_c}.
\]

(22)

Then, \( y_i(k) \) and \( \Phi_i(k) \) are represented by

\[
y_i(k) = c(z)y(k)
\]

\[
y_i(k) = y(k) + c_1 y(k-1) + c_2 y(k-2) + \cdots + c_{n_c} y(k-n_c)
\]

\[
\Phi_i(k) = c(z)\Phi(k)
\]

\[
\Phi_i(k) = \Phi(k) + c_1 \Phi(k-1) + c_2 \Phi(k-2) + \cdots + c_{n_c} \Phi(k-n_c).
\]

(23)

(24)

However, \( y_i(k) \) and \( \Phi_i(k) \) still cannot be calculated because \( c_i \) is unknown. The auxiliary model identification method [48] is a classical method which can solve some system identification problems with unmeasured variables. The essential thought behind this is to replace the unknown variable with the output of an auxiliary model. The problem is that parameter estimation cannot be calculated in the algorithm, which can be solved by replacing the unknown variable with its estimate when its value cannot be obtained. Here, utilizing the auxiliary model identification method, according to Equation (22), replacing \( c_i \) with estimates \( \hat{c}_i(k) \), the estimate \( \hat{\tau}(k) \) is formed by

\[
\hat{\tau}(k) = [\hat{c}_1(k), \hat{c}_2(k), \ldots, \hat{c}_{n_c}(k)]^T.
\]

After that, replacing unknown parameters \( c_i \) and \( \tau \) with estimates \( \hat{c}_i(k) \) and \( \hat{\tau}(k) \) in (23) and (24), estimates \( \hat{y}_i(k) \) and \( \hat{\Phi}_i(k) \) are calculated by

\[
\hat{y}_i(k) = y(k) + \varphi_y(k)\hat{\tau}(k)
\]

\[
\hat{y}_i(k) = [\hat{y}_{i1}(k), \hat{y}_{i2}(k), \ldots, \hat{y}_{in}(k)]^T,
\]

(25)

\[
\hat{\Phi}_i(k) = \Phi(k) + \hat{c}_1(k)\Phi(k-1) + \hat{c}_2(k)\Phi(k-2) + \cdots + \hat{c}_{n_c}(k)\Phi(k-n_c)
\]

\[
\hat{\Phi}_i(k) = [\hat{\Phi}_{i1}(k), \hat{\Phi}_{i2}(k), \ldots, \hat{\Phi}_{in}(k)]^T.
\]

(26)

Meanwhile, according to Equation (5), the estimate \( \hat{\psi}(k) \) is formed by

\[
\hat{\psi}(k) = [\hat{\psi}^T(k-1), \hat{\psi}^T(k-2), \ldots, \hat{\psi}^T(k-n_d)]^T.
\]

(27)

Define the noise information matrix:

\[
\chi(k) := [w(k-1), w(k-2), \ldots, w(k-n_c)] \in \mathbb{R}^{m \times n_c}.
\]

(28)

Equation (7) can be written as

\[
w(k) = -\sum_{i=1}^{n_i} c_i w(k-i) + \sum_{j=1}^{n_d} D_j v(k-j) + v(k)
\]

\[
= \chi(k)\tau + \kappa^T\psi(k) + v(k).
\]

Define an intermediate vector \( w_n(k) := w(k) - \kappa^T\psi(k) \in \mathbb{R}^m \). Thus, the noise model is rewritten as

\[
w_n(k) := \chi(k)\tau + v(k).
\]

(29)
In order to obtain the value of estimate \( \hat{\tau}(k) \), define another gradient criterion function for the noise model in Equation (29) as

\[
J_2(\tau) := \| w_n(k) - \chi(k) \tau \|^2.
\]

Minimizing \( J_2(\tau) \) based upon the gradient search, the gradient relationship is

\[
\hat{\tau}(k) = \hat{\tau}(k - 1) + \frac{\chi^T(k)}{r_\tau(k)} | w_n(k) - \chi(k) \hat{\tau}(k - 1)|, \quad r_\tau(k) = r_\tau(k - 1) + \| \chi(k) \|^2, \quad r_\tau(0) = 1.
\]

Obviously, the parameter vector estimate \( \hat{\tau}(k) \) cannot be calculated because \( w_n(k) \) and \( \chi(k) \) are unknown. Replacing them with estimates \( \hat{w}_n(k) \) and \( \hat{\chi}(k) \) can solve this problem. We have

\[
\hat{\chi}(k) = [\hat{\omega}(k - 1), \hat{\omega}(k - 2), \ldots, \hat{\omega}(k - n_c)], \quad \hat{w}_n(k) = \hat{\omega}(k - 1) - \hat{\kappa}^f(k - 1) \hat{\psi}(k).
\]

According to Equation (8), substitute the estimate \( \hat{\theta}(k) \) for the unmeasurable term \( \theta \). Then, the estimate \( \hat{\omega}(k) \) is calculated by

\[
\hat{\omega}(k) = y(k) - \Phi(k) \hat{\theta}(k).
\]

Similarly, according to Equation (14), replacing unmeasurable terms \( \Phi_i(k), \theta, \) and \( \kappa \) with their estimates \( \hat{\Phi}_i(k), \hat{\theta}(k), \) and \( \hat{\kappa}(k) \), the estimate \( \hat{\theta}(k) \) is calculated by

\[
\hat{\theta}(k) = \hat{\theta}_i(k) - \hat{\Phi}_i(k) \hat{\theta}(k) - \hat{\kappa}^f(k) \hat{\psi}(k).
\]

There are superfluous estimates in algorithm (17)–(20) because \( \theta \) is repeatedly computed \( m \) times. To reduce the excess computation, \( \hat{\theta}_i \) is used instead of \( \hat{\theta} \) in (17) and (19). Meanwhile, substitute estimates \( \hat{\Phi}_i(k), \hat{\theta}_i(k), \) and \( \hat{\psi}(k) \) for unknown terms \( \Phi_i(k), y_i(k), \) and \( \psi(k) \); then, the new algorithm is

\[
\hat{\theta}_i(k) = \hat{\theta}_i(k - 1) + \frac{\Phi_i^T(k)}{r_{0,i}(k)} [\hat{y}_i(k) - \Phi_i(k) \hat{\theta}_i(k - 1) - \hat{\kappa}^f_i(k - 1) \hat{\psi}(k)],
\]

\[
r_{0,i}(k) = r_{0,i}(k - 1) + \| \Phi_i(k) \|^2, \quad r_{0,i}(0) = 1,
\]

\[
\hat{\kappa}_i(k) = \hat{\kappa}_i(k - 1) + \frac{\hat{\psi}(k)}{r_{s,i}(k)} [\hat{y}_i(k) - \Phi_i(k) \hat{\theta}_i(k - 1) - \hat{\kappa}^f_i(k - 1) \hat{\psi}(k)],
\]

\[
r_{s,i}(k) = r_{s,i}(k - 1) + \| \hat{\psi}(k) \|^2, \quad r_{s,i}(0) = 1.
\]

In recursive algorithms, the estimated values of parameters tend to true values infinitely with the data length increasing. As is well known, the estimate \( \hat{\theta}_{i-1}(k) \) of the \( (i - 1) \)th subsystem at time \( k \) is closer to the true value \( \theta \) than the estimate \( \hat{\theta}_i(k - 1) \) of the \( i \)th subsystem at time \( k - 1 \). Accordingly, in Algorithm (36)–(39), substitute \( \hat{\theta}_{i-1}(k) \) for \( \hat{\theta}_i(k - 1) \) on the right-hand side of Equation (36), and substitute \( \hat{\theta}_m(k - 1) \) for \( \hat{\theta}_1(k - 1) \) in Equation (36) when \( i = 1 \). To conclude, the filtering-based multivariate partially coupled generalized extended stochastic gradient (F-M-PC-GESG) algorithm is as follows.
\begin{align*}
\hat{\theta}_1(k) &= \hat{\theta}_m(k-1) + \frac{\Phi_{\theta_1}(k)}{r_{\theta,1}(k)} [\hat{g}_1(k) - \Phi_{\theta_1}(k)\hat{\theta}_m(k-1) - \hat{\kappa}_1(k-1)\hat{\psi}(k)], \\
r_{\theta,1}(k) &= r_{\theta,1}(k-1) + ||\Phi_{\theta_1}(k)||^2, \quad r_{\theta,1}(0) = 1, \\
\hat{\kappa}_1(k) &= \hat{\kappa}_1(k-1) + \frac{\hat{\psi}(k)}{r_{\kappa,1}(k)} [\hat{g}_1(k) - \Phi_{\theta_1}(k)\hat{\theta}_m(k-1) - \hat{\kappa}_1(k-1)\hat{\psi}(k)], \\
r_{\kappa,1}(k) &= r_{\kappa,1}(k-1) + ||\hat{\psi}(k)||^2, \quad r_{\kappa,1}(0) = 1, \\
\hat{\theta}_i(k) &= \hat{\theta}_{i-1}(k) + \frac{\Phi_{\theta_i}(k)}{r_{\theta,i}(k)} [\hat{g}_i(k) - \Phi_{\theta_i}(k)\hat{\theta}_{i-1}(k) - \hat{\kappa}_i(k-1)\hat{\psi}(k)], \\
r_{\theta,i}(k) &= r_{\theta,i}(k-1) + ||\hat{\psi}(k)||^2, \quad r_{\theta,i}(0) = 1, \\
\hat{\kappa}_i(k) &= \hat{\kappa}_i(k-1) + \frac{\hat{\psi}(k)}{r_{\kappa,i}(k)} [\hat{g}_i(k) - \Phi_{\theta_i}(k)\hat{\theta}_{i-1}(k) - \hat{\kappa}_i(k-1)\hat{\psi}(k)], \\
r_{\kappa,i}(k) &= r_{\kappa,i}(k-1) + ||\hat{\psi}(k)||^2, \quad r_{\kappa,i}(0) = 1, \\
\hat{y}_i(k) &= \hat{y}_i(k) + \varphi_y(k)\hat{\tau}(k) = [\hat{y}_1(k), \hat{y}_2(k), \ldots, \hat{y}_{\text{fin}}(k)]^T, \\
\Phi_i(k) &= \Phi(k) + \hat{\epsilon}_1(k)\Phi(k-1) + \hat{\epsilon}_2(k)\Phi(k-2) + \cdots + \hat{\epsilon}_{n_i}(k)\Phi(k-n_c) \\
&= [\Phi_{1i}(k), \Phi_{2i}(k), \cdots, \Phi_{\text{fin}}(k)]^T, \\
\hat{\psi}(k) &= [\hat{\psi}(k-1), \hat{\psi}(k-2), \cdots, \hat{\psi}(k-n_d)]^T, \\
\varphi_y(k) &= [\hat{y}(k-1), \hat{y}(k-2), \cdots, \hat{y}(k-n_c)]^T, \\
\hat{\tau}(k) &= \hat{\tau}(k-1) + \frac{\hat{\tau}(k)}{r_{\tau}(k)} [\hat{a}_n(k) - \hat{\chi}(k)\hat{\tau}(k-1)] \\
&= [\hat{\epsilon}_1(k), \hat{\epsilon}_2(k), \cdots, \hat{\epsilon}_{n_i}(k)]^T, \\
r_{\tau}(k) &= r_{\tau}(k-1) + ||\hat{\chi}(k)||^2, \quad r_{\tau}(0) = 1, \\
\hat{\chi}(k) &= [\hat{\omega}(k-1), \hat{\omega}(k-2), \cdots, \hat{\omega}(k-n_c)], \\
\hat{\omega}_i(k) &= \hat{\omega}(k-1) - \hat{\kappa}^i(k-1)\hat{\psi}(k), \\
\hat{\varphi}(k) &= \hat{\gamma}_i(k) - \Phi_{\theta_i}(k)\hat{\theta}(k) - \hat{\kappa}^i(k)\hat{\psi}(k), \\
\hat{\psi}_i(k) &= [\hat{\kappa}_1(k), \hat{\kappa}_2(k), \cdots, \hat{\kappa}_m(k)]. \\
\end{align*}

The calculation steps of the F-M-PC-GESG algorithm in (40)–(58) are presented as follows.

1. Let \( k = 1 \), set the initial values \( \hat{\theta}_m(0) = 1_n / p_0, \hat{k}(0) = 1_{n_m \times m} / p_0, \hat{\tau}(0) = 1_n / p_0, \) \( r_{\theta,i}(0) = 1, i = 1, 2, \ldots, m, \) \( \hat{\omega}(k-j) = 0, \hat{\varphi}(k-j) = 0, j = 0, 1, \ldots, \max[n_c, n_d], p_0 = 10^6, \) and set the data length \( K \).
2. Acquire the observation data \( \Phi(k) \) and \( y(k) \). Configure \( \hat{\psi}(k), \varphi_y(k) \) and \( \hat{\chi}(k) \) using (50), (51) and (54).
3. Calculate \( r_{\tau}(k) \) and \( \hat{\omega}_n(k) \) utilizing (53) and (55). Update \( \hat{\tau}(k) \) using (52) and read \( \hat{\epsilon}_i(k) \) from \( \hat{\tau}(k) \).
4. Compute \( \hat{y}_i(k) \) and \( \Phi_i(k) \) using (48) and (49). Read \( \hat{g}_i(k) \) from \( \hat{y}_i(k) \) and \( \Phi_i^T(k) \) form \( \Phi_i(k) \).
5. Compute the step size \( r_{\theta,i}(1) \) and \( r_{\kappa,i}(1) \) utilizing (41) and (43).
6. Refresh the parameter estimates \( \hat{\theta}_i(k) \) and \( \hat{\kappa}_i(k) \) utilizing (40) and (42).
7. Calculate \( r_{\theta,i}(k) \) and \( r_{\kappa,i}(k) \) utilizing (45) and (47) when \( i = 2, 3, \ldots, m \). Refresh the parameter estimates \( \hat{\theta}_i(k) \) and \( \hat{\kappa}_i(k) \) utilizing (44) and (46).
8. Construct \( \hat{\kappa}(k) \) using (58). Calculate \( \hat{\varphi}(k) \) and \( \hat{\omega}(k) \) utilizing (57) and (56).
9. Gain \( k \) by 1 if \( k < K \), and then skip to Step 2. If not, obtain the parameter estimates \( \hat{\theta}(k), \hat{\kappa}(k) \), and \( \hat{\tau}(k) \) and quit.

By analyzing the whole calculation steps, the F-M-PC-GESG algorithm uses the method of interactive estimation. That is, the value of estimate \( \hat{\tau}(k) \) can be obtained first after setting the initial values, and then using the value of estimate \( \hat{\tau}(k) \) to calculate
the values of estimates $\hat{\theta}_i(k)$ and $\hat{k}_i(k)$. The loop continues until the estimates $\hat{\tau}(k)$, $\hat{\theta}_i(k)$ and $\hat{k}_i(k)$ are stable.

The schematic diagram of the F-M-PC-GESG algorithm in (40)–(58) is given in Figure 1. It indicates that $\hat{\theta}_i(k)$ in each subsystem are common whereas $\hat{k}_i(k)$ is separate. Figure 1 clearly shows how the partially coupled identification approach of the F-M-PC-GESG algorithm operates.

4. The Multivariate Generalized Extended Stochastic Gradient Algorithm

The gradient algorithm is a classical identification method which does not generate covariance matrix in the calculation process and has a significant effect on improving the computational efficiency. In this section, the direct stochastic gradient method without improvement is utilized to identify parameters of the multivariate system. Define another quadratic criterion function for the identification model in (12):

$$J_3(\theta) := \|\Omega(k)\theta - y(k)\|^2.$$ 

Suppose that $\mu(k)$ is the step size. Minimizing $J_3(\theta)$ based upon the gradient search, the gradient relationship is

$$\hat{\theta}(k) = \hat{\theta}(k-1) - \mu(k)\text{grad}[J_3(\hat{\theta}(k-1))]
= \hat{\theta}(k-1) + \mu(k)\Omega(k)[y(k) - \Omega(k)\hat{\theta}(k-1)].$$

Let $\mu(k) := 1/r(k)$; then, the relationship is changed into

$$\hat{\theta}(k) = \hat{\theta}(k-1) + \frac{\Omega^T(k)}{r(k)}[y(k) - \Omega(k)\hat{\theta}(k-1)],
\hspace{1cm} (59)$$

$$r(k) = r(k-1) + \|\Omega(k)\|^2. \hspace{1cm} (60)$$

The obstacle in identification is that $\hat{\theta}(k)$ cannot be calculated because $v(k)$ and $w(k)$ in $\Omega(k)$ are unmeasurable. Substitute estimates $\hat{v}(k)$ and $\hat{w}(k)$ for terms $v(k)$ and $w(k)$. From Equations (8) and (12), estimates $\hat{\theta}(k)$ and $\hat{w}(k)$ are calculated by

$$\hat{\theta}(k) = y(k) - \Omega(k)\hat{\theta}(k),
\hspace{1cm} (61)$$

$$\hat{w}(k) = y(k) - \Phi(k)\hat{\theta}(k). \hspace{1cm} (62)$$

Considering that $\Psi(k)$ also involves the unmeasurable $w(k)$, define $\hat{\Psi}(k)$ by the estimate $\hat{w}(k)$:

$$\hat{\Psi}(k) = [\Phi(k), -\hat{w}^T(k-1), -\hat{w}^T(k-2), \cdots, -\hat{w}^T(k-n_c)]^T. \hspace{1cm} (63)$$

Similarly, because $\psi(k)$ involves the unmeasurable $v(k-i)$, define $\hat{\psi}(k)$ by the estimate $\hat{\theta}(k-i)$ as

$$\hat{\psi}(k) = [\hat{\theta}^T(k-1), \hat{\theta}^T(k-2), \cdots, \hat{\theta}^T(k-n_d)]^T. \hspace{1cm} (64)$$

![Figure 1. The schematic diagram of the F-M-PC-GESG algorithm.](image)
Additionally, because $\Omega(k)$ involves the unmeasurable terms $\psi(k)$ and $\Psi(k)$, define $\hat{\Omega}(k)$ by estimates $\hat{\psi}(k)$ and $\hat{\Psi}(k)$:

$$\hat{\Omega}(k) = [\hat{\Psi}(k), \hat{\psi}^T(k) \otimes I_m].$$

Subsequently, the multivariate generalized extended stochastic gradient (M-GESG) algorithm is obtained as follows.

$$\hat{\theta}(k) = \hat{\theta}(k - 1) + \frac{\hat{\Omega}^T(k)}{r(k)} [\hat{y}(k) - \hat{\Omega}(k)\hat{\theta}(k - 1)],$$

(65)

$$r(k) = r(k - 1) + \|\hat{\Omega}(k)\|^2, \quad r(0) = 1,$$

(66)

$$\hat{\Omega}(k) = [\hat{\Psi}(k), \hat{\psi}^T(k) \otimes I_m],$$

(67)

$$\hat{\Psi}(k) = [\hat{\Phi}(k), -\hat{\omega}^T(k - 1), -\hat{\omega}^T(k - 2), \ldots, -\hat{\omega}^T(k - n_c)]^T,$$

(68)

$$\hat{\psi}(k) = [\hat{\theta}^T(k - 1), \hat{\theta}^T(k - 2), \ldots, \hat{\theta}^T(k - n_d)]^T,$$

(69)

$$\hat{\omega}(k) = \hat{y}(k) - \hat{\Phi}(k)\hat{\theta}(k),$$

(70)

$$\hat{\theta}(k) = \begin{bmatrix} \hat{\theta}(k) \\ \text{col}[k(k)] \end{bmatrix},$$

(72)

$$\hat{y}(k) = [\hat{\theta}^T(k), \hat{\psi}_1(k), \hat{\psi}_2(k), \ldots, \hat{\psi}_{n_c}(k)]^T.$$  

(73)

The computation procedures of the M-GESG algorithm in (65)–(73) are presented as follows.

1. Let $k = 1$, set the initial values $\hat{\theta}(0) = 1_{n_0}/p_0$, $r(0) = 1$, $\hat{\omega}(k - j) = 0$, $\hat{\psi}(k - j) = 0$, $j = 0, 1, \ldots, \max[\nu_c, \nu_d]$, $p_0 = 10^6$, and set the data length $K$.
2. Acquire the observation data $\Phi(k)$ and $y(k)$. Configure the matrix $\hat{\Psi}(k)$ and vector $\hat{\psi}(k)$ utilizing (68) and (69).
3. Calculate $\hat{\Omega}(k)$ using (67), and calculate $r(k)$ utilizing (66).
4. Refresh the parameter estimate vector $\hat{\theta}(k)$ utilizing (65). Read $\hat{\theta}(k)$ form $\hat{\theta}(k)$ in (72) and (73).
5. Calculate $\hat{\psi}(k)$ and $\hat{\omega}(k)$ utilizing (71) and (70).
6. Gain $k$ by 1 if $k < K$, and then skip to Step 2. If not, acquire the parameter estimate $\hat{\theta}(k)$ and quit.

5. Convergence Analysis

The convergence of the F-M-PC-GESG algorithm is analyzed in this section.

Suppose that the $\sigma$ algebra sequence $\mathcal{F}_k = \sigma(\{\hat{v}(k), \hat{v}(k - 1), \hat{v}(k - 2), \ldots\})$ generated by $\hat{v}(k)$, and $\{\hat{v}(k), \mathcal{F}_k\}$ is a Martingale difference sequence on a probability space $\{\Omega, \mathcal{F}, P\}$ [49]. The sequence $\{\hat{v}(k)\}$ satisfies

\begin{align*}
\mathbb{E}[\hat{v}(k)|\mathcal{F}_{k-1}] &= 0, \text{ a.s.,} \\
\mathbb{E}[\|\hat{v}(k)\|^2|\mathcal{F}_{k-1}] &\leq \sigma^2 < \infty, \text{ a.s.}
\end{align*}

\textbf{Lemma 1.} For the systems in (16) and (29) and the F-M-PC-GESG algorithm in (40)–(58), the following inequalities hold:
For the systems in (16) and (29) and the F-M-PC-GESG algorithm in (40)–(58), performances by conducting two simulations.

Parameter estimation errors of multivariate pseudo-linear systems converge to zero in the mean square sense. In other words, the proposed algorithm not only has the ability to estimate the unknown parameters accurately, but also has certain stability.

Theorem 1 can be proved in a similar to the way in [50] and is omitted here.

### 6. Simulations

This part is to demonstrate the superiority of F-M-PC-GESG algorithm in identification performances by conducting two simulations.

**Example 1.** Consider the following autoregressive moving average systems,

\[
\begin{align*}
    y(k) &= \Phi(k)\theta + \frac{D(z)}{c(z)}u(k), \\
    \Phi(k) &= \begin{bmatrix}
        u_1(k-2) & \sin(y_1(k-2)) & y_1(k-1) & \cos(u_2(k-2)) \\
        y_2(k-1) & \cos(u_1(k-1)) & u_2(k-1) & \sin(y_2(k-2))
    \end{bmatrix}, \\
    \theta &= [\theta_1, \theta_2, \theta_3, \theta_4]^T = [0.24, -0.14, -0.60, 0.02]^T, \\
    c(z) &= 1 + c_1z^{-1} + c_2z^{-2} = 1 + 0.65z^{-1} - 0.31z^{-2}, \\
    D(z) &= I_2 + \begin{bmatrix}
        d_{11} & d_{12} \\
        d_{21} & d_{22}
    \end{bmatrix}z^{-1} = \begin{bmatrix}
        1 & 0 \\
        0 & 1
    \end{bmatrix} + \begin{bmatrix}
        -0.12 & 0.17 \\
        -0.03 & -0.24
    \end{bmatrix}z^{-1}.
\]

The parameter vector to be identified is

\[
    \theta = [\theta_1, \theta_2, \theta_3, \theta_4, c_1, c_2, d_{11}, d_{12}, d_{21}, d_{22}]^T = [0.24, -0.14, -0.60, 0.02, 0.65, -0.31, -0.12, 0.17, -0.03, -0.24]^T.
\]
In this simulation, the input vector \( u(k) = \begin{bmatrix} u_1(k) \\ u_2(k) \end{bmatrix} \in \mathbb{R}^2 \) is a random sequence with zero mean and variance one. The output vector is \( y(k) = \begin{bmatrix} y_1(k) \\ y_2(k) \end{bmatrix} \in \mathbb{R}^2 \). The white noise vector \( v(k) = \begin{bmatrix} v_1(k) \\ v_2(k) \end{bmatrix} \in \mathbb{R}^2 \) is with zero mean. \( \sigma^2_1 \) and \( \sigma^2_2 \) are variances of \( v_1(k) \) and \( v_2(k) \). Taking the noise variances \( \sigma^2_1 = \sigma^2_2 = 0.20^2 \), utilizing the M-GESG algorithm and the F-M-PC-GESG algorithm to identify system parameters, parameter estimates and their errors \( \delta := \|\hat{\theta}(k) - \theta\|/\|\theta\| \) are given in Table 1. The parameter identification errors versus \( k \) are given in Figure 2. The parameter estimates \( \hat{\theta}_1(k), \hat{\theta}_2(k), \hat{\theta}_3(k), \hat{\theta}_4(k), \hat{c}_1(k), \hat{c}_2(k), \hat{d}_{11}(k), \hat{d}_{12}(k), \hat{d}_{21}(k), \) and \( \hat{d}_{22}(k) \) versus \( k \) of the F-M-PC-GESG algorithm are given in Figures 3 and 4.

Table 1. Parameter estimates and errors (\( \sigma^2_1 = \sigma^2_2 = 0.20^2 \)).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>( \theta_1 )</th>
<th>( \theta_2 )</th>
<th>( \theta_3 )</th>
<th>( \theta_4 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( d_{11} )</th>
<th>( d_{12} )</th>
<th>( d_{21} )</th>
<th>( d_{22} )</th>
<th>( \delta ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M--GESG</td>
<td>0.24221</td>
<td>0.24151</td>
<td>0.24223</td>
<td>0.23292</td>
<td>0.22983</td>
<td>0.22863</td>
<td>0.22863</td>
<td>0.22863</td>
<td>0.22863</td>
<td>0.22863</td>
<td>0.24000</td>
</tr>
<tr>
<td>F--M--PC--GESG</td>
<td>0.24743</td>
<td>0.23989</td>
<td>0.24511</td>
<td>0.23901</td>
<td>0.23664</td>
<td>0.23713</td>
<td>0.23713</td>
<td>0.23713</td>
<td>0.23713</td>
<td>0.23713</td>
<td>0.24000</td>
</tr>
</tbody>
</table>

Figure 2. Identification errors versus \( k \) (\( \sigma^2_1 = \sigma^2_2 = 0.20^2 \)).
Example 2. Consider another multivariate equation-error autoregressive moving average system,

\[ \Phi(t) = \begin{bmatrix} u_1^2(k-1) & \cos^2 (u_1(k-2)) & u_2(k-1)y_1(k-2) \\ u_2^3(k-1) & \sin^2 (y_1(k-2)) & u_1(k-1)y_2(k-2) \\ y_1^2(k-1) & \sin^2 (y_2(k-1)) & y_2^3(k-2) & \cos^2 (y_2(k-1)) \end{bmatrix}, \]

\[ \theta = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5]^T = [0.08, -0.09, 0.02, -0.01, -0.03]^T, \]

\[ c(z) = 1 + c_1z^{-1} = 1 + 0.89z^{-1}, \]

\[ D(z) = I_2 + D_1z^{-1} + D_2z^{-2} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} + \begin{bmatrix} 0.22 & -0.29 \\ -0.03 & 0.10 \end{bmatrix}z^{-1} + \begin{bmatrix} 0.04 & -0.08 \\ -0.05 & 0.12 \end{bmatrix}z^{-2}. \]

The parameter vector to be identified is

\[ \theta = [\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, c_1, d_{11}, d_{12}, d_{21}, d_{22}, d_{121}, d_{212}, d_{222}]^T = [0.08, -0.09, 0.02, -0.01, -0.03, 0.89, 0.22, -0.29, 0.04, -0.08, -0.03, 0.10, -0.05, 0.12]^T. \]

The configuration of the simulation in this example is the same as in Example 1. Set noise variances \( \sigma_1^2 = 0.50^2 \) and \( \sigma_2^2 = 0.40^2 \), and utilize the M-GESG algorithm and the F-M-PC-GESG algorithm to identify the system parameters. The parameter estimates and
their errors are given in Table 2. The parameter identification errors versus \( t \) are given in Figure 5.

**Table 2.** Parameter estimates and errors \((\sigma^2 = 0.50^2, \sigma^2 = 0.40^2)\).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>( k )</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
<th>True Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M–GESG</td>
<td>( \theta_1 )</td>
<td>0.09112</td>
<td>0.08857</td>
<td>0.06625</td>
<td>0.08761</td>
<td>0.08713</td>
<td>0.08118</td>
<td>0.08000</td>
</tr>
<tr>
<td></td>
<td>( \theta_2 )</td>
<td>-0.10932</td>
<td>-0.10922</td>
<td>-0.11672</td>
<td>-0.11222</td>
<td>-0.11331</td>
<td>-0.11291</td>
<td>-0.09000</td>
</tr>
<tr>
<td></td>
<td>( \theta_3 )</td>
<td>0.10330</td>
<td>0.06629</td>
<td>0.04765</td>
<td>0.03156</td>
<td>0.02940</td>
<td>0.02798</td>
<td>0.02000</td>
</tr>
<tr>
<td></td>
<td>( \theta_4 )</td>
<td>-0.08128</td>
<td>-0.05999</td>
<td>-0.05284</td>
<td>-0.04692</td>
<td>-0.04326</td>
<td>-0.04202</td>
<td>-0.01000</td>
</tr>
<tr>
<td></td>
<td>( \theta_5 )</td>
<td>0.05408</td>
<td>0.04776</td>
<td>0.03644</td>
<td>0.03423</td>
<td>0.02818</td>
<td>0.02637</td>
<td>-0.03000</td>
</tr>
<tr>
<td></td>
<td>( c_1 )</td>
<td>0.63454</td>
<td>0.64477</td>
<td>0.66918</td>
<td>0.69922</td>
<td>0.71524</td>
<td>0.73325</td>
<td>0.89000</td>
</tr>
<tr>
<td></td>
<td>( d_{111} )</td>
<td>0.16746</td>
<td>0.16823</td>
<td>0.16294</td>
<td>0.15883</td>
<td>0.15732</td>
<td>0.15446</td>
<td>0.22000</td>
</tr>
<tr>
<td></td>
<td>( d_{112} )</td>
<td>-0.11067</td>
<td>-0.10817</td>
<td>-0.10595</td>
<td>-0.10446</td>
<td>-0.10122</td>
<td>-0.10005</td>
<td>-0.29000</td>
</tr>
<tr>
<td></td>
<td>( d_{212} )</td>
<td>-0.07832</td>
<td>-0.08579</td>
<td>-0.09696</td>
<td>-0.10157</td>
<td>-0.10681</td>
<td>-0.11186</td>
<td>0.04000</td>
</tr>
<tr>
<td></td>
<td>( d_{212} )</td>
<td>-0.02125</td>
<td>-0.02080</td>
<td>-0.02172</td>
<td>-0.02349</td>
<td>-0.02480</td>
<td>-0.02649</td>
<td>-0.08000</td>
</tr>
<tr>
<td></td>
<td>( d_{121} )</td>
<td>0.19580</td>
<td>0.19361</td>
<td>0.19552</td>
<td>0.20044</td>
<td>0.19851</td>
<td>0.19854</td>
<td>-0.03000</td>
</tr>
<tr>
<td></td>
<td>( d_{122} )</td>
<td>-0.03530</td>
<td>-0.03103</td>
<td>-0.02681</td>
<td>-0.02341</td>
<td>-0.02217</td>
<td>-0.02248</td>
<td>0.10000</td>
</tr>
<tr>
<td></td>
<td>( d_{122} )</td>
<td>-0.19341</td>
<td>-0.19073</td>
<td>-0.18208</td>
<td>-0.17382</td>
<td>-0.17124</td>
<td>-0.16896</td>
<td>-0.05000</td>
</tr>
<tr>
<td></td>
<td>( d_{222} )</td>
<td>0.30363</td>
<td>0.29812</td>
<td>0.29649</td>
<td>0.29994</td>
<td>0.29897</td>
<td>0.29897</td>
<td>0.12000</td>
</tr>
<tr>
<td></td>
<td>( \delta ) (%)</td>
<td>51.69208</td>
<td>50.09867</td>
<td>48.69494</td>
<td>47.52832</td>
<td>46.83530</td>
<td>46.27683</td>
<td>0.12000</td>
</tr>
<tr>
<td>F–M–PC–GESG</td>
<td>( \theta_1 )</td>
<td>0.06055</td>
<td>0.08860</td>
<td>0.07901</td>
<td>0.08999</td>
<td>0.08715</td>
<td>0.07885</td>
<td>0.08000</td>
</tr>
<tr>
<td></td>
<td>( \theta_2 )</td>
<td>-0.07339</td>
<td>-0.08860</td>
<td>-0.09644</td>
<td>-0.09032</td>
<td>-0.09163</td>
<td>-0.08886</td>
<td>-0.09000</td>
</tr>
<tr>
<td></td>
<td>( \theta_3 )</td>
<td>0.07020</td>
<td>0.02402</td>
<td>0.01128</td>
<td>0.01168</td>
<td>0.01124</td>
<td>0.00870</td>
<td>0.02000</td>
</tr>
<tr>
<td></td>
<td>( \theta_4 )</td>
<td>-0.00816</td>
<td>0.00005</td>
<td>0.00003</td>
<td>0.00275</td>
<td>0.00146</td>
<td>0.00035</td>
<td>0.01000</td>
</tr>
<tr>
<td></td>
<td>( \theta_5 )</td>
<td>0.00114</td>
<td>-0.02136</td>
<td>-0.03064</td>
<td>-0.03338</td>
<td>-0.03768</td>
<td>-0.03383</td>
<td>-0.03000</td>
</tr>
<tr>
<td></td>
<td>( c_1 )</td>
<td>0.99456</td>
<td>0.98815</td>
<td>0.98077</td>
<td>0.98014</td>
<td>0.97418</td>
<td>0.97488</td>
<td>0.89000</td>
</tr>
<tr>
<td></td>
<td>( d_{111} )</td>
<td>0.16879</td>
<td>0.15751</td>
<td>0.18199</td>
<td>0.19942</td>
<td>0.19285</td>
<td>0.21906</td>
<td>0.22000</td>
</tr>
<tr>
<td></td>
<td>( d_{112} )</td>
<td>-0.27855</td>
<td>-0.29182</td>
<td>-0.30472</td>
<td>-0.29502</td>
<td>-0.29439</td>
<td>-0.29678</td>
<td>-0.29000</td>
</tr>
<tr>
<td></td>
<td>( d_{211} )</td>
<td>0.10599</td>
<td>0.06096</td>
<td>0.05244</td>
<td>0.04869</td>
<td>0.02627</td>
<td>0.02232</td>
<td>0.04000</td>
</tr>
<tr>
<td></td>
<td>( d_{122} )</td>
<td>-0.20205</td>
<td>-0.19511</td>
<td>-0.16709</td>
<td>-0.14945</td>
<td>-0.13756</td>
<td>-0.13392</td>
<td>-0.08000</td>
</tr>
<tr>
<td></td>
<td>( d_{122} )</td>
<td>0.05176</td>
<td>0.05175</td>
<td>0.03801</td>
<td>0.01758</td>
<td>0.01343</td>
<td>0.00674</td>
<td>-0.03000</td>
</tr>
<tr>
<td></td>
<td>( d_{222} )</td>
<td>0.02924</td>
<td>0.06773</td>
<td>0.08395</td>
<td>0.08658</td>
<td>0.09398</td>
<td>0.09718</td>
<td>0.10000</td>
</tr>
<tr>
<td></td>
<td>( d_{222} )</td>
<td>0.02688</td>
<td>0.04268</td>
<td>0.03090</td>
<td>0.02807</td>
<td>0.01438</td>
<td>0.00469</td>
<td>-0.05000</td>
</tr>
<tr>
<td></td>
<td>( \delta ) (%)</td>
<td>23.94783</td>
<td>21.27826</td>
<td>17.32330</td>
<td>15.14836</td>
<td>13.24001</td>
<td>12.48907</td>
<td>0.12000</td>
</tr>
</tbody>
</table>

**Figure 5.** Identification errors versus \( k \) \((\sigma^2 = 0.50^2, \sigma^2 = 0.40^2)\).

With Tables 1 and 2 and Figures 2–5, identification performances of proposed algorithms are analyzed as follows.

1. Tables 1 and 2, Figures 2 and 5 indicate that parameter identification errors of the M-GESG and the F-M-PC-GESG algorithms decrease with increasing data length \( k \).
This reveals that the proposed algorithms are valid in parameter identification for the multivariate equation-error autoregressive moving average system.

2. Through Figures 2 and 5, we can see that the F-M-PC-GESG algorithm has superiority over the M-GESG algorithm in parameter identification precision under the same data length and noise variances.

3. Figures 3 and 4 show that the F-M-PC-GESG algorithm can rapidly obtain access to precise parameter estimates.

7. Conclusions

This paper presents methods of how to improve parameter identification effects for multivariate pseudo-linear systems under conditions of random interference and parameter coupling, which provides modular solutions for modeling and forecasting of real multivariate time series. Taking into account colored noises and high-dimensional unknown parameters, the original system is filtered by the designed filter and then be transformed into several subsystem identification models by utilizing the coupling identification approach. A new filtering-based multivariate gradient algorithm is proposed, which has higher parameter estimation precision and faster identification efficiency than the conventional multivariate gradient algorithm. Convergence analysis and simulation experiments confirms that the F-M-PC-GESG algorithm has performance that can obtain access to unknown parameter estimates precisely and rapidly. Future research directions include applying proposed methods to parameter identification problems for other linear or nonlinear models under random interference in various engineering systems.
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