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Abstract: Bearing, as one of the core parts of rotating machinery, has a running state which is related to the overall operation of the system. Due to the bearing structure and its complex operating environment, running condition monitoring and fault diagnosis is always a key problem in the field of bearing health management, which is of great significance for bearing maintenance and equipment reliability and safety. In view of the difficulty in parameter selection and poor feature extraction ability of variational mode decomposition (VMD) in existing feature extraction, this paper uses the flying squirrel search algorithm (SSA) to optimize the parametric of decomposition layer $k$ and penalty factor $\alpha$ in VMD, and forms an adaptive VMD signal decomposition method. To solve the problem of high dimensionality and long extraction time of multi-domain fault feature set, kernel principal component analysis (KPCA) is used to reduce feature dimensionality. Then, the processed features are input into the support vector machine (SVM) for fault diagnosis and classification, and the parameter optimization ability of SSA is used again to build the SSA-SVM fault diagnosis model. To evaluate the running state of bearings, an alarm threshold method based on the root mean square value calculated by cosine similarity and $3\sigma$ is proposed to divide samples of different health states. Finally, the method constructed in this paper is compared with other methods by using simulation and experimental data sets, and the running condition monitoring and fault diagnosis of rolling bearings are successfully realized, which shows the superiority and effectiveness of the method proposed in this paper.
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1. Introduction

As a crucial component of rotating mechanical equipment, working in a long-term operating state, there will be a tendency to degradation, which has a significant impact on the overall performance of the mechanical system [1,2]. Consequently, the health management of bearings directly impacts equipment performance, service life, production capacity, and operational efficiency of the entire manufacturing system.

Health management research primarily focuses on fault diagnosis and health state assessment. However, the vibration signals used as input for bearing condition monitoring models are often nonlinear, non-smooth, and characterized by weak fault signals and significant background noise, making it challenging to extract effective fault characteristics [3–5]. In terms of optimal demodulation frequency band (ODFB), Wang et al. [6] proposed an ergodic index enhanced graph (TIEgram), which uses the ergodic segmentation model to transfer the original signal into the frequency domain to solve the problem that a single indicator cannot detect different signals. In recent years, empirical mode decomposition (EMD) has been widely applied in fault feature extraction [7]. Aggarwal et al. [8] used EMD to process current signals and carried out feature extraction for 10 kinds of shunt faults. However, EMD lacks theoretical basis, and there are some deficiencies such as mode aliasing of adjacent mode components and end effects of data divergence at both ends.
of the envelope [9]. In this regard, Dragomiretskiy et al. [10] proposed variational mode decomposition (VMD) to avoid EMD mode aliasing and end effects. However, VMD also has defects and deficiencies, and its decomposition effect is closely related to the selection of model parameters [11], involving decomposition layers \( k \) and penalty factor \( \alpha \). Wu et al. [12] used the spectrum trend algorithm to find the resonance band boundary and determine the relevant parameters of the VMD algorithm, but the obtained parameter values need to be returned to the model for re-input, which increases the complexity of the algorithm. Wang et al. [13] constructed a method to reduce the overlap index of adjacent modes to determine the number of decomposition layers in VMD, but ignored the problem of optimization of penalty factor parameters. In addition, parameter optimization combined with intelligent optimization algorithm is also a popular method in recent years [14–16], but the optimization effect can only be obtained through iterative calculation, which will increase the running time of the model. Ni et al. [17] proposed a VMD method guided by fault information, which used a nested statistical model of two fault cycle information to approximate the number of modes. Inspired by the idea of appellate research, this study proposes a new fault feature extraction method, which uses KPCA feature reduction and SSA optimization VMD to characterize bearing fault vibration. Aiming at the problem of slow parameter optimization by intelligent optimization algorithm, KPCA is used for feature extraction, feature reduction and feature selection after feature extraction by VMD. The problem of long running time of the algorithm can be avoided, and the fault characteristics are finally used for bearing diagnosis.

At present, there are some scholars who are committed to the impact of different types of raceway defects on bearing operating parameters. Pawel [18] measured the surface morphology of the bearing raceway, analyzed the parameters of 2D and 3D roughness and waviness, and carried out operational genetic analysis of the rolling bearing. The results show that the surface texture of the rolling bearing raceway directly affects the vibration value of the bearing element. Vivek et al. [19] proposed an autonomous method to diagnose arbitrary dynamic misalignment or local defects of double-row self-aligning ball bearings by using vibration signals. The results show that the inner ring of the bearing will rotate around the radial axis when it is not in alignment, resulting in a sloshing rotation motion. This wobbly inner ring movement actually represents the dynamic misalignment of the bearing. Huang et al. [20] proposed an improved bearing dynamics model, which could accurately simulate the impact characteristics of defective bearings. To solve the problem that noise interferes with location diagnosis accuracy in real signal, a new morphological filtering and feature enhancement algorithm, morphological scale differential filtering, is proposed. The results show that the proposed method can significantly improve the diagnostic accuracy. Chen et al. [21] established a dynamic model of rolling bearing rotor system considering radial clearance and external raceway defects. The 8-order Fourier series was used to fit the time-varying stiffness of rolling bearings, and the dynamic model was substituted. The vibration response of the rotor system is obtained, and the fault characteristic frequency of the rolling bearing can be identified.

Support vector machine (SVM) can map low-dimensional data to high-dimensional environment for sample division, which is suitable for solving small samples and nonlinear high-dimensional data problems, and is widely used in fault diagnosis and classification. Li et al. [22] used quantum particle swarm algorithm to identify bearing fault types for least square support vector machine parameters. Zhou et al. [23] established a WGWOA-VMD-SVM fault diagnosis model by combining the whale optimization algorithm with the gray Wolf algorithm to optimize SVM parameters in order to improve the phenomenon of weak bearing fault characteristics in the early stage and the coupling interference of background noise and vibration. Song et al. [24] proposed a fault diagnosis model based on hybrid kernel support vector machine and Bayesian optimization in order to solve the ambiguity caused by nonlinearity and non-stationarity in fault identification. However, the selection of kernel function parameters and penalty factor has a great impact on the classification accuracy and speed of SVM [25]. In order to improve the performance of SVM,
this paper again utilizes the excellent performance of the flying squirrel search algorithm to optimize the kernel function parameters and penalty factor of SVM, thereby improving the recognition accuracy of the optimized SVM.

As another research focus of bearing health management, bearing condition assessment has also attracted extensive attention from researchers. Javed et al. [26] extracted a summation wavelet limit learning machine method to complete bearing performance degradation assessment, and extracted features from original vibration signals using trigonometric function transformation and cumulative transformation. Then summation wavelet limit learning machine is used to evaluate bearing performance degradation based on the extracted features. Li et al. [27] realized the bearing fault judgment and monitoring strategy combined with the optimized hidden Markov model and self-organizing mapping. Dong et al. [28] designed a bearing performance degradation assessment model based on the combination of convolutional autoencoder and support vector data description to obtain a more accurate degradation state assessment. Liao et al. [29], aiming at the inaccurate evaluation of the degree of bearing degradation of rail vehicles, fused PSO algorithm, reverse exponential whale algorithm and multi-core support vector data description, and verified the efficiency of the fusion model according to the bearing life data. In the process of evaluation, the selection of state threshold also affects the accuracy of evaluation. In some studies, it is assumed that the root mean square value of acceleration can change the degree of acceleration [30]. Yang et al. [31] selected the root mean square worthwhile jump time as the failure time of the bearing, and set the amplitude at this time as the failure threshold of the bearing. In this paper, a root mean square health status assessment model calculated by cosine similarity is proposed, and the $3\sigma$ threshold is incorporated to divide different health status samples.

To sum up, this paper proposes a rolling bearing health management method based on adaptive parameter VMD and flying squirrel search algorithm to optimize support vector, so as to solve the difficult problem of VMD parameter selection and the phenomenon of center frequency aliasing in the intrinsic mode function (IMF) decomposed in traditional methods. The calculation difficulty caused by high fault feature dimension is reduced, and the diagnostic accuracy lost due to improper selection of SVM parameters is reduced. The main contributions of this paper can be summarized as follows:

1. Because the feature extraction capability of VMD algorithm depends on parameter selection, and the traditional optimization method has the problems of manual parameter selection, long parameter optimization time and inaccurate fault feature extraction, SSA is used to optimize parameters in VMD. To solve the problem of increasing algorithm time due to too long parameter optimization, KPCA dimension reduction is carried out to extract features. It can not only shorten the overall algorithm time, but also filter effective features and improve the feature extraction capability of VMD.

2. In the fault diagnosis classification stage, the excellent optimization ability of SSA is used again to optimize the parameters of SVM. The bearing data set is used for experimental simulation and compared with other intelligent optimization algorithms to verify its effectiveness.

3. Bearing health status assessment stage is also an important part of health management. Integrating cosine similarity into the root mean square value can effectively select the failure threshold. Based on the SSA-SVM model proposed above, different health status samples can be divided and the bearing health management process can be initially realized.

2. Brief Review of Basic Theory

2.1. Flying Squirrel Search Algorithm

The squirrel search algorithm (SSA) is a natural heuristic algorithm for population intelligent evolution proposed by Mohit Jain et al. [32] in 2018. Inspired by the foraging activities of flying squirrels on different kinds of trees in the forest, predators are introduced
as punishment conditions, seasonal detection conditions are added, and the search mode of Levy flight is used to prevent the algorithm from falling into local optimality. The specific basic principle and search optimization steps are as follows.

(1) The uniform distribution mode was adopted to initialize the position of the flying squirrel. According to different fitness, the position update formula of the flying squirrel was as follows:

\[
FS_{at}^{t+1} = \begin{cases} 
FS_{at}^t + d_g \times G_c \times (FS_{ht}^t - FS_{at}^t) & \text{rand} \geq P_{dp} \\
\text{Random location} & \text{otherwise}
\end{cases}
\]

where \(FS_{at}\) and \(FS_{ht}\) are the different initialization position of the flying mouse, \(d_g\) is the gliding step length, \(G_c\) is the sliding constant. \(\text{rand}\) is a random number in the range \([0, 1]\). \(P_{dp}\) is the probability of predator occurrence, \(t\) is the number of iterations.

(2) The seasonal evaluation condition is introduced, and the seasonal constant \(S^t\) is compared with the minimum seasonal change value \(S_{min}\) to determine whether it is in winter, which can prevent the algorithm from falling into local optimal. The formula is as follows:

\[
S^t = \sqrt{\sum_{k=1}^{d} (FS_{at}^t - FS_{ht}^t)^2}
\]

\[
S_{min} = \frac{10e^{-6}}{(365)^{2.5/t_{max}}}
\]

where \(k\) is the current dimension of the flying squirrel, \(d\) is the total dimension of the flying squirrel, \(t_{max}\) is the maximum number of iterations of the algorithm.

(3) When the point meets the conditions of seasonal change, Levy flight is used to update the position of the flying squirrel, and the above process is repeated until the maximum number of iterations \(t_{max}\) is met, the algorithm stops and the optimal target value is output. The formula is as follows:

\[
FS_{at}^{t+1} = FS_L + Levy \times (FS_U - FS_L)
\]

\[
Levy = \frac{0.01r_a\sigma}{|r_b|^{3/2}}
\]

In the formula, \(FS_U\) and \(FS_L\) are the upper and lower bounds of the position of the flying squirrel, \(r_a, r_b\) are random numbers in the interval \([0, 1]\), \(\sigma\) is the standard deviation in the normal distribution (\(\sigma = 1.2 \times \sqrt{2}\)).

2.2. Adaptive Parameters VMD

VMD is a signal processing strategy proposed by Dragomiretskiy et al. in 2014 [10], which is widely used in signal and image processing due to its advantages such as effectively avoiding the phenomenon of modal aliasing. It is mainly used to realize the noise reduction process of the signal by decomposing the signal into multiple IMF components, so that the IMF components reach the minimum sum of bandwidths, and the IMF components are selected according to the craginess and correlation coefficients of the components, and the signal is reconstructed.

The squirrel search algorithm is used to optimize the decomposition layer \(k\) and penalty factor \(\alpha\) in VMD, thereby optimizing the VMD algorithm and improving its performance, achieving the effect of extracting the most real vibration signal of rolling bearings, and forming an adaptive VMD. Other parameters can be set according to the default values. The specific process is as follows:
(1) Initialize SSA parameters, including basic parameters such as population size, number of iterations, and glide length.

(2) The sparsity of vibration signal is represented by different envelope entropy values $E_p$, the smaller the entropy value is, the less the signal noise is, and the more abundant the fault feature information is. Therefore, the minimum envelope entropy $\min E_p$ of IMF component decomposed by VMD is used as the fitness function of SSA, and the formula is as follows:

\[
\begin{align*}
E_p &= - \frac{N}{\sum_{i=1}^{a(i)} p_i \log p_i} \\
p_i &= \frac{N}{\sum_{i=1}^{a(i)}}
\end{align*}
\]

where $a(i)$ is the envelope signal after demodulation, $p_i$ is the result of the normalization of $a(i)$, $N$ is the number of the envelope signal after demodulation.

(3) For flying mice that have not yet found a food source, their location is constantly updated according to Equation (1), which is close to hickory trees and oak trees.

(4) Calculate the seasonal constant $S_{ct}$ under the current iterations and compare it with $S_{min}$, the minimum value of seasonal change. If the conditions of seasonal change are met, Levy flight is used to update the flying squirrel position, otherwise, return to step (2).

(5) When the planting conditions are met, the calculation ends and the global minimum envelope entropy is obtained. The corresponding decomposition layer $k$ and penalty factor $\alpha$ are the optimal parameters of VMD.

2.3. SVM of SSA Optimization Parameters

Support vector machine (SVM) is a binary machine learning model proposed by Vladimir N. Vapnik et al. [33]. It is based on statistical learning theory, on the basis of linear classifier, the introduction of VC dimension, optimization theory and so on, can be applied to a variety of engineering classification problems.

The rolling bearing health management problem is a multi-classification problem, and support vector machine is only suitable for binary classification problem, so it is necessary to construct multi-classification support vector machine to deal with this problem. The one-to-one strategy support vector machine divides the multi-classification problem into many binary classification problems, and then summarizes all of the classification results to output the multi-classification results.

One-to-one support vector machine is to build a binary classifier between any two classes of training samples. Assuming that there are $K$ class samples, $K(K - 1)/2$ binary classification SVMs need to be built and compared one by one to form a tree-like process.

The calculation formula of the above optimization problem is as follows:

\[
\begin{align*}
\min_{w^{ij}, b^{ij}, \gamma_t} & \frac{1}{2} \|w^{ij}\|^2 + C\sum_{t=1}^{n} \xi_t^{ij} \\
\text{s.t.} & \quad (w^{ij})^\top \phi(x_t) + b^{ij} \geq 1 - \xi_t^{ij}, \text{if } y_t = i \\
& \quad (w^{ij})^\top \phi(x_t) + b^{ij} \leq -1 + \xi_t^{ij}, \text{if } y_t = j \\
& \quad \xi_t^{ij} \geq 0, t = 1, \ldots, n
\end{align*}
\]

The category of the test sample is determined by voting method. Input the test sample $x_i$ into the SVM classifier for pairwise comparison. If $(w^{ij})^\top \phi(x) + b^{ij} > 0$, the classifier considers $x_i$ to belong to category $y_i$ and adds one vote to $y_i$, conversely, adds one vote to $y_j$. In the end, the category with the largest number of votes is the category $x_i$ belongs to.

For the one-to-one strategy SVM adopted in this paper, the most important problem is how to select the values of kernel function parameter $g$ and penalty factor $c$ in SVM. The values will directly affect the performance, calculation speed and prediction and evaluation accuracy of SVM.
In this paper, SSA is used to optimize kernel function parameter $g$ and penalty factor $c$ based on its good convergence characteristics and its excellent performance that is not easy to fall into local optimality, and the optimal numerical flow of both is constructed to improve the classification accuracy and calculation speed of SVM. The specific process is as follows.

(1) Initialize SSA parameters: population size, iteration times, predation probability, etc. Kernel function parameter $g$ and penalty factor $c$ are used as the initial position and optimization target of the flying mouse. Where, the kernel function parameter $g$ is 0–100, and the penalty factor $c$ is 0–100.

(2) The average accuracy of the training set was obtained by using the K-fold cross-validation method, and the optimal average accuracy was taken as the fitness function, the fitness value was calculated and arranged in ascending order, and then the position of the flying squirrel in the pecan tree and the oak tree was determined as the global optimal solution and the local optimal solution respectively.

(3)–(4) Steps (3)–(4) is basically the same as the steps (3)–(4) of building the adaptive parameter VMD, so it will not be repeated here.

(5) When the stopping condition or the maximum number of iterations are met, the algorithm stops, and the position of the flying squirrel on the pecan tree is used as the global optimal solution to obtain the kernel function parameter $g$ and the penalty factor $c$.

2.4. Health Status Assessment of Rolling Bearings

The health state of the whole life cycle of bearings is mainly divided into four types: normal state, early fault state, moderate fault state, and severe fault state. As shown in Figure 1.

![Figure 1. Schematic diagram of the change trend of rolling bearing health status.](image)

When the bearing works for a long time from the normal state until the failure, its vibration signal will show a corresponding change trend, and finding the characteristics that can best represent the change trend of the bearing state is the most critical step. The root mean square (RMS) in the time domain characteristics will fluctuate significantly with the change of the bearing state during its life cycle. Therefore, RMS of bearing vibration signal is selected as the initial health status evaluation index in this paper.
Although RMS can be used to classify the health status of bearing samples, it has some defects such as inaccurate and delayed sample classification. In order to achieve accurate division, this paper uses the widely used cosine distance (CD) to calculate the similarity between different RMS. The specific steps are as follows:

1. Calculate the RMS $X_{rms}$ of the bearing vibration signal data, and carry out five-point smoothing processing to eliminate the burr effect caused by noise to determine the change point of the influence state, and draw the RMS change curve of the whole life cycle. The formula is as follows:

$$X_{rms} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}$$  \hspace{1cm} (8)

where $x_i$ is a vibration signal sampling value, $N$ is the number of vibration signal sampling.

2. The average of the RMS of the first 6 sample vibration signals after calculation is taken as the normal reference feature vector, and the CD between the feature vectors is calculated. Among them, the similarity between the feature vector to be measured and the normal reference feature vector can be judged by the cosine value of the Angle between them. The closer the cosine value is to 1, the smaller the included angle and the better the health state. Conversely, the smaller the cosine value, the closer the included Angle is to $90^\circ$, the worse the health state is. This feature is taken as the final health Index (HI), and plot a smooth curve of changes in health status. The formula is as follows:

$$CD = \frac{\sum_{i=1}^{N} x_i y_i}{\sqrt{\sum_{i=1}^{N} x_i^2 \sum_{i=1}^{N} y_i^2}}$$ \hspace{1cm} (9)

3. The fault alarm threshold is set using the $3\sigma$ rule, and the HI is in line with the normal distribution, with the mean value set as $\bar{x}$ and variance set as $\sigma^2$. The probability that the distribution of HI for the normal state is within the interval $(\bar{x} - 3\sigma, \bar{x} + 3\sigma)$ is 99.73%. The mean value and variance are calculated as follows:

$$\bar{x} = \frac{\sum_{i=1}^{n} x_i}{n}$$ \hspace{1cm} (10)

$$\sigma^2 = \frac{\sum_{i=1}^{n} (x_i - \bar{x})^2}{n}$$ \hspace{1cm} (11)

where $n$ is number of samples in normal working state, $x_i$ is the current normal sample HI.

4. The HI set in this paper shows a decreasing trend, so it is only necessary to calculate the lower limit $\bar{x} + 3\sigma$ as the threshold value. When a certain HI value is less than the threshold, it proves that the rolling bearing will deviate from the normal state and enter the early fault state.

3. Bearing Health Management Model Based on SSA-SVM

3.1. Rolling Bearing Fault Diagnosis Model

The signal processing and feature extraction models were constructed using the adaptive parameter VMD-KPCA method, and the detailed process of SVM optimization with SSA algorithm was developed. Therefore, the established fault diagnosis model is shown in Figure 2.
The specific steps are as follow.

1. The SSA algorithm is used to optimize the decomposition layer $k$ and penalty factor $\alpha$ in VMD, and the vibration signal is decomposed into multiple intrinsic mode functions (IMFs) to calculate multi-domain features.
2. Multivariate characteristics of bearing faults are extracted by KPCA, achieve dimensionality reduction of fault characteristics.
3. SSA was used to optimize the kernel parameter $g$ and penalty factor $c$ of SVM.
4. The extracted fault features are set with type labels in the classifier, and the fault samples are classified by voting method. The diagnosis process is divided into training stage and test stage, and the ratio of training set and test set is 7:3, which is input into the optimized SVM for training.
5. The trained SVM was used to classify and judge different bearing fault samples.

3.2. Rolling Bearing Health Status Evaluation Model

After the construction of the bearing fault diagnosis model, the health status evaluation index and fault alarm threshold are integrated to complete the construction of the rolling bearing health status evaluation model and realize the rolling bearing health management. The model diagram is shown in Figure 3.

The specific steps are as follow.

1. Calculate the RMS $X_{rms}$ of the bearing vibration signal data during the whole life cycle, and perform five-point smoothing processing to eliminate the judgment of the change point of the influence state caused by the burr effect caused by noise, and draw the RMS change curve of the whole life cycle.
2. Calculate the cosine distance $CD$ and similarity between feature vectors, construct the health status evaluation index, draw smooth RMS change curve and health status change curve of the whole life cycle, and finally calculate the fault alarm threshold to achieve accurate division of the health status of bearing samples.
3. SVM model was constructed using the construction method mentioned above, and four classification labels including normal state, early fault state, moderate fault state and severe fault state were set. The rest process was the same as that of rolling bearing fault diagnosis model construction steps (4).
(4) Input the training set data into the SVM, and the fitness function is the same as that in the fault diagnosis model. The SSA algorithm is used to obtain the optimal value of the kernel function parameter \( g \) and penalty factor \( c \) in the SVM to form the SVM optimized by SSA.

(5) Input the test set samples into the trained SSA-SVM to realize the evaluation of different health states of rolling bearings.

Figure 3. Rolling bearing health status evaluation model.

4. Experimental Verification

4.1. Decomposition Processing of Vibration Signal

Test data were obtained from Case Western Reserve University bearing Data center dataset [34] to verify the possibility and superiority of the method described in this paper. The bearing type is 6250-2RS JEM SKF, the motor speed is 1772 \( \text{r/min} \), the damage type is single point damage in EDM, and the fault size is 0.007 inch (1 inch = 2.54 cm). At the sampling frequency of using an acceleration sensor is 12 kHz, the original vibration data of the normal state of the bearing at the drive end and the failure of the inner ring, the outer ring and the rolling element were collected. In order to achieve the universal applicability of the model, a total of 400 groups of samples in 4 states were randomly selected. Each group of samples had 1000 sampling points, and the ratio of training set to test set was 7:3.

SSA is used to optimize the decomposition level \( k \) and penalty factor \( \alpha \) in VMD, where the value range of \( k \) and \( \alpha \) is \([2, 10], [200, 4000]\), the population size is set to 30, the maximum iteration number is set to 40, and the optimal value of vibration signal samples is tested for 5 times. VMD initialization parameters, the convex function optimization parameter \( \tau \) is
0, the first center frequency update parameter DC is 0, the center frequency initialization parameter init is 1, and the precision parameter $\varepsilon$ is $10^{-7}$. The decomposition results of adaptive VMD decomposition diagram in four running states are shown in Figures 4–7. The y-axis of the VMD decomposition diagram is the amplitude of the vibration signal.

**Figure 4.** Adaptive parameters VMD decomposition diagram of normal state.

**Figure 5.** Adaptive parameters VMD decomposition diagram of inner ring fault.
Figure 6. Adaptive parameters VMD decomposition diagram of rolling element fault.

Figure 7. Adaptive parameters VMD decomposition diagram of outer ring fault.

Genetic Algorithm (GA) is used to search for the optimal solution by simulating evolutionary selection, hybridization, variation, etc., has a good effect on dealing with complex combination multi-objective problems. Particle Swarm Optimization (PSO) is used to achieve global optimization by simulating the behavior of birds and other groups, and constantly adjusting the speed and direction by changing the learning factor and inertia factor. In order to verify the advantages of SSA algorithm, two classical algorithms, GA and PSO, were used to optimize VMD parameters, and the parameter Settings were the same as those of SSA algorithm. Taking the fault data of rolling bearing outer ring as an example,
the vibration signal was decomposed to reduce its background noise. The decomposition results are shown in Figures 8 and 9.

**Figure 8.** GA-VMD decomposition diagram of outer ring fault.

**Figure 9.** PSO-VMD decomposition diagram of outer ring fault.

From Figures 4–7, it can be seen that in the spectrum diagram of IMF1-IMF4 of the outer ring fault, the center frequency of VMD optimized by SSA does not show mode aliasing phenomenon, and similar results are also found in the other three types of state data. It is proved that the VMD optimized by SSA can effectively decompose the main frequency signals representing fault characteristics from the original bearing signals.
The modal aliasing phenomenon appears in the VMD spectral graph optimized by GA and PSO, which proves that the optimization effect is weaker than SSA algorithm. Among them, the optimal decomposition layers and penalty factor of each state of rolling bearings obtained by SSA optimization of VMD are shown in Table 1.

Table 1. Parameter results after SSA optimization.

<table>
<thead>
<tr>
<th>Fault Type</th>
<th>Decomposition Layer k</th>
<th>Penalty Factor α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal state</td>
<td>4</td>
<td>2489</td>
</tr>
<tr>
<td>Inner ring fault</td>
<td>4</td>
<td>1364</td>
</tr>
<tr>
<td>Rolling element fault</td>
<td>4</td>
<td>557</td>
</tr>
<tr>
<td>Outer ring fault</td>
<td>4</td>
<td>1439</td>
</tr>
</tbody>
</table>

In order to more intuitively reflect the excellent performance of the SSA algorithm, the fitness curves of the three algorithms using the outer ring fault data to optimize VMD parameters were compared, as shown in Figure 10. As can be seen from the figure, SSA-VMD, PSO-VMD and GA-VMD converge in the 6th, 25th, and 36th generations, respectively, and SSA-VMD converges faster. Although all tend to the fitness value of 2.463 in the end, SSA-VMD has the smallest fitness value, which is 2.4633, but also reflects the advantages of its high convergence accuracy.

Figure 10. Failure fitness curve of the outer ring.

The time consumed by the three algorithms to optimize VMD parameters and generate vibration signal decomposition is shown in Table 2. Among them, the average consumption time of PSO-VMD and GA-VMD is similar, while the average consumption time of SSA-VMD is slightly shorter than these two algorithms.

Table 2. Calculation time of each algorithm.

<table>
<thead>
<tr>
<th>Algorithm Name</th>
<th>Calculation Time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-VMD</td>
<td>639</td>
</tr>
<tr>
<td>GA-VMD</td>
<td>658</td>
</tr>
<tr>
<td>SSA-VMD</td>
<td>582</td>
</tr>
</tbody>
</table>

4.2. Feature Extraction and Dimension Reduction Based on KPCA

Considering the advantages of multi-domain parameters on the sensitivity and stability of vibration signals, 16 time domain features and 13 frequency domain features of
vibration signals are selected to calculate the IMF component of vibration signals of each fault category after VMD decomposition. At the same time, energy entropy reflects the uniformity of energy distribution and can reflect the complexity of frequencies contained in each IMF component. Therefore, energy entropy of each IMF component is calculated to construct multi-domain high-dimensional fault feature set. The feature formula to be calculated is shown in Table 3.

Table 3. Multi-domain feature index.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Calculation Expression</th>
<th>Feature</th>
<th>Calculation Expression</th>
<th>Feature</th>
<th>Calculation Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance</td>
<td>( \sigma^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2 )</td>
<td>Maximum value</td>
<td>( X_{\text{max}} = \max{x_i} )</td>
<td>Minimum value</td>
<td>( X_{\text{min}} = \min{x_i} )</td>
</tr>
<tr>
<td>Mean value</td>
<td>( \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i )</td>
<td>Absolute mean</td>
<td>(</td>
<td>\bar{x}</td>
<td>= \frac{1}{N} \sum_{i=1}^{N}</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>( \beta = \frac{1}{N} \sum_{i=1}^{N} x_i^4 )</td>
<td>RMS value</td>
<td>( X_{\text{rms}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2} )</td>
<td>Root amplitude</td>
<td>( X_r = \left( \frac{1}{N} \sum_{i=1}^{N} x_i^2 \right)^{1/2} )</td>
</tr>
<tr>
<td>Peak to peak value</td>
<td>( X_{p-p} = \max(x_i) - \min(x_i) )</td>
<td>Peak factor</td>
<td>( C_f = \frac{\max_{k} {x_k}}{\max_{k} {</td>
<td>x_k</td>
<td>}} )</td>
</tr>
<tr>
<td>Kurtosis factor</td>
<td>( K_p = \frac{\bar{x}}{\sqrt{\text{var}}} )</td>
<td>Waveform factor</td>
<td>( S_f = \frac{\sum_{k=1}^{K} i(k)}{\max {x_k}} )</td>
<td>Margin factor</td>
<td>( CL_f = \frac{\max_{k} {x_k}}{\sum_{k=1}^{K}</td>
</tr>
<tr>
<td>P3</td>
<td>( P_3 = \frac{\sum_{k=1}^{K} (x_k - \bar{x})^3}{K(N-1)} )</td>
<td>P10</td>
<td>( P_{10} = \frac{\sum_{k=1}^{K} i(k)}{K \text{var}} )</td>
<td>P13</td>
<td>Energy entropy of each IMF</td>
</tr>
<tr>
<td>P6</td>
<td>( P_6 = \sqrt{\frac{\sum_{k=1}^{K} (x_k - \bar{x})^2 i(k)}{K}} )</td>
<td>P11</td>
<td>( P_{11} = \frac{\sum_{k=1}^{K} \sum_{i=1}^{K} i(k) x_i}{K^2 \text{var}} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P9</td>
<td>( P_9 = \frac{\sum_{k=1}^{K} f_i^2}{\sum_{k=1}^{K} f_i} )</td>
<td>P12</td>
<td>( P_{12} = \frac{\sum_{k=1}^{K} (x_k - \bar{x})^4}{K \text{var}^2} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P12</td>
<td>( P_{12} = \frac{\sum_{k=1}^{K} (x_k - \bar{x})^4}{K \text{var}^2} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Taking the outer ring fault signal as an example, the SSA-VMD method was used to calculate the above multi-domain fault feature indicators by decomposed IMF components. Finally, KPCA algorithm [35,36] was used to calculate the principal component contribution rate of multi-domain features, and screened out the fused core principal component fault features. In the literature, the KPCA screening fault feature threshold CPV \( \geq 85\% \) has achieved good results. Therefore, this paper also sets the threshold CPV \( \geq 85\% \) to determine \( s \) most important main features and constitute the fault feature vector after dimensionality reduction fusion. The principal component contribution rate of KPCA fault characteristics is shown in Figure 11.

Although the cumulative contribution rate of component in Figure 11 is close to 100\%, it does not reach 100\% in practice, only the top 10 fusion features are shown, and there are still fault features with a small contribution rate. It can be seen from the figure that the cumulative contribution rate of the first four principal component fault feature components is 88.02\%, which exceeds the cumulative contribution rate of 85\% specified above, and can represent the vast majority of fault characteristics. The multi-domain fault feature can be reduced from 30 to 4 dimensions by sacrificing the component with very small contribution rate, thus achieving the effect of improving the calculation speed.
The energy entropy is calculated as

\[ E(c_i) = \sum_{j=1}^{N} c_i(j)^2 \]  

where \( N \) is the total number of decomposed signals.

### 4.3. Identifying Fault Types

In order to prove that the SSA-SVM fault diagnosis model has a higher diagnosis rate, the four types of rolling bearing vibration signals decomposed by SSA-VMD above are input into the unoptimized SVM and PSO-SVM respectively after dimensionality reduction by KPCA. In the GA-SVM and SSA-SVM fault diagnosis models, in order to make the comparison effect more accurate, the population number of the three algorithms is 30, and the maximum number of iterations is 200. In the \( K \)-fold cross-validation method, \( K = 5 \), 400 data sets are randomly selected, of which 280 are used as training sets and 120 are used as test sets. The fitness curves of the three algorithms for SVM parameter optimization are shown in Figure 12.

As can be seen from the figure, the best fitness, that is, the diagnostic accuracy rate of GA-SVM, PSO-SVM and unoptimized SVM stabilized at 95.351%, 96.0174%, and 94.649% respectively, while the fitness of SSA-SVM fault diagnosis model reached 97.851%. Compared with the other three models, it has higher diagnostic recognition degree.

The penalty factor \( c \) and the optimal value of kernel function parameter \( g \) solved by the above model are input into the above four fault diagnosis models whose data is the test set sample, and the diagnosis accuracy of the test set is compared. In order to verify the advantages of KPCA algorithm in both diagnostic accuracy and running time, the SSA-SVM fault diagnosis model without KPCA dimension reduction was added, and the diagnostic results were shown in Figure 13. Among them, the diagnostic results 1, 2, 3 and 4 correspond to the normal state of the rolling bearing, the inner ring fault, the outer ring fault and the rolling element fault respectively. The SVM parameter values, diagnostic accuracy and running time pairs of the five diagnostic models are shown in Table 4.
As can be seen from Table 4, although the unoptimized SVM has the fastest running speed, its diagnostic accuracy is also the lowest at 91.667%. Although the running speed of SSA-SVM is close to that of GA-SVM, the diagnostic accuracy of SSA-SVM is the highest among the four fault diagnosis models using KPCA dimensionality reduction, reaching 98.333%, which shows that SSA algorithm has achieved excellent results in SVM optimization compared with other classical algorithms. At the same time, although the diagnostic accuracy of SSA-SVM is 0.8334% lower than that of SSA-SVM without KPCA dimensionality reduction, the running time is saved by 27.561%, which proves that the use of KPCA algorithm will sacrifice a small amount of diagnostic accuracy, but will greatly
improve the running speed. It is especially suitable for high-dimensional data types such as rolling bearing fault characteristics.

Figure 13. Fault diagnosis results of the diagnostic model. (a) Unoptimized SVM fault diagnosis results. (b) GA-SVM fault diagnosis results. (c) PSO-SVM fault diagnosis results. (d) SSA-SVM fault diagnosis results. (e) SSA-SVM fault diagnosis results without KPCA.

4.4. Test and Verification of Health Status Assessment Model

4.4.1. Assessment and Division of Health Status

The whole life cycle data of rolling bearings from the University of Cincinnati System Center [37] were used as test data to verify the possibility and superiority of the method described in this paper. Bearing type is Rexnord ZA-2115, motor speed is 2000 r/min, sampling frequency is 20 kHz. Test experiments of 4 rolling bearings were carried out in the data set each time. When one of the bearings was damaged, the experiment was immediately stopped. Therefore, the data of each experiment were vibration signal data of the whole life process, and a total of three sets of data were generated. The experimental results are shown in Table 5.

Since the number of samples in data set 1 and data set 3 is too large, the calculation and analysis time will be greatly increased and the accuracy will be reduced. Therefore, this
paper selects 984 sets of experimental data of bearing 1 in data set 2 from normal operation to failure due to outer ring damage for analysis of degenerate samples.

Table 5. Details of test results.

<table>
<thead>
<tr>
<th>Data Set Groups</th>
<th>Sample Length</th>
<th>Damaged Bearing</th>
<th>Damaged Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set 1</td>
<td>2156</td>
<td>Bearing 3</td>
<td>Inner ring fault</td>
</tr>
<tr>
<td>Data set 2</td>
<td>984</td>
<td>Bearing 1</td>
<td>Outer ring fault</td>
</tr>
<tr>
<td>Data set 3</td>
<td>6324</td>
<td>Bearing 3</td>
<td>Outer ring fault</td>
</tr>
</tbody>
</table>

In order to verify that the RMS value selected in this paper can effectively divide the characteristics of rolling bearing sample data from normal to failure, the RMS value of 984 groups of test data is calculated and drawn into a curve, as shown in Figure 14.

![Figure 14. Changes in RMS value of lifetime data.](image)

It can be seen from Figure 14 that the RMS value has been in a relatively stable state before the 537th sample, indicating that the rolling bearing is in normal operation at this stage, and then the value begins to rise slowly, which proves that the bearing health condition begins to decline and early failure occurs (until the value of the 700th sample starts to increase suddenly). And there is a significant increase and decrease fluctuation phenomenon, which proves that the fault of the bearing begins to deteriorate and enters the intermediate fault stage. This situation continues until the 962 sample, and its value begins to increase sharply, which proves that the health state of the bearing is seriously reduced and tends to fail. This stage is a severe fault state.

According to the method constructed above, the RMS value is transformed into the health status evaluation indicator HI, and the mean and variance of the first 200 samples are calculated to obtain the fault alarm threshold. Finally, the change curve of HI value is drawn, as shown in Figure 15.

As can be seen from Figure 15, the HI value has been relatively stable for a long period of time in the early stage, which proves that the bearing is in a normal state during this period. Starting from the 535th sample, the HI value begins to be lower than the alarm threshold, which proves that the bearing is about to enter an early failure state, which is 2 samples earlier than the RMS value change method, that is, 20 min earlier. After that, the HI value began to decline slowly, until the 699th sample, the HI value showed a significant decline, and then there were obvious fluctuations, indicating that the bearing failure repeatedly deepened and wore out. At this stage, the bearing was in a moderate fault state, which was 1 sample earlier than the RMS value change method, that is, 10 min earlier. The detection point of the severe fault state is the same as that of the RMS value change method. In summary, compared with the RMS value change method, the HI value change method can detect the change of bearing health status in advance, and it is feasible.
4.4.2. Comparison of Health Status Evaluation Results

The experiments of each algorithm on the optimization process of SVM parameters are consistent with the previous ones, so this paper will not go into details here. The optimal values of kernel function parameter $g$ and penalty factor $c$ optimized by each algorithm were input into the health state evaluation model whose sample was the characteristic data of the test set. The evaluation models were compared in terms of evaluation accuracy and calculation time to verify the advantages of the methods used in this paper. The evaluation results of each model were shown in Figure 16.

![Figure 15. Changes in HI value of lifetime data.](image)

![Figure 16. Health status evaluation model results. (a) Unoptimized SVM health status evaluation results. (b) GA-SVM health status evaluation results. (c) PSO-SVM health status evaluation results. (d) SSA-SVM health status evaluation results.](image)
From Figure 16, it can be seen that the evaluation error rate of the unoptimized SVM is higher, followed by the SVM optimized by GA and PSO, and the evaluation accuracy of the SSA-SVM method constructed in this paper is the highest. The detailed evaluation of each model is summarized with a bar chart, and the evaluation and results are shown in Figure 17.

As can be seen from Figure 17, although the calculation time of unoptimized SVM 3.498 s is the lowest among the four models, the total number of evaluation errors is the highest. If the sample size continues to increase, a larger error number gap will be formed with other models. The accuracy of the SSA-SVM evaluation model of 97.5% and the computation time of 28.74 s are the best among the three optimized SVM models, which proves the effectiveness of the SSA algorithm in optimizing the kernel function parameter $g$ and penalty factor $c$ in SVM, and also reflects the superiority of the SSA-SVM evaluation model constructed in this paper compared with the other three models. It is suitable for evaluating the health status of rolling bearings during the whole life cycle.

5. Conclusions
In order to improve the accuracy of health monitoring, fault feature extraction and diagnosis of rolling bearings, this paper starts with the signal processing method of VMD-KPCA, the division of degenerate samples based on cosine similarity and sample classification based on SVM, and analyzes the following two aspects of health management of rolling bearings: fault diagnosis and health status assessment, which are studied and verified by an example.

In view of the impact of improper parameter values on the decomposition effect of vibration signals in VMD, the SSA algorithm is used to optimize the number of decomposition layers $k$ and penalty factor $\alpha$ in VMD by using the minimum envelope entropy as the fitness function, and thus an adaptive VMD algorithm is formed according to the difference
of vibration signals. Compared with PSO-VMD and GA-VMD, SSA-VMD can effectively suppress the problem of mode aliasing, and the test calculation time is 582 s, which is significantly shortened compared with 639 s and 658 s of PSO-VMD and GA-VMD.

In view of the defect that a single fault feature is easy to cause low fault diagnosis accuracy, this paper uses time domain, frequency domain, and energy entropy to build a multi-domain fault feature set, but high-dimensional fault features will cause a large increase in computation. Therefore, this paper uses KPCA to calculate the principal component contribution rate of multi-domain fault features, eliminates the redundant features, and realizes the dimensionality fusion of fault features.

In order to discover the status changes during the life cycle of rolling bearings in a timely manner, the root-mean-square value of vibration signals is used as the initial health status evaluation index, and then the root-mean-square value is calculated by cosine similarity, which is used as the final health status evaluation index HI, and the 3σ rule is used to integrate the fault alarm threshold. Thus, the fault warning of rolling bearing and the division of sample data are realized.

In view of the difficulty of parameter selection in SVM and the low classification accuracy, this paper uses SSA algorithm to optimize the values of kernel function parameter g and penalty factor c in SVM by taking the optimal value of average classification accuracy in the 5-fold cross-validation as fitness function, and carries out example verification through the authoritative data center data set. The results were compared with the unoptimized SVM, GA-SVM and PSO-SVM models in terms of fault diagnosis accuracy, health status assessment accuracy and calculation time. The results showed that SSA-SVM was superior to other models. The fault diagnosis accuracy of SSA-SVM is 98.3333%, and the state assessment accuracy is 97.5%, which is slightly lower than that of SSA-SVM without KPCA dimensionality reduction, but the calculation time is shortened from 57.208 s to 41.438 s, which is suitable for high-dimensional data types. The accuracy of state evaluation was higher than that of unoptimized SVM, GA-SVM and PSO-SVM, and the computation time of 28.743 s was higher than that of unoptimized SVM (3.498 s), but its accuracy of 92.5% was too low.

In future studies, we should continue to optimize the model to shorten the running time of the model, improve the accuracy and robustness of the model. In the data set test phase, we can select the data under varying conditions to verify the generalization performance of the model. In addition, we can also improve the overall information integration capability of the model, establish a lighter weight, economic and flexible bearing health management system, and integrate the updated model into the existing model to improve the model capability.
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