Effect of Cross-Well Natural Fractures and Fracture Network on Production History Match and Well Location Optimization in an Ultra-Deep Gas Reservoir

Dong Chen 1,2,3,4, Yuwei Jiao 5, Fenglai Yang 1, Chuxi Liu 6, Min Yang 1, Joseph Leines Artieda 6 and Wei Yu 6,*

1 Tarim Oilfield Petrochina, Tarim, Korla 841000, China; chdong-tlm@petrochina.com.cn (D.C.); yangfl-tlm@petrochina.com.cn (F.Y.); yangmin_tlm@petrochina.com.cn (M.Y.)
2 R&D Center for Ultra-Deep Complex Reservoir Exploration and Development, CNPC, Tarim, Korla 841000, China
3 Engineering Research Center for Ultra-Deep Complex Reservoir Exploration and Development, Xinjiang Uygur Autonomous Region, Tarim, Korla 841000, China
4 Xinjiang Key Laboratory of Ultra-deep Oil and Gas, Tarim, Korla 841000, China
5 Research Institute of Petroleum Exploration and Development, Beijing 100083, China; jiaoyuwei@petrochina.com.cn
6 SimTech LLC., Houston, TX 77084, USA; liu.francis@utexas.edu (C.L.); joseph.leines@simtechnologyus.com (J.L.A.)
* Correspondence: yuwei127@gmail.com; Tel.: +86-(512)-574-0080

Abstract: Understanding subsurface natural fracture systems is crucial to characterize well production dynamics and long-term productivity potential. In addition, the placement of future wells can benefit from in-depth fracture network connectivity investigations, vastly improving new wells’ profitability and life cycles if they are placed in dense, well-connected natural fracture zones. In this study, a novel natural fracture calibration workflow is proposed. This workflow starts with the extraction of sector geology and a natural fracture model from the pre-built full-field model. Then, a cross wellbore discrete fracture network (CW-DFN) is created using a novel CW-DFN generation tool, based on image log data. An innovative fracture network identification tool is developed to detect the interconnected regional fracture network (IcFN) with CW-DFN. The non-intrusive embedded discrete fracture model (EDFM) is utilized to numerically incorporate the complex IcFN and CW-DFN in a reservoir simulation, and it is history-matched by tuning their conductivities. This workflow is applied to a single vertical well in a natural fracture carbonate reservoir in Northwest China. The study results show that the number of CW-DFNs is 11, and the number of IcFNs is 72. The non-intersected natural fractures only account for 5.5% of the production, and thus can be removed to improve simulation efficiency. The history-matching absolute average relative deviation (AARD) is 15.16%. The calibrated effective fracture permeability is 280 millidarcy, with an aperture of 0.001 m, equating to a conductivity of 0.28 millidarcy-meter. The 30-year gas production forecast is estimated to be 1.66 billion cubic meters based on a history-matched model. Finally, if the well is drilled to the east of the sector, 30-year production declines to 1.33 billion cubic meters (a reduction of 20%). However, if the well is drilled to the west of the sector, 30-year production increases to 2 billion cubic meters (an improvement of 20.5%).
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1. Introduction

Naturally fractured reservoirs, holding nearly 40% of the world’s gas reserves [1], pose significant challenges for the oil and gas industry due to their complex fracture networks. These networks play a crucial role in fluid dynamics and, consequently, in the
performance of reservoirs. Given the substantial uncertainties surrounding natural fracture distribution, accurate modeling and simulation become essential for optimizing extraction processes.

To achieve detailed characterization of natural fractures, industry professionals rely on static borehole images (BHI), core, seismic, and outcrop data [2–4]. The connectivity formed by these natural fractures, a vital determinant of well performance, is influenced by fracture geometry and density. Notably, denser and longer fractures tend to facilitate greater connectivity than their shorter and sparser counterparts [5]. This connectivity, especially when fractures intersect the wellbore trajectory, significantly impacts well performance.

Dynamic production and well-testing data are crucial for calibrating properties such as fracture permeability, porosity, and geometries [6–9]. This often involves an iterative process to refine the uncertain attributes of natural fractures [10], reducing the uncertainties in discrete fracture network (DFN) characterization. Calibrated DFN models are invaluable for predicting pressure depletion and optimizing new well developments.

The traditional dual porosity dual permeability (DPDK) method, despite its widespread application for reservoir simulation and history matching [11–13], struggles with explicit single fracture modeling and tends to overestimate natural fracture connectivity [14–18]. Such methods inaccurately assume disconnected fractures to be connected networks [5,19]. Although local grid refinement and unstructured gridding offer alternatives, they are often too time-intensive for simulating complex three-dimensional (3D) natural fractures [20,21].

To address these challenges, the embedded discrete fracture method (EDFM) has been developed, offering a robust solution to explicitly model individual natural fractures [22–24]. However, the effects of natural fracture connectivity on well performance and the process of fracture calibration remain underexplored.

This study introduces a novel workflow for DFN calibration and validation using production data, examining the connectivity between natural fractures and the wellbore through the EDFM method. Our approach can handle 3D DFN models of any geometry, orientation, and dip angle, ensuring full capture of the interaction between the DFN and the geology model. A field application demonstrates the workflow’s ability to calibrate DFN properties effectively, examining their impacts on well performance and achieving a satisfactory match between simulation results and production data. This calibrated DFN model also facilitates an investigation into the effects of new well locations based on performance, underscoring our workflow’s capability to characterize reservoir dynamics comprehensively.

2. Methodology

The proposed single-well DFN calibration methodology is described below (Figure 1). First, the full-field reservoir model and fracture model is obtained. These models are either cut, refined, or extracted to form a sector model that only contains the well of study. Alongside this step, original image log data are obtained for the well, and the cross-wellbore DFN generation module is utilized to create fractures that are intersecting the wellbore. Then, a DFN analyzer is implemented to identify a connected fracture network between sector DFN and generated cross-wellbore DFN. Reservoir simulation is then carried out with the help of EDFM. If the DFN network does not match the history production, another cross-wellbore DFN will be generated, but with a different fracture size. Then, the network identification is repeated until history data can be matched. We then obtain the history-matched model and production forecast will be studied using the representative DFN network model to quantify long-term estimated ultimate recovery (EUR).
2.1. Cross-Wellbore DFN Generation

Cross-wellbore fractures are generated using standard well image logs, in which measured depth, azimuth angle, dip angle, and interpretation status are used as inputs. Interpretation status measures whether the natural fracture is conductive (it has certain apertures) or sealed (it is cemented).

Each natural fracture is subjected to its own coordinate system as a function of its azimuth and dip angle. In order to define a natural fracture using this coordinate system, we define three vectors: azimuth, dip, and normal vector Equations (1)–(3).

\[
\begin{align*}
\mathbf{n}_a &= \begin{bmatrix} \cos(\text{azimuth}) & \sin(\text{azimuth}) & 0 \end{bmatrix} \\
\mathbf{n}_d &= \begin{bmatrix} -\sin(\text{azimuth}) \cos(\text{dip}) & \cos(\text{azimuth}) \cos(\text{dip}) & \sin(\text{dip}) \end{bmatrix} \\
\mathbf{n}_n &= \begin{bmatrix} -\sin(\text{azimuth}) \sin(\text{dip}) & \cos(\text{azimuth}) \sin(\text{dip}) & -\cos(\text{dip}) \end{bmatrix}
\end{align*}
\]

where \( \mathbf{n}_a \) is the azimuth vector, \( \mathbf{n}_d \) is the dip vector, and \( \mathbf{n}_n \) is the normal vector; azimuth and dip are the azimuth and dip angles of the natural fracture.

We assumed a natural fracture intersects the well trajectory at the center of its polygonal representation. The polygon center coordinate can be interpolated based on its measured depth from the well trajectory. Then, by assigning the required fracture length and height, one can generate the polygon vertices’ coordinates based on the defined coordinate system, as shown in Figure 2.
2.2. Fracture Network Identification

Fracture network identification was achieved by using a collision detection algorithm [25], which models the fracture network as a series of 3D polygons. The algorithm is capable of detecting all groups of connected natural fractures from a file containing only their spatial coordinates. Figure 3 shows the identification of six natural fracture groups, highlighting the blue group as the largest one and the orange group as the one with disconnected fractures.

The DFN identification process starts by including the original DFN model. Then, we generate the cross-wellbore DFN based on image log data. We combine both DFN models and run the collision detection algorithm to extract the groups of connected fractures. Finally, we search inside the connected groups that include the cross-wellbore fractures to generate a network of natural fractures that directly connect with the cross-wellbore fractures.

This process maximizes the operator’s available data usage because it incorporates direct measurements from well image logs to support the history-matching process.
2.3. Embedded Discrete Fracture Model (EDFM)

Conventional reservoir simulations in fractured reservoirs cannot benefit from robust reservoir characterization methods such as cross-wellbore generation and fracture network identification because they treat the fracture network as a whole. By using traditional dual porosity methods to incorporate the effect of a fracture network, the modeler loses key spatial data and ends up overestimating the effect of the natural fracture network. In contrast, EDFM can explicitly model 3D natural fractures and can capture more realistic scenarios, such as connected fracture networks [22]. In addition, EDFM provides superior flexibility when it comes to running additional sensitivity studies where the main variables to be studied are spatial properties (natural fracture orientation, density, and geometry).

EDFM embeds each fracture inside the matrix grid, and its effects on production are quantified by their connections with the matrix, other natural fractures, and portions of the fracture itself located in different matrix grid blocks. These connections are modeled by adding new cells to the computational domain whose main calculations are done by using non-neighboring connections (NNCs) in traditional reservoir simulators.

3. Field Application of DFN Analysis

3.1. General Reservoir Model

The proposed DFN analysis workflow is implemented in a region of a naturally fractured carbonate gas reservoir (short named DB) in Northwest China. There are a total of four vertical wells that have been put into production. As can be seen in Figure 4, the full-field reservoir model covers an area of 20 km long, 1.8 km wide, and 240 m thick. The original model grid block size is 100 m × 100 m × 2.1 m in x, y, and z directions. Well-4 is selected to demonstrate the workflow, and the single-well sector model is cut and refined. The sector model covers an area of 2.3 km × 1.7 km with the same thickness, with a higher horizontal grid resolution of 20 m. The sector model’s depth ranges from 3370 to 3612 m, and the porosity, permeability, water saturation, and pressure heterogeneity maps are plotted in Figure 5; the statistical histogram of these properties’ distributions are plotted in Figure 6. The average values for these properties are 4%, 0.32 md, 40%, and 81 MPa. The standard deviations (STD) of these properties are 2.9%, 0.48 md, 27%, and 0.36 MPa. Detailed model information can be found in Table 1. From Figure 6, we can observe that the porosity and water saturation exhibit right-skewed distribution with the mode at 3.75% and 42.5%, respectively. The permeability exhibits flipped lognormal distribution with its mode at 0.4 md. The pressure exhibits normal distribution with its mode at 811.5 MPa.

Figure 4. Full-field view of the gas reservoir’s porosity heterogeneity.
Figure 5. Sector view of the single-well model’s petrophysical properties: (a) porosity; (b) permeability; (c) water saturation; (d) reservoir pressure.

Figure 6. Statistical distributions of the single-well model’s petrophysical properties: (a) porosity; (b) permeability; (c) water saturation; (d) reservoir pressure.
Table 1. Basic properties of the full-field and sector gas reservoir model.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-field model dimension (x × y × z)</td>
<td>20 × 1.8 × 240</td>
<td>km × km × m</td>
</tr>
<tr>
<td>Full-field number of grid blocks (x × y × z)</td>
<td>202 × 23 × 118</td>
<td>-</td>
</tr>
<tr>
<td>Full-field grid cell size (x × y × z)</td>
<td>100 × 100 × 2.1</td>
<td>m × m × m</td>
</tr>
<tr>
<td>Sector model dimension (x × y × z)</td>
<td>2.3 × 1.7 × 240</td>
<td>km × km × m</td>
</tr>
<tr>
<td>Sector number of grid blocks (x × y × z)</td>
<td>115 × 85 × 118</td>
<td>-</td>
</tr>
<tr>
<td>Sector grid cell size (x × y × z)</td>
<td>20 × 20 × 2.1</td>
<td>m × m × m</td>
</tr>
<tr>
<td>Reservoir depth range</td>
<td>3370–3612</td>
<td>m</td>
</tr>
<tr>
<td>Average/STD of porosity</td>
<td>4/2.9</td>
<td>%</td>
</tr>
<tr>
<td>Average/STD of permeability</td>
<td>0.32/0.48</td>
<td>md</td>
</tr>
<tr>
<td>Average/STD of water saturation</td>
<td>40/27</td>
<td>%</td>
</tr>
<tr>
<td>Average/STD of reservoir pressure</td>
<td>81/0.36</td>
<td>MPa</td>
</tr>
</tbody>
</table>

3.2. In Situ DFN Model and Cross Wellbore DFN Model

A 3D in situ DFN model was constructed using regional knowledge and overall image log statistics such as fracture intensity. The total number of full-field DFNs is 1 million (See Figure 7). Based on the areal extent of the sector reservoir model, the sector DFN model was extracted (Figure 8). The number of fractures within the sector model is 116 thousand. The average azimuth has two major trends, orienting at 107 and 285 degrees (STD is 68.5°), with a single dip trend averaging 77 degrees and a STD of 7.6 degrees. The average fracture length is 77 m, and the STD is 12.9 m. The mean and STD of fracture height is 40 m and 6.7 m. Table 2 tabulates detailed information about the in situ DFN model.

![Figure 7. Full-field DFN model.](image-url)
Figure 8. Spatial configuration of the DFN model and the extracted sector DFN model. (a) Azimuth angle distribution histogram; (b) dip angle distribution histogram; (c) DFN length distribution histogram; and (d) extracted sector DFN.

Table 2. Basic properties of the DFN model within this gas reservoir.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-field DFN number</td>
<td>1 million</td>
<td>-</td>
</tr>
<tr>
<td>Sector DFN number</td>
<td>22330</td>
<td>-</td>
</tr>
<tr>
<td>Average azimuth angle (2 sets), STD of azimuth</td>
<td>107/285, 68.5</td>
<td>°</td>
</tr>
<tr>
<td>Average/STD of dip angle</td>
<td>77/7.6</td>
<td>°</td>
</tr>
<tr>
<td>Average/STD length</td>
<td>77/12.9</td>
<td>m</td>
</tr>
<tr>
<td>Average/STD height</td>
<td>40/6.7</td>
<td>m</td>
</tr>
</tbody>
</table>

By using the well-based image log data (Figure 9), a cross-wellbore DFN was then created. Fracture azimuth and dip information were directly obtained from the tad-pole plots. For the base case, the length of the cross-wellbore DFN follows power-law distribution with a power-law constant of 30 m, a maximum of 100 m, and a power-law exponent of 1.5. The height of the cross-wellbore DFN follows uniform distribution, which was randomly sampled between 15 m and 25 m. A total of 11 cross-wellbore DFNs were created. The generated base case cross-wellbore DFN is shown in Figure 10.
3.3. DFN Network Identification

The next step was to identify the DFN networks, which are a subset of the sector DFN that both intersect the cross-well DFN and are connected to each other. Figure 11 shows...
the network identified by the algorithm, which is highlighted in transparent blue. In this case, a total of 72 DFNs are identified as the intersecting network.

Figure 11. Intersected DFN network model, highlighted by transparent blue.

4. Reservoir Simulation and History Matching

Based on core data (Figure 12), image log analysis (Figure 13), and well-testing results (Table 3), the reservoir area near Well-4 is characterized with low leak-off (12 cubic meters from well test), a high degree of calcite fillings, and highly ineffective fracture networks (0% of open fracture, 75% of semi-open fractures, and 25% closed fractures). Compared with image log analysis for other wells (15%, 64%, and 87% of open fractures for Well-1, Well-2, and Well-3), we believe that the effective equivalent fracture conductivity will be low.

Traditionally, the single-well model is calibrated using the gas flow rate as the operating constraint, and bottomhole pressure (BHP) is the matching target. However, the calculated BHP history data of this well show half of the initial reservoir pressure, right after the well starts producing. The variation of BHP is also pretty small after almost 3 years of production. Therefore, the strategy to use BHP as a well constraint and to set cumulative gas production as a matching target was adopted. Figure 14 shows the BHP history (black circle) of this well versus the initial reservoir pressure (red dash).

Figure 12. Core data observations of calcite filling across different wells in the reservoir.
Figure 13. Image log analysis across different wells in the reservoir.

Table 3. Well-testing results across different wells in the reservoir.

<table>
<thead>
<tr>
<th>Well Name</th>
<th>Leak-Off Volume (m³)</th>
<th>Matrix Permeability (md)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well-1</td>
<td>98.8</td>
<td>-</td>
</tr>
<tr>
<td>Well-2</td>
<td>10.94</td>
<td>5.91</td>
</tr>
<tr>
<td>Well-3</td>
<td>157.07</td>
<td>8.56</td>
</tr>
<tr>
<td>Well-4</td>
<td>11.8</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Figure 14. Well-4’s BHP history (black circle) and average initial reservoir pressure (red dash).

The base case reservoir simulation was run with and without a non-intersected DFN network, and the results are shown in Figure 15. As can be seen, cumulative gas production has minimal differences (5.5% apart) for the period of the production history. Therefore, the history-matching process can be done without considering non-intersected networks to speed up the matching. After tuning the fracture network conductivity, the best match was achieved as shown in Figure 16. The history-matching accuracy of cumulative gas production, quantified by absolute average relative deviation (AARD), was calculated to be 15.16%. The representative fracture aperture and permeability were 1 mm and 280 md, equivalent to a conductivity of 0.28 md-m. Figure 17 shows the predicted 30-year long-term production of gas, using the history-matched model. For the prediction period,
the bottomhole pressure declines linearly, similar to the trends of the last 30 days of history bottomhole pressure, until it reaches a minimum of 10 MPa. The value of 10 MPa is chosen because this is the empirical value often used by the operator. This value represents the maximum physically possible drawdown by the well. Any value above this does not maximize long-term production, and any value below this will require additional manually supplied energy (such as pumps) and will add cost. The estimated ultimate recovery (EUR) is approximately 1.66 billion cubic meters.

Figure 15. Base case cumulative gas production with and without non-intersected DFN.

Figure 16. Bottomhole pressure constraint (left) and history-matched cumulative gas production (right).

Figure 17. The 30-year gas EUR prediction (right) using minimum bottomhole pressure of 10 MPa (left).

5. Well Location Optimization

Based on the observations from cross-well DFN generation, network identification, and history matching, the well performance potential of the current well drilling location
could be optimized. This is feasible because the DFN intensity is much higher in the western region of the sector model than the eastern part. Therefore, two new well drilling locations are proposed to study the well location’s impact on the long-term well performance. Figure 18 shows the proposed location (purple) and also the detected DFN network (blue), assuming the same configuration of the cross-well DFN. The reservoir simulations for these two well location scenarios were performed (assuming same DFN conductivity as calibrated value), and Figure 19 displays the 30-year cumulative gas production. It was observed that if the well is drilled to the east of the sector, there will be a total of 55 natural fractures intersecting the 11 cross-well DFN, and the 30-year EUR will decline to 1.33 billion cubic meters, or a 20% reduction. However, if the well is drilled to the west, there will be a total of 11,416 natural fractures intersecting the 11 cross-well DFN, and the 30-year EUR will be improved to 2 billion cubic meters (20.5% increase). Therefore, it is suggested that future wells should be planned in the western region of this sector. Figure 20a–c shows the 5-year, 15-year, and 30-year matrix/fracture pressure distributions with original well drilling location. The average fluid pressure within the matrix drops to approximately 500 bars after 30 years of production. The comparisons of pressure distributions with different well drilling location after 5 years, 15 years, and 30 years are plotted in Figure 20d–i. Compared with the original well location, we can see that the degree of drainage is suboptimal if the well is drilled to the east (average fluid pressure only drops to 550 bars after 30 years), but will be maximized if the well is drilled to the west (average fluid pressure can drop to 450 bars after 30 years).

**Figure 18.** Horizontal cross-section of pressure distribution at different periods of production. (a) Well drilling location moved to the west; (b) well drilling location moved to the east.

**Figure 19.** Horizontal cross-section of pressure distribution at different periods of production.
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Figure 20. Horizontal cross-section of pressure distribution at different periods of production for different well location scenarios, within the matrix and fractures. (a) After 5 years of production, original well drilling location; (b) after 15 years of production, original well drilling location; (c) after 30 years of production, original well drilling location; (d) after 5 years of production, well drilled to east; (e) after 15 years of production, well drilled to east; (f) after 30 years of production, well drilled to east; (g) after 5 years of production, well drilled to west; (h) after 15 years of production, well drilled to west; (i) after 30 years of production, well drilled to west.

6. Conclusions

An innovative DFN analysis workflow was applied successfully to a field case carbonate reservoir, in which a single well’s DFN network was calibrated through production history. The cross wellbore DFN (CW-DFN) was generated using the comprehensive image log data, and DFN network was identified with the generated CW-DFN and a pre-built regional DFN model. The conductivity of this DFN network was evaluated with history matching, and a 30-year gas EUR forecast was modelled to quantify well performance. Lastly, using this workflow, we were able to propose an optimized well drilling location for future development. The following are the detailed summaries:

(1) By incorporating image log data, the CW-DFN can be created with ease. The network identification tool is robust to assess the connectivity of the regional DFN with CW-DFN. The DFN conductivity has high uncertainty, but can be calibrated by history matching with help of EDFM, and is finally quantified to be 0.28 md-m.

(2) With EDFM, the long-term well performance can be appraised. The 30-year gas EUR is estimated to be 1.66 billion cubic meters.

(3) With the DFN network identification tool, the well drilling location has space for optimization. It is suggested that new wells should target the western part of this sector model, as the DFN intensity is higher and CW-DFN can be connected to a system of more than 11 thousand natural fractures. Thirty-year gas production can be improved potentially by 0.34 billion cubic meters (from 1.66 to 2 billion cubic meters), or a 20% increase.
(4) Based on the pressure drainage visualization, we observe that the original well location, well drilled to the east of sector, and well drilled to the west of the sector will reach average fluid pressures of 50 MPa, 55 MPa, and 45 MPa, respectively.
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**Abbreviations**

Major SI Metric Units and Field Units Conversion Factors

<table>
<thead>
<tr>
<th>Unit</th>
<th>Conversion Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 meter (m)</td>
<td>3.28084 feet (ft)</td>
</tr>
<tr>
<td>1 square meters (m²)</td>
<td>10.76391 square feet (ft²)</td>
</tr>
<tr>
<td>1 square meters (m²)</td>
<td>1.01325×10¹⁵ milidarcy (md)</td>
</tr>
<tr>
<td>1 square meters (m²)</td>
<td>1.01325×10²¹ nanodarcy (nd)</td>
</tr>
<tr>
<td>1 mega Pascal (MPa)</td>
<td>10 Atmospheric pressure (bars)</td>
</tr>
<tr>
<td>1 mega Pascal (MPa)</td>
<td>1000 kilo Pascal (kPa)</td>
</tr>
<tr>
<td>1 kilo Pascal (kPa)</td>
<td>0.14504 pound-force per square inch (psi)</td>
</tr>
<tr>
<td>1 kilo Pascal second (kPa·s)</td>
<td>1.0 centi Poise (cp)</td>
</tr>
</tbody>
</table>
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