Approach to Chemical Process Transition Control via Regulatory Controllers with the Case of a Throughput Fluctuating Ethylene Column
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Abstract: For chemical processes, dynamic optimization is employed for process transition. On the basis of the multilayer control structure, the employment of dynamic optimization is affected by the regulatory control system. To avoid the adjustment of the regulatory control system, set-point optimization is proposed. For comparison, two types of optimization models, namely direct optimization and set-point optimization, are formulated. The superiority of set-point optimization is rigorously proven. By simulating the commercial process of a throughput-fluctuating ethylene column, the integrated absolute error and maximum deviation of product quality are reduced by more than 150% with set-point optimization. The results indicate that the approach to process transition via regulatory controllers not only avoids the insecurity caused by the switching of set-point controllers but also improves the optimization performance. In conclusion, the proposed optimization structure, namely set-point optimization, is operable and stable for commercial chemical process transitions.

Keywords: process systems engineering; process control; chemical process transition; dynamic optimization; set-point optimization

1. Introduction

For continuous chemical processes, the process transition caused by the flexible working conditions should be considered [1–3], whereas the requirement for dynamic processes may not be satisfied by the general control system. There is a necessity to improve the process performance with complicated control strategies.

In the previous work of the authors [2], control vector parameterization (CVP) was used for implementing the process transition. The decision variables of the optimization problem contain the discrete time grid and the parametric sequence, and the performance is improved by the alternation optimization. Through the simulation of the practical chemical process, innovation and practicability have been verified.

Despite employing dynamic optimization structures to improve dynamic performance [4], there is a major problem for practical application. In commercial chemical processes, because of their complexity and reconfigurability [5], the multilayer control structure is widely used [6]. Only the basic control layer has direct access to the plant [7]. In other words, the outputs of the dynamic optimization module cannot directly manipulate the plant [8]. Therefore, the regulatory/basic controllers should be considered for the process transition based on dynamic optimization.

Dynamic optimization is recommended for guiding the process transition, whereas the research on dynamic optimization covers a wide range, such as dynamic prediction [9].
robust control [10], and nonlinear optimization [11]. Because of their complexity and practicability, the solution strategies of dynamic optimization catch researchers’ attention [12]. Besides the inefficient analytical/variational approach, the numerical approach is recommended for complicated chemical processes [13]. The numerical approach is separated into two groups: simultaneous strategies and sequential strategies [14]. Simultaneous strategies, namely full discretization strategies [15], discretize all the state and control variables, which consume a lot of computational expense for solving the NLP problem. Sequential strategies, namely partial discretization strategies [16,17], just discretize control variables, whereas numerical integration of the DAE model is required [18]. The two approaches are recommended for different commercial plants.

Considering the practical application of dynamic optimization, the set-point optimization structure is employed [19,20]. The decision variables are the set-points of regulatory controllers. In general, there are two important problems caused by regulatory controllers for dynamic optimization. The first problem is establishing a new relevant dynamic model [21,22]. The original process dynamic model is unusable because the decision variables, namely the input of the plant, are changed [23,24]. The second problem is eliminating the influence of regulatory controllers’ performance on dynamic optimization [25]. The poor performance of regulatory controllers leads to the belated tracking of the optimal set-point trajectory [26,27]. Therefore, parameter tuning is necessary for regulatory controllers [28].

To solve the two problems, the scholars proposed the integration of control and process design [29,30]. The dynamic optimal trajectory, regulatory control structures, and controller parameters are obtained by solving a mixed-integer dynamic optimization problem [31,32]. The regulatory control system is adjusted for optimization. But generally, the process transition is occasional for the total process. That is to say, the process transition strategy, such as dynamic optimization, is an auxiliary of the regulatory control strategy. Only when the requirement of dynamic processes cannot be satisfied by the general control system is the process transition strategy adopted. In a word, the regulatory control system is the precondition for implementing the process transition strategy, whereas the adjustment of the regulatory control structures should be avoided for most chemical processes.

This paper is the continuation of the authors’ previous work [2]. The previous work implemented the process transition based on dynamic optimization and proposed an efficient solution strategy based on control vector parameterization. In this paper, the approach to chemical process transition via regulatory controllers is discussed for practical application. For innovation, two types of dynamic optimization models, namely direct optimization and set-point optimization, are proposed and formulated based on the regulatory control structure. The merit of set-point optimization is theoretically proven. For practicality, the fluctuation caused by the adjustment of regulatory control structure is avoided, and the correctness of the theoretical analysis is verified via the case study of a commercial ethylene column with fluctuating throughput.

The detailed contributions are as follows: In Section 2, considering the influence of regulatory controllers, two types of optimization models, namely direct optimization and set-point optimization, are proposed, whereas the latter optimization model is beneficial to safe operation. In Section 3, the different optimization models are formulated. Furthermore, the superiority of set-point optimization is rigorously proven. In Section 4, a commercial ethylene column is introduced. The process transition, caused by the throughput fluctuation, is implemented by set-point optimization. In Section 5, by simulation, the control performance is significantly improved for set-point optimization. That is to say, safety and optimality are simultaneously achieved by dynamic optimization via regulatory controllers.
2. Problem Description

The previous work of the authors proposes the conception of process transition, and then an efficient solving strategy is discussed for complicated chemical processes [2]. Despite the solution strategy, other factors associated with practical application, have not been discussed. In this paper, an approach to chemical process transition via regulatory controllers is implemented.

For chemical processes, the classical multilayer control structure is shown in Figure 1. The direct control layer is responsible for the safe operation of the process. Because of the rapidity of direct control, the extended process, namely the integration of the direct controllers and the process, is modeled by ignoring the adjusting time of direct controllers [33]. The set-point controllers are located at a higher layer, whose input is the result of steady-state optimization. For process transitions caused by large-range changes in production conditions, the optimal working condition is obtained by steady-state optimization [34]. The target of the set-point control layer is reaching the optimal operating point under new production conditions, whereas the optimality of the dynamic transition process is ignored. To improve the dynamic performance, model-based dynamic optimization is employed [2]. The optimal trajectory is the input of the regulatory control system, which consists of direct controllers and set-point controllers.

There is a noteworthy problem with employing dynamic optimization. In detail, two types of dynamic optimization models, namely direct optimization and set-point optimization, are defined. For direct optimization, the optimized object is the extended process, which is the integration of direct controllers and the process. To avoid the conflict of control signals, the set-point controllers should be cut down for the process transition period and re-enabled for the relatively steady period. The switching of set-point controllers is harmful to safe operation. For set-point optimization, the optimized object is the integration of set-point controllers and the extended process. The regulatory controllers are completely retained, which is beneficial for safe and simple operation. On the other hand, besides the influence on safe operation, optimal performance should be considered for the two types of dynamic optimization. In this paper, the merit of the set-point optimization, which completely retained regulatory controllers, is discussed.
3. Process Transition Strategy via Regulatory Controllers

3.1. Optimization Formulation

For direct optimization, shown in Figure 2a, \( I_s \) represents the production index, such as product quality; \( x_{sp} \) represents the set-point; \( u \) represents the manipulated variables; and \( v \) represents the operating variables. The mode A represents the dynamic optimization enable, and the mode B represents the set-point control enable. Direct control is the basic layer of the control system. Considering reliability and robustness, the optimized object is the extended process, namely the integration of direct controllers and chemical processes, whereas the optimization/decision variables (\( u \)) are the inputs of direct controllers.

For set-point optimization, shown in Figure 2b, the optimized object is the integration of set-point controllers and an extended process, whereas the optimization/decision variables (\( x_{sp} \)) are the inputs of set-point controllers. The standard optimization formulation is given in the following description.

To avoid significant superposition error, the full discretization strategy requires high discrete precision, which consumes a lot of computational expense for solving the NLP problem for complicated chemical processes. Considering the large number of state variables, the sequential discretization strategy is recommended to avoid dimension problems. The previous work of the authors proposes the general optimization model [2], which is employed to establish direct and set-point optimization models in the following content.

Figure 2. Control structures for different optimization types: (a) direct optimization; (b) set-point optimization.
In Figure 2, to discuss dynamic optimization, there are three parts of the system that should be considered: the set-point control module, the direct control module, and the actual process. The mathematical descriptions of them are represented as:

$$
\begin{align*}
\begin{cases}
\dot{x}_d(t) = f_{d}(x_d, x_a, v, t) \\
\dot{v} = f_{d}(x_d, x_a, v, t) = 0
\end{cases}
\end{align*}
$$

where $f_{d}$ represents the differential and algebraic equations of the actual process; $x_d$ and $x_a$ represent the differential and algebraic variables; $v$ represents the input vector of the actual process; $f_{d}(\cdot)$ represents the mathematical model of the direct control module; $u$ represents the input vector of the direct control module; $f_{sc}(\cdot)$ represents the mathematical model of the set-point control module; $x_{sp}$ represents the input vector of the set-point control module. Meanwhile, the following constraint equations for the inputs should be satisfied:

$$
\begin{align*}
\begin{cases}
v_{lb} \leq v(t) \leq v_{ub} \\
v_{lb} \leq u(t) \leq u_{ub} \\
x_{sp}^{lb} \leq x_{sp}(t) \leq x_{sp}^{ub}
\end{cases}
\end{align*}
$$

where $v_{lb}$ and $v_{ub}$ are the lower and upper bounds of the input vector for the actual process; $u_{lb}$ and $u_{ub}$ are the lower and upper bounds of the input vector for the direct control module; $x_{sp}^{lb}$ and $x_{sp}^{ub}$ are the lower and upper bounds of the input vector for the set-point control module.

For discretization, the control period has been segmented:

$$
[0, t_f] \rightarrow [0, t_1), [t_1, t_2), \ldots, [t_{k-1}, t_k), \ldots, [t_{N-1}, t_N]
$$

where $t_f$ is the length of control horizon; $t_{k-1}$ and $t_k$ represents the lower and upper time of the $k$th time interval; and $N$ is the time interval number.

For direct optimization, the optimized object is an extended process, represented as:

$$
\begin{align*}
\begin{cases}
\dot{x}_d(t) = f_{dc}(x_d, x_a, u, t) \\
\dot{u} = f_{dc}(x_d, x_a, u, t) = 0
\end{cases}
\end{align*}
$$

where $f_{dc}(\cdot)$ represents the mathematical model of the extended process, namely the integration of Equations (1) and (2). While the direct controllers are idealized, the extended process model is established by process mathematical analysis [33]. The solution is represented as:

$$
x = [x_d, x_a] = \hat{f}_{DC}(u, t)
$$

where $\hat{f}_{DC}(\cdot)$ is obtained by the numerical integration of Equation (6). The optimization vector, namely the input of the direct control module, is represented as:

$$
u(t) = [u_1(t), u_2(t), \ldots, u^l(t), \ldots, u^{N_u}(t)]^T
$$

where $N_u$ represents the dimension of direct control inputs, discretized/parameterized as:

$$
u^l(t) = \sum_{k=1}^{N_u} \hat{u}^{lk} \chi_k(t)
$$

where $\hat{u}^{lk}$ represents the value of the $l$th optimization variable in $[t_{k-1}, t_k)]$. $\chi_k(t)$ is represented as:

$$
\chi_k(t) = \begin{cases} 
1 & \text{if } t_{k-1} \leq t < t_k, \\
0 & \text{else}
\end{cases}
$$
In Table 1, the Model 1 is the mathematical formulation of direct optimization.

### Table 1. Formulation of direct optimization and set-point optimization.

<table>
<thead>
<tr>
<th>Optimization objective</th>
<th>Model 1: Direct Optimization</th>
<th>Model 2: Set-Point Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f = \Phi(x, u, x_c, t, f_l) )</td>
<td>( f = \Phi(x, u, x_c, t, f_l) )</td>
<td>( f = \Phi(x, u, x_c, t, f_l) )</td>
</tr>
<tr>
<td>( x = F_{oc}(x, t, f_l) )</td>
<td>( x = F_{oc}(x, t, f_l) )</td>
<td>( f_s(x, x_u, x_{sp}, x_c, t) = 0 )</td>
</tr>
<tr>
<td>( x = [x_d, x_s] )</td>
<td>( x = [x_d, x_s] )</td>
<td>( x = [x_d, x_s] )</td>
</tr>
<tr>
<td>( 0 \leq t \leq t_f, \sum x = 1 )</td>
<td>( 0 \leq t \leq t_f, \sum x = 1 )</td>
<td>( 0 \leq t \leq t_f, \sum x = 1 )</td>
</tr>
<tr>
<td>Decision variables</td>
<td>( x = [x_1, x_2, \cdots, x_0, \cdots, x_{N_{sp}}] )</td>
<td>( x = [x_1, x_2, \cdots, x_0, \cdots, x_{N_{sp}}] )</td>
</tr>
<tr>
<td>( \hat{u} = \begin{bmatrix} g_{1d} &amp; \cdots &amp; g_{1k} &amp; \cdots &amp; g_{1N} \ \vdots &amp; \ddots &amp; \vdots &amp; \ddots &amp; \vdots \ g_{N_1d} &amp; \cdots &amp; g_{N_1k} &amp; \cdots &amp; g_{N_1N} \end{bmatrix} )</td>
<td>( x_{sp} = \begin{bmatrix} x_{sp}^1 \ \vdots \ x_{sp}^N \end{bmatrix} )</td>
<td>( x_{sp} = \begin{bmatrix} x_{sp}^1 \ \vdots \ x_{sp}^N \end{bmatrix} )</td>
</tr>
</tbody>
</table>

The direct optimization model is represented as Model 1 in Table 1.
For set-point optimization, the optimized object is the integration of set-point controllers and an extended process, shown as Equations (3) and (6). The optimization vector, namely the input of the set-point control module, is represented as:

\[
x_{sp}(t) = \begin{bmatrix} x_{sp}^1(t), & x_{sp}^2(t), & \cdots, & x_{sp}^l(t), & \cdots, & x_{sp}^{N_{sp}}(t) \end{bmatrix}^T
\]  
(11)

where \( N_s \) represents the dimension of set-point control inputs, discretized as:

\[
x_{sp}^l(t) = \sum_{k=1}^{N_s} x_{sp}^{lk} x_k(t)
\]  
(12)

where \( x_{sp}^{lk} \) represents the value of the \( l \)-th optimization variable in \([l_{k-1}, l_k]\). \( x_k(t) \) is represented as Equation (10). Model 2 is the mathematical formulation of set-point optimization.

Direct optimization and set-point optimization are formulated. The difference between them is the involvement of regulatory controllers in dynamic optimization, and the influence of regulatory controllers on optimization performance is discussed in the following section.

### 3.2. Optimality Comparison

To discuss the difference between direct optimization and set-point optimization, the structural analysis is provided in Figure 3. For direct optimization (Structure-1 in Figure 3a), the optimal result, namely the discrete sequence, directly acts on the extended process. The control performance depends on the deviation caused by the discretization of the optimization vector. For set-point optimization (Structure-2 in Figure 3b), the discrete sequence acts on the integration of set-point controllers and an extended process. By equivalent structure variation, the set-point controller is transformed into a filter, named the equivalent filter (shown in Figure 3d). For instance, while the transfer function of an extended process is simplified as a second-order process, the order of the filter is three. That is to say, the major function of set-point controllers is not constant set-point management, and the softened discrete sequence acts on an extended process. The influence of discrete precision on optimization performance is reduced by the involvement of set-point controllers.
Direct optimization structure (Structure-1) (a)

Set-point optimization structure (Structure-2) (b)

Set-point optimization structure (Structure-2) (c)

Set-point optimization structure (Structure-2) (d)

Figure 3. Comparison between direct optimization and set-point optimization ((a). direct optimization structure; (b). set-point optimization structure; (c). intermediate set-point optimization structure; (d). final set-point optimization structure).

Besides qualitative analysis, rigorous proof is provided for the merits of set-point optimization in the following content. Although the advanced control algorithm catches researcher’s attention, PID control is the conventional strategy. The typical proportional-integral (PI) control algorithm is formulated as:

\[ u(t) = K_p \left( e(t) + \frac{1}{T_i} \int_0^t e(t) \, dt \right) \]  

(13)

where \( K_p \) is the proportion parameter; \( T_i \) is the integration parameter; \( e(t) \) is the error. For set-point optimization, the equation of \( i^{th} \) set-point controller is formulated as:

\[ u(t) = K_p \left( (x_{sp}(t) - x_c(t)) + \frac{1}{T_i} \int_0^t (x_{sp}(t) - x_c(t)) \, dt \right) \]  

(14)

where \( x_c \) is the vector of controlled variables, which satisfies:

\[ x_c(t) = Mx(t) = MF_{DC}(u(t), t) \]  

(15)

where \( M \) represents the output matrix, whose dimension is \( N_s \times N_p \). \( N_s \) is the number of set-point controllers, whereas \( N_p \) is the number of process variables. The Equation (14) is transformed as:

\[ u(t) = K_p \left( (x_{sp}(t) - MF_{DC}(u(t), t)) + \frac{1}{T_i} \int_0^t (x_{sp}(t) - MF_{DC}(u(t), t)) \, dt \right) \]  

(16)

Equation (16) represents the relationship between \( x_{sp} \) and \( u \), namely the function of equivalent filter in Figure 3d. It is obvious that the filter function is determined by the transfer function of extended process. The function is simplified by discretization in the following discussion.
Based on Equation (5), the control horizon is discretized. In the \( k \)th time interval, the controlled variables and manipulated variables are defined as:

\[
\begin{align*}
    x_c(t) &= x_c^k(t), \\
    u(t) &= u^k(t),
\end{align*}
\]

where \( x_c^k(t) \) satisfies:

\[
    x_c^k(t) = x_c^{k-1}(t_{k-1}) + \sum_{j=1}^{n} a_j \sin \left( \frac{2\pi j(t - t_{k-1})}{T_f} \right), \quad t \in [t_{k-1}, t_k).
\]

Based on the Fourier series, the \( l \)th controlled variable is formulated as:

\[
x_c^{l,k}(t) = x_c^{l,k-1}(t_{k-1}) + \sum_{j=1}^{n} a_j \sin \left( \frac{2\pi j(t - t_{k-1})}{T_f} \right), \quad t \in [t_{k-1}, t_k).
\]

where \( a \) is the amplitude of the primary function. While the time interval is small enough, Equation (18) is equivalent to Equation (20) based on Equation (19).

\[
    \lim_{\tau \to \infty} \left( a \frac{2\pi j}{T_f} - b \left( 1 - e^{-\frac{\tau}{T}} \right) \right) = 0, \quad b \in \mathbb{R}.
\]

Based on Equations (15), (16), and (20), the control equation of \( l \)th set-point controller in \( k \)th time interval is represented as:

\[
    \Delta u^{l,k}(t) = K_p^{l,k} \left( \hat{x}_c^{l,k} - x_c^{l,k-1}(t_{k-1}) - \Delta u^{l,k}(t) \left( 1 - e^{-\frac{(t - t_{k-1})}{T}} \right) \right) + \int_{t_{k-1}}^{t_k} \left( \hat{x}_c^{l,k} - x_c^{l,k-1}(t_{k-1}) - \Delta u^{l,k}(t) \left( 1 - e^{-\frac{(t - t_{k-1})}{T}} \right) \right) dt
\]

where \( \Delta u^{l,k}(t) \) satisfies:

\[
    \Delta u^{l,k}(t) = u^{l,k}(t) - u^{l,k-1}(t_{k-1}), \quad t \in [t_{k-1}, t_k).
\]

\( t_{k-1} \) is the initial moment, and defining \( \bar{T} = t - t_{k-1} \), Equation (22) is transformed as:

\[
    \Delta u^{l,k}(\bar{T}) = u^{l,k}(\bar{T}) - u^{l,k-1}(0), \quad \bar{T} \in [0, t_k - t_{k-1}).
\]

And then, Equation (21) is transformed as:

\[
    \Delta u^{l,k}(\bar{T}) = K_p^{l,k} \left( \hat{x}_c^{l,k} - x_c^{l,k-1}(0) - \Delta u^{l,k}(\bar{T}) \left( 1 - e^{-\frac{\bar{T}}{T}} \right) \right) + \int_{0}^{\bar{T}} \left( \hat{x}_c^{l,k} - x_c^{l,k-1}(0) - \Delta u^{l,k}(\bar{T}) \left( 1 - e^{-\frac{\bar{T}}{T}} \right) \right) d\bar{T}
\]

There is a particular solution of Equation (24), shown as:

\[
    \begin{align*}
    K_p^{l,k} &= 1 \\
    T_p^{l,k} &= T \\
    u^{l,k}(\bar{T}) &= \hat{x}_c^{l,k} - x_c^{l,k-1}(0) + u^{l,k-1}(0)
    \end{align*}
\]

where \( u^{l,k}(\bar{T}) \) is fixed in \( \bar{T} \in [0, t_k - t_{k-1}) \).

From the above, while the time interval is small enough, the outputs of set-point controllers are constant. The set-point optimization is equivalent to the direct optimization. In other words, the performance of set-point optimization is not lower than the performance of direct optimization.
In the following section, the change of working condition for a throughput-fluctuation ethylene column is implemented by dynamic optimization. And then, the superiority of set-point optimization, which completely retains regulatory controllers, is verified.

4. Throughput-Fluctuating Ethylene Column

The experiment unit of this paper is commercial ethylene equipment. The process transition should be discussed while the decoking of cracking furnaces leads to a fluctuation in throughput. The diagram of the system, which consists of two parts: process (ethylene column) and regulatory controllers (direct and set-point controllers), is shown in Figure 4.

Figure 4. Diagram of the ethylene column and regulatory control system.

The direct control layer consists of a cold flow controller, a side draw flow controller, and a heat flow controller, whereas the optimization variables are selected from the set-values of the three flow controllers for direct optimization. The set-point control layer consists of the top pressure controller, reflux ratio controller, and bottom temperature controller, whereas the optimization variables are selected from the set-value of the three property controllers for set-point optimization.
Because the adjusting time of direct controllers is much shorter than the response time of an ethylene column, direct controllers are idealized. The mathematical model of the extended process, which consists of an ethylene column and three flow controllers, was established in the authors’ previous work [33]. Due to the limited length and innovative discussion of this paper, the detailed mathematical model, namely the differential and algebraic equations, is not displayed. In brief, the mathematical model is represented as Equation (6), whereas the number of differential variables and equations is 1350, the number of algebraic variables is 2426, the number of algebraic equations is 1818, and the number of independent/manipulated variables is 608. Most of the manipulated variables are assigned by commercial conditions. In this paper, the discussed manipulated variables contain the cold flow rate of the condenser, the heat flow rate of the reboiler, and the molar flow rate of the ethylene product.

In addition, based on the practical situation, the control algorithm is PI for the three set-point controllers. The target of set-point control is satisfying the product quality requirement under the premise of production safety. The main product for the ethylene column is the ethylene product, and the main factor affecting safety is the pressure fluctuation. The fluctuation of ethylene quality is the major challenge, whereas the operating pressure is rapidly stabilized by manipulating the cold flow rate of the condenser. Therefore, the optimization objective is represented as:

\[ J = \int_0^T |x_D - q_s| \, dt \]  \hspace{1cm} (26)

where \( x_D \) is the ethylene quality, namely the molar fraction of the ethylene component; \( q_s \) is the expected ethylene quality (the expected value is 99.90% and the maximum deviation is 0.01%). In addition, the optimization variables are different for the two types of optimization. For direct optimization, the optimization variables contain the heat flow rate of the reboiler and the molar flow rate of the side draw, represented as:

\[ u(t) = [Q_R(t), F_S(t)]^T \Rightarrow \left[ \sum_{k=1}^{N} \hat{Q}_R^k \chi_k, \sum_{k=1}^{N} \hat{F}_S^k \chi_k \right]^T \]  \hspace{1cm} (27)

where \( Q_R \) is the heat flow rate of reboiler; \( F_S \) is the molar flow rate of the side draw; \( \hat{Q}_R^k \) is the value of \( Q_R \) in \( [t_{k-1}, t_k) \); \( \hat{F}_S^k \) is the value of \( F_S \) in \( [t_{k-1}, t_k) \); \( \chi_k \) is given by Equation (10). For set-point optimization, the optimization variables contain the set-values of the reflux-ratio controller and the bottom-temperature controller, represented as:

\[ x_{sp}(t) = [R_{sp}(t), T_{sp}(t)]^T \Rightarrow \left[ \sum_{k=1}^{N} \hat{R}_{sp}^k \chi_k, \sum_{k=1}^{N} \hat{T}_{sp}^k \chi_k \right]^T \]  \hspace{1cm} (28)

where \( R_{sp} \) is the set-value of reflux ratio controllers; \( T_{sp} \) is the set-value of bottom temperature controller; \( \hat{R}_{sp}^k \) is the value of \( R_{sp} \) in \( [t_{k-1}, t_k) \); \( \hat{T}_{sp}^k \) is the value of \( T_{sp} \) in \( [t_{k-1}, t_k) \). In the previous work [2], direct optimization was implemented, whereas the limited increment approach was proposed. In this paper, considering the coordination between regulatory controllers and dynamic optimization, dynamic optimization via regulatory controllers, namely set-point optimization, is discussed in detail. Therefore, the following simulation focuses on solving set-point optimization, and the performance of set-point optimization is compared with existing direct optimization.

5. Results and Discussion

The mechanism formulation has been solved by the module of the general process modeling system (gPROMS). The detailed description could be found in the previous work [2].
5.1. Process Transition Based on Set-Point Optimization

Dynamic optimization is recommended to search for a feasible trajectory, whereas the target of dynamic optimization is to reduce the fluctuation of ethylene product quality during the process transition. To avoid the structural adjustment that leads to process unsteadiness, an approach to process transition via regulatory controllers, namely set-point optimization, is proposed.

For simulation, the set-point controllers are established by the ready module. Moreover, the proportion and integration parameters are given by the practical operation. The set-point optimization is solved by two steps of the equal time-interval approach.

The first step is providing the discrete time grid. The control horizon and the discrete periodic are, respectively, assigned as 600 min and 30 min from experience; a detailed demonstration has been given in the previous research of the authors [2]. That is to say, the control horizon consists of a 20-time grid, whose interval is 30 min. The B-splines function is assigned as

$$\chi_k(t) = \begin{cases} 
1 & \text{if } 30(k - 1) \leq t < 30k \\
0 & \text{else}
\end{cases}, \quad k = 1, 2, 3, \cdots, 20. \quad (29)$$

While the discrete time grid is given, the decision variables of the problem are the sequences of optimization variables of set-point optimization in all time intervals, namely $\hat{R}_{sp}$ and $\hat{T}_{sp}$.

The second step is solving the NLP problem. The optimal sequences of optimization variables are shown in Table 2.

<table>
<thead>
<tr>
<th>Time Interval</th>
<th>Duration (min)</th>
<th>Reflux Ratio Set-Value</th>
<th>Bottom Temperature Set-Value (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization (0)</td>
<td>--</td>
<td>4.606</td>
<td>257.29</td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td>4.809</td>
<td>257.20</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>4.951</td>
<td>257.51</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>4.804</td>
<td>257.43</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>4.746</td>
<td>257.37</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>4.692</td>
<td>257.33</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>4.680</td>
<td>257.31</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>4.674</td>
<td>257.30</td>
</tr>
<tr>
<td>8–20</td>
<td>390</td>
<td>4.676</td>
<td>257.30</td>
</tr>
</tbody>
</table>

Based on the optimal sequences in Table 2, the trajectory of optimization variables is shown in Figure 5a–c. Moreover, the trajectory of manipulated variables and product quality of the ethylene column is drawn in Figure 5d–f.

Figure 5a,b are the optimal trajectory of optimization variables, namely the connection of the optimal sequence in Table 2 to the timeline. Figure 5c is the trajectory of the B-spline function, which determines the discrete time grid. For direct optimization, the optimal sequences of manipulated variables, which contain the molar flowrate of the side draw and the heat flowrate of the reboiler, are calculated and shown as the dashed line in Figure 5d,e. The ethylene quality is manipulated by the discrete sequences and shown as the dash line in Figure 5f. For set-point optimization, the discrete sequences of controller input variables, which contain the set-value of reflux ratio and bottom temperature controllers, are softened and shown as the solid line in Figure 5d,e. The trajectory of ethylene quality is shown as the solid line in Figure 5f.
On the basis of the comparison in Figure 5d–f, the step change of manipulated variables is avoided by the employment regulatory controllers, and the curve is smoothed for flowrate of side draw and heat exchange of the reboiler. The softness of manipulated variables reduces the fluctuation of the ethylene product. In detail, the results are displayed in Table 3.

Table 3. Simulation results for different types of optimization.

<table>
<thead>
<tr>
<th>Performance</th>
<th>Direct Optimization</th>
<th>Set-Point Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective control horizon (min)</td>
<td>270</td>
<td>210</td>
</tr>
<tr>
<td>IAE of product quality ($10^{-3}$)</td>
<td>2.424</td>
<td>1.093</td>
</tr>
<tr>
<td>Maximum deviation of product quality ($10^{-4}$)</td>
<td>0.685</td>
<td>0.181</td>
</tr>
</tbody>
</table>

Figure 5. Optimal trajectory for set-point optimization: (a) reflux ratio set-value; (b) bottom temperature set-value; (c) spline function; (d) molar flowrate of side draw; (e) heat flowrate of reboiler; (f) ethylene product quality.
As shown in Table 3, for set-point optimization, the effective control horizon, namely the duration before the ethylene quality is stabilized, is shortened, and the ethylene quality fluctuation is significantly reduced. That is to say, the involvement of set-point controllers is beneficial to improving the performance of dynamic optimization. In a word, the approach to process transition via regulatory controllers not only avoids the insecurity and instability caused by the switching of set-point controllers but also improves the control performance.

5.2. Tunable Controller Parameters

The advantage of set-point optimization is proven in Section 3.2 and verified in Section 5.1. There is a factor that affects the performance of set-point optimization. In general, although the switching of control structure and control algorithm is not recommended for continuous production, the control parameters could be adjusted. The influence of set-point controllers’ parameters on control performance is due to the change in the equivalent filter’s transfer function. While the control parameters are tunable, the optimization vector is extended as Equation (30).

\[ u_{sp}(t) = [x_{sp}(t) \quad p_c(t)]^T \]  

where \( u_{sp} \) is the extended optimization vector for set-point optimization; \( p_c \) is the control parameters, which contain the proportion and integration of set-point controllers. While the proportion of reflux ratio controllers is discussed, the optimal sequences of optimization variables are shown in Table 4.

Table 4. Optimal result of set-point optimization with a tunable control parameter.

<table>
<thead>
<tr>
<th>Time Interval</th>
<th>Duration (min)</th>
<th>Reflux Ratio Set-Value</th>
<th>Bottom Temperature Set-Value (K)</th>
<th>Proportion of Reflux Ratio Controller</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization (0)</td>
<td>–</td>
<td>4.606</td>
<td>257.29</td>
<td>0.361</td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td>4.812</td>
<td>257.20</td>
<td>0.158</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>4.879</td>
<td>257.49</td>
<td>0.143</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>4.781</td>
<td>257.42</td>
<td>0.234</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>4.722</td>
<td>257.37</td>
<td>0.251</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>4.685</td>
<td>257.32</td>
<td>0.263</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>4.678</td>
<td>257.30</td>
<td>0.268</td>
</tr>
<tr>
<td>7–20</td>
<td>420</td>
<td>4.676</td>
<td>257.30</td>
<td>0.271</td>
</tr>
</tbody>
</table>

Based on the optimal sequences in Table 4, the trajectory of optimization variables is shown in Figure 6a–c. Moreover, the trajectory of manipulated variables and product quality of the ethylene column is drawn in Figure 6d–f.
Figure 6. Optimal trajectory with a tunable control parameter: (a) reflux ratio set-value; (b) bottom temperature set-value; (c) spline function; (d) molar flowrate of side draw; (e) heat flowrate of reboiler; (f) ethylene product quality.

Figure 6a–c are the optimal trajectory of optimization variables, whereas Figure 6d,f are the optimal trajectory of manipulated variables. Based on the comparison in Figure 6f, the adjustment of the control parameter reduces the fluctuation of the ethylene product. In detail, the results are displayed in Table 5.

Table 5. Simulation results for different control parameters.

<table>
<thead>
<tr>
<th>Performance</th>
<th>Direct Optimization</th>
<th>Set-Point Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective control horizon (min)</td>
<td>210</td>
<td>180</td>
</tr>
<tr>
<td>IAE of product quality ($10^{-3}$)</td>
<td>1.093</td>
<td>0.953</td>
</tr>
<tr>
<td>Maximum deviation of product quality ($10^{-6}$)</td>
<td>0.181</td>
<td>0.154</td>
</tr>
</tbody>
</table>

As shown in Table 5, the control performance of the process transition is slightly improved by the adjustment of the set-point controller’s parameter. Despite operation complexity increasing, optimization of control parameters is an effective way to further improve control performance.

6. Conclusions

Dynamic optimization is a suitable approach to implement the process transition for a continuous chemical process. This paper discusses the influence of regulatory controllers on dynamic optimization and proposes two types of dynamic optimization models, namely direct optimization and set-point optimization. To avoid the operation insecurity caused by
the adjustment of the regulatory control structure, set-point optimization is recommended. What is more, the merit of set-point optimization is rigorously proven for general situations. By simulation, the process transition of a throughput-fluctuation ethylene column, caused by the decoking of a cracking furnace, is implemented by set-point optimization. Comparing with direct optimization (the previous work of the authors), the involvement of set-point controllers is beneficial to improving the performance of dynamic optimization. In a word, the approach to process transition via regulatory controllers not only avoids the insecurity caused by the switching of set-point controllers but also improves the control performance. In addition, the influence of adjusting set-point controllers’ parameters on optimization performance is positive.
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