Technical Support System for High Concurrent Power Trading Platforms Based on Microservice Load Balancing

Ping Shao 1, Longda Huang 1, Liguo Weng 2,* and Ziheng Liu 2,3

1 China Electric Power Research Institute Co., Ltd., Nanjing 210000, China; huanglongda@epri.sgcc.com.cn (L.H.)
2 Jiangsu Key Laboratory of Big Data Analysis Technology, Nanjing University of Information Science and Technology, Nanjing 210044, China
3 Department of Computer Science, University of Reading, Whiteknights, Reading RG6 6DH, UK
* Correspondence: 002311@nuist.edu.cn

Abstract: With the booming development of the electricity market, market factors such as electricity trading varieties are growing rapidly. The frequency of transactions has become increasingly real-time, and transaction clearing and settlement tasks have become more complex. The increasing demands for concurrent access and carrying capacity in trading systems have made it increasingly difficult for existing systems to support business. This article proposes a transaction support system for large-scale electricity trading market entities, which solves the problems of high concurrency access and massive access data calculation while ensuring system security through business isolation measures. The system uses microservices to treat various functional modules as independent service modules, thus making service segmentation and composition more flexible. By using read–write separation, caching mechanisms, and several data reliability assurance measures, data can be stored and accessed quickly and securely. The use of a three-layer load balancing module consisting of an OpenResty access entry layer, a gateway routing gateway layer, and a WebClient service inter-resource invocation layer can effectively improve the system’s ability to handle concurrent access.
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1. Introduction

Generally speaking, the electricity market technology support system (also known as the electricity market operation system) is an organic combination of computers, data networks and communication equipment, various technical standards, and application software that supports the operation of the electricity market. It is strictly based on the operation rules of the electricity market and efficiently realizes market registration, market forecasting, electricity trading, economic dispatch, security analysis, measurement and collection, and cost settlement through computer programs and network technology. A comprehensive information processing platform, which has full business functions such as information dissemination and market evaluation, can ensure the open, transparent, safe, and stable operation of the electricity market.

As the carrier of the power business operation, the technical support system of the power trading platform has experienced continuous development and challenges with the development of the power market [1]. In recent years, the technical support system of the electric power trading platform has faced increasing pressure due to the centralized declaration of market members’ transactions. With the gradual liberalization of low-voltage side users in the future market, low-voltage level users will directly participate in market transactions, and the future system will need to accommodate a large number of market members to concurrently access the carrying capacity. The existing platforms mainly support medium-term and long-term trading business. The continuous segmentation of the
trading business has put forward higher requirements for the platform to support multicycle and multivariety market operations; with the continuous opening up of electricity sales market and low-voltage electricity users, the number of accessing market members and data storage will grow exponentially. The platform needs to withstand large-scale complex business calculations and concurrent online access from tens of thousands of users, which requires it to support high concurrency access and have the ability to process massive amounts of information. In this context, the traditional power trading platform technology support system gradually shows performance bottlenecks.

The technical support system of the traditional power trading platform adopts J2EE [2], .NET, and other technical routes to develop and deploy the single architecture. The core of its design is that the business client is only responsible for the UI interface of the input and output, the middle application layer is responsible for the business logic operation, and the backend data layer is mainly responsible for data point storage and management. For some large transactional systems, the application layer mostly adopts distributed service technology [3], such as EJB, COM, and CORBA, among which EJB is the most successful.

However, the above traditional monomer constructions are only suitable for the technical support systems of small-sized and medium-sized power trading platforms, which make them not suitable for the current demands. At present, there are the following problems:

(1) The speed of business generation selection is slow. Due to the system architecture not fully decoupling the business, modifications to a single functional module will affect the functional application of the entire system, thus resulting in a partial upgrade and then affecting the passive upgrade of the entire system. This will seriously affect the rapidly changing business characteristics of the power trading market.

(2) The slow response speed of the access and transaction data declaration for high concurrency users [4] is mainly due to the fact that most systems do not adopt internet access architecture based on microapplication architecture. Additionally, heavy reliance on the computing power of the database results in bottlenecks in data access and writing.

(3) Under the traditional architecture, deploying multiple web container instances on web servers leads to complex resource management, thus resulting in the ineffective utilization of server resources and poor scalability after the single instance deployment of server web containers. The low performance of market trading and transaction settlement computing cannot meet the business needs of daily clearing and monthly settlement. This is mainly due to the lack of elastic expansion computing capabilities of cloud computing container technology (Docker container) in terms of architecture, which cannot provide precise resource allocation without decoupling of business [5].

To address the aforementioned issues, many researchers have proposed different solutions. Zimmermann [6] proposed a general principle, architecture design, and corresponding case explanation for system construction through cloud computing architecture and microservices. Jacopo et al. [7] analyzed the differences between microservices architecture and distributed architecture, thus detailing the advantages of using microservices architecture to develop systems compared to distributed architecture and also highlighting the challenges that microservices architecture faces in service management and load balancing. Jitendra et al. [8] proposed a dynamic weight load balancing strategy. This strategy dynamically changes the weight value of each server node by continuously monitoring its load information, and it allocates request tasks based on the size of the weight value, thus achieving the goal of load balancing for each service node. However, in cases of high concurrency, this strategy cannot adjust the weights of each server in a timely manner and cannot achieve load balancing well. Kunihiko et al. [9] proposed a scalable load balancing strategy. The central idea behind this strategy is that each node within the cluster reassigns its load by stealing IP addresses from other nodes. When the cluster load is unevenly distributed, lightweight servers will steal IP addresses from heavyweight servers to provide services instead of the latter, thus ensuring load balancing among all nodes in the cluster. However, this strategy does not offer an effective evaluation of the severity of the server load and fails to achieve true load balancing. In summary, the current integration of
microservices and load balancing algorithms still has some performance issues. On servers that traditionally employ microservice load balancing methods, there will be a multitude of monitoring programs within the microservices cluster. When concurrency is high, it will consume a significant amount of server resources, thereby failing to achieve the desired load balancing effect. However, the multilayer load balancing strategy of microservices is still most commonly utilized in traditional polling strategies, which have not fully considered or ignored the performance issues of backend servers.

Regarding the current issues, this project optimizes and expands the microservices architecture and multilayer load balancing strategy, and we design a storage scheme, which considers the speed and security of data storage. This article proposes an overall solution for the high concurrency access of the power trading platform technology support system based on the microservices framework. By studying key technologies such as microservices technology, load balancing, data storage access optimization, and containers, a power trading platform technology support system that can meet the processing needs of high concurrency, high frequency, and massive data is designed and proposed.

2. Overall Architecture

Compared to traditional system design, microservices architecture has advantages such as good scalability, low coupling, high fault tolerance, and convenient development [10]. It has great advantages for achieving timely support platforms for power transactions. Based on the microservices architecture, we mainly consider the following performance requirements for high concurrency and high frequency:

(1) Good openness: The system has a wide range of external interfaces, which can access external databases, power grid dispatch and control systems, medium- and long-term trading systems, and small-scale power grid trading databases, among others. Good openness can greatly expand the applicability of the system.

(2) Scalability: The system adopts a modular design based on microservices, which can develop new functions according to the new requirements of new businesses without leaving any impression on the original architecture and functions of the system. At the same time, the system has comprehensive module management and a call library, thereby making function expansion more convenient.

(3) Security: The system has comprehensive information security protection measures, including permission management, resource management, account management, operation management, etc., which can ensure the privacy of transaction users and the security of transaction data. At the same time, the system has a data encryption protection function with digital signatures at its core. Electronic seals, timestamps, and other methods are utilized to safeguard the storage and transmission of transaction data.

(4) High availability: Different business models adopt parameterized designs, which can be flexibly configured according to business requirements. The system adopts technologies such as clustering, a circuit breaker, and backup technology to enhance its availability. When the system is abnormal, it has the ability to self-recover and prevent downtime. The high concurrency access scenario consumes a lot of resources, and each transaction in the trading system involves the economic rights and interests of the market members. The system must avoid any single point of failure and ensure the high reliability of the entire process.

System Structure

As shown in Figure 1, the overall architecture of the power trading platform technical support system proposed in this article includes four parts:

(1) Access layer: Power trading customers can log in, register, query, and publish transaction declarations on the power trading platform through the client. During the peak hours of power trading, the high concurrency of user access and declaration release requires a high load bearing capacity of the client, so multilayer load balancing technology is applied to enhance the load bearing capacity of the client. In practical engineering,
in addition to being suitable for hardware-based F5, NGINX and LVS have also been added as software implementations for load balancing.

(2) Application layer: The application layer provides clear and direct frontend pages for login, registration, transaction declaration, and other functions of the access layer, thus achieving data communication and decoupling between frontend pages and backend microservices.

(3) Business layer: The business layer utilizes microservices to implement relevant business functions, complete transaction operations, generate business records and data, and transmit them to the data layer.

(4) Data layer: The data layer stores the data of the power trading platform, introduces database table partitioning and read–write separation technology, realizes the deployment of relational databases from centralized to distributed, and improves the read–write performance of relational databases. Distributed cache libraries improve I/O efficiency while breaking through single-machine memory capacity bottlenecks. Distributed message queues provide serialization functionality for massive concurrent requests and buffering for asynchronous inbound operations.

Figure 1. High concurrent access architecture of electricity market technical support system.

The technical optimization design of the four levels of the platform architecture provides the underlying technical support for the trading system to cope with more than ten thousand levels of concurrency.

3. Key Technology

Based on the overall scheme design, high concurrency access to transactions mainly includes technologies such as microservices, data storage access optimization, load balancing, containers, and public clouds. The main technical points will be explained separately below.
3.1. Microservices Architecture

Microservices embody the design concept of business logic as the main focus, thus treating each specific business function as an independent service and providing services externally through API. Essentially, microservices are a development of the SOA [11] design concept, thus inheriting the idea of componentization of functional modules while downplaying the concept of ESBs and treating each functional module as an independent service. This decentralized design concept makes the segmentation and composition of services more flexible and easier to respond to business changes and developments.

The microservices architecture abstracts independent logical units into a service, thus reducing the degree of coupling between the logical units and decoupling the system [12]. Furthermore, each project can be independently released and deployed, thus significantly enhancing the iteration speed of the project. In the microservices architecture, each independent service is perceived as a standalone system and maintained by a dedicated team so that changes to one service do not necessitate synchronous updates from other services. Microservices can be independently scaled. If a service encounters high load and performance bottlenecks, it only requires the allocation of additional resources for that service. By leveraging service registration and discovery technologies, smooth horizontal scaling can be achieved without the need to restart the service. Within the microservices architecture, each service is independently deployed, and services remain independent of one another. If a service encounters an exception, it will not cause the entire system to crash [13]. The structure is shown in Figure 2.

This article adopts (1) Eureka [14] to implement service registration discovery. Eureka has advantages such as client caching and fast host switching, thus resulting in higher availability and superior performance when registering and discovering services. It also adopts (2) Sleuth and Zipkin to implement distributed link tracking. Any high latency or error in any dependent service in each link of a microservice architecture system will cause the final failure of the request [15]. Sleuth provides link tracking for calls between services, including time analysis, error collection, and link optimization functions. Zipkin supports service data collection, storage, search, and visual display to address latency issues in microservice architectures. Sleuth and Zipkin are combined to achieve service request tracking and time delay statistics for each processing unit. (3) Hystrix achieves fault blocking. The methods for handling fault blocking include the following: The first is Degradation. They perform service degradation processing when request timeout, resource shortage, and other situations occur. The second is Isolation. Isolate requests using thread pools and semaphores ensure the integrity of the service invocation chain [16]. The third is Blown. When the proportion of abnormal requests reaches the threshold within a certain period of time, the fuse is activated. Whether downgraded or blown, once started, it will

![Figure 2. Microservices Architecture.](image-url)
stop calling the real service logic and quickly return the failure, which can ensure the integrity of the service chain.

3.2. Multilayer Load Balancing

In the microservices architecture, in order to prevent individual servers from crashing due to overload, it is necessary to make traffic distribution more uniform. This technology is called load balancing [17]. There are many techniques for achieving load balancing, including software implementation and hardware implementation. Depending on the application scenario, different load balancing techniques can be selected [18].

Figure 3 shows the overall architecture of optimized multilayer load balancing, which is mainly divided into three layers of load balancing modules: an OpenResty access entry layer, a Gateway routing gateway layer, and a WebClient service inter-resource invocation layer. All requests to access the architecture first go through OpenResty load balancing and then arrive at the Gateway routing gateway, where secondary load balancing is performed. In microservices, there are mutual calls between some services. Here, the asynchronous nonblocking component WebClient is used to perform three load balancing calls between services.

![Figure 3. High concurrent access architecture of electricity market technical support system.](image)

3.2.1. OpenResty

OpenResty is a high-performance web server that integrates Nginx [19] and LuaJIT. We can use Lua scripts to call various Nginx C modules and Lua libraries integrated internally to customize load balancing algorithms instead of the most commonly used polling load balancing algorithm by Nginx, thus increasing the load balancing ability of the access layer. The load balancing process of the access gateway layer is shown in the figure. The design concept steps are as follows:

1. Analyze various factors that affect the server’s load capacity, and approximate the weight coefficients of each factor to obtain the weight value \( K_i (i \in (1, 2, \ldots, n)) \). Calculate the load capacity value \( X_i (i \in (1, 2, \ldots, n)) \). Calculate the load capacity value of each server proportionally to obtain the load balance weight value of each server.

2. Divide the intervals based on the weight values of each server obtained from step (1).

3. Randomly generate a random number that is not greater than the sum of the weight values of each server in the cluster.

4. Determine which service interval the random number is in step (2), and then select the server to provide services.
In the multilayer load balancing system architecture of microservices, the most commonly used strategy is the traditional polling load balancing strategy. This strategy simply assigns request tasks to each service node in turn, thus ensuring absolute task balance. However, this strategy cannot guarantee the rationality of task allocation. When assigning tasks to each service node, it does not reasonably consider the load capacity of each server. In actual production, there are many factors that affect the server’s load capacity. In addition to being affected by factors such as the server’s CPU performance, IO speed, memory size, etc., other objective factors such as network broadband and server connection numbers should also be considered. Due to the varying degrees of impact of different factors on the server load capacity, in order to reasonably quantify the impact of various factors on the server load capacity, it is necessary to construct an evaluation function for the server load capacity. This paper adopts a linear weighted evaluation model to evaluate the server load capacity [20].

In contrast to traditional polling strategies, this approach weighs various factors that influence a server’s load balancing capabilities and determines the probability of randomly assigning tasks to a server based on the magnitude of the weight value, shown as in Figure 4. As OpenResty functions as the access entry layer of the architecture, it aggregates a multitude of requests. As the volume of access increases, the impact of this strategy will tend toward that of a weighted polling strategy, which facilitates task allocation based on weight values. This policy is stateless, and thus, it does not require maintaining the last selection state of the polling policy. It outperforms the polling policy in terms of performance.

3.2.2. Gateway

When building a microservices system, each service is deployed in the form of a cluster. If you directly access the backend cluster system, there will be a large number of illegal requests flooding into the service cluster, thus posing significant security risks to the system. At the same time, the massive number of requests will also cause uneven load distribution in the microservices cluster [21]. Therefore, a service gateway is added between the client and the cluster, and through the routing, filtering, and load balancing of the service gateway, request tasks are evenly and securely allocated to the microservices cluster, thus enabling it to execute tasks reasonably and improving system availability.

At present, there are many popular microservice gateways on the market. The Gateway component is a new gateway based on the responsive WebFlux framework developed by Spring Cloud to replace Zuul gateways [22]. Compared to traditional nonresponsive
frameworks, the responsive framework WebFlux can utilize limited computer resources to improve system throughput. Therefore, in terms of performance, the Gateway gateway components are superior to other gateway components. Not only that, the Gateway component also provides rich routing and filtering functions, which can forward specific requests to the corresponding server cluster; To ensure the reliability of forwarding, the Gateway gateway component integrates Hystrix components to increase the system’s fault tolerance. The load balancing function of the Gateway component is achieved by integrating the load balancing module Ribbon. Therefore, in this layer, the load balancing function is achieved by dynamically sending requests to the backend server cluster using the polling strategy in Ribbon, as shown in Figure 5.

![Figure 5. Microservice gateway load balancing.](image)

### 3.2.3. WebClient

The load balancing component of the interservice resource call layer, WebClient, often uses traditional polling load balancing strategies [23], which allocate user requests in turn to internal server clusters for processing. This algorithm benefits from its simplicity in implementation and showcases the advantage of absolute load balancing. However, given the variances in the ability of each server to process requests, this strategy does not guarantee the rationality of task allocation. As such, a polling load balancing algorithm based on the server weight has been introduced.

The polling load balancing algorithm based on the server weight is based on traditional polling load balancing strategies. By first analyzing the load capacity of each service node in the cluster and then assigning corresponding load balancing weight values to each node, the number of times a node is scheduled is subsequently determined according to its weight value. If there are three service nodes a, b, c in the backend cluster, and their corresponding load balancing weight values are 3, 2, 1, then every six scheduling cycles is a scheduling cycle, and the scheduling order of each scheduling cycle is a, a, a, b, b, c. This scheduling order is not very friendly for the server cluster, because it can cause servers with larger weight values to experience instantaneous high-load situations. Therefore, it is necessary to introduce a new load balancing algorithm to address this issue in the WebClient layer when calling resources between services. This algorithm is optimized and improved on the basis of a weight-based polling load balancing algorithm. It still assigns tasks to each service node according to its load balancing weight value in each scheduling cycle. However, to ensure smooth task allocation as much as possible, it no longer continuously assigns tasks to service nodes according to the weight value; this ensures that the load will not be concentrated on the same server with higher load balancing weight values. The steps for the load balancing strategy for resource invocation between services are as follows:

1. Calculate the fixed weight value $F_i$ of $i$th server node in the cluster.
2. Calculate the total fixed weight values for each server $S$.
3. Calculate the weight value $W_i$ for service node $i$ as $W_i = F_i + L_i$, where $L_i$ is the temporary weight, which is initialized to 0.
4. Select
the service instance \( j \) with the highest weight value to provide services. (5) Modify the weight value of the service instance \( k \) to \( W_k = W_k - S \). (6) Repeat steps 5 and 6.

3.3. Data Storage Access Optimization

Optimizing data storage access is a key step in improving the backend data access capability of trading systems [24]. The smooth and fast declaration of transaction data is achieved through caching and asynchronous writing mechanisms. The transaction information release query is mainly based on the internal database read–write separation strategy of the relational databases and the external network distributed caching strategy. The components are as follows:

1. Read–Write Separation: Add a slave database on top of the master database, with data writing oriented toward the master database and reading oriented toward the slave database. The data are synchronized in real time from the master database to the slave database. One is the read/write access routing, which dynamically captures the type of data read/write request based on the reflection mechanism when configuring the master/slave data source access, and it determines the connection to different read/write data sources. The second is data synchronization. On the premise of master–slave database network interoperability, the relational database products all provide supporting real-time data synchronization tools. The transaction system databases are deployed on the information intranet, and real-time data synchronization from the main database to the slave database of the transaction system can be achieved through data synchronization tool configuration.

2. Cache: This article includes three caching modes. Firstly, preload caching is conducted. For a large amount of data that needs to be frequently accessed, it is necessary to preload it from the relational database to the distributed cache, such as the login permission information of the market members. Secondly, read misses are loaded into the cache. When unable to determine if the data are denied access, the system uses this mode for processing. If the data read from the cache misses, it will be read from the relational library and loaded into the cache so that it can be directly read from the cache in the future for viewing historical declaration data during the declaration period. Thirdly, the cache real-time reads and writes, and it asynchronously writes to the database through message queues. The data are cached for real-time read and write, and they are asynchronously written to the internal network relationship database through message queues and message logs. This pattern is applied to transaction declaration scenarios, thus deploying the message queue to an external network and providing an expandable buffer pool for short-term submitted declaration data requests by subscribing to topic messages on the message queue. There is a request serialization to quickly write data to the distributed cache while asynchronously and smoothly writing declared data to the internal network database. The serialization of massive concurrent requests based on message queues reduces the concurrency pressure on isolated devices and internal network databases.

3. Data reliability assurance: Firstly, strong isolation devices, distributed caching, and message servers are deployed in a cluster architecture to ensure the security of internal and external network data transmission, data access, and message redundancy. Secondly, to avoid extreme caching and message anomalies, local small file logs are used to backup the declaration data and declaration time information, thus serving as reliable source data for recovering and storing declaration data anomalies. The system deletes local logs only when the declared data are stored normally. Thirdly, during the declaration process, real-time monitoring of the status of key resources, such as web servers, isolation devices, databases, and the writing of the declaration data, as well as alerting and the timely handling of abnormal situations, is required. Among them, isolation device status monitoring mainly monitors whether the isolation device status is normal by detecting the isolation device port through heartbeat and simulating sending simple SQL query requests. Fourthly, there is deploying a resident program on each web server to supplement and store data from log files that exceed a certain length of time. The resident program parses the declaration
time information of the log file to ensure that the data entry timing is correct, that is, the final declaration data entry takes effect. If the postdeclaration records are stored first, then when scanning the postdeclaration log file, there will be no storage overwriting, because the declaration time is earlier than the database data. In addition, different web servers can solve the problem of timing mismatch caused by inconsistent server time by configuring system clock synchronization. Through these four points, it can be ensured that the transaction declaration data can be properly processed as soon as possible in abnormal situations, ensuring that the data are not lost.

(4) Database table partitioning design: To cope with the massive data storage of a single table in a relational database, a distributed relational database provides technical support for suitable storage operations. When the amount of data in a single table increases to a certain scale, the time required for complex table queries or modification operations will sharply increase. This article uses mature tools such as distributed relational database middleware to achieve unified data storage and access for transaction system data after table partitioning.

3.4. Containerization Technology

Docker [25] is a mature container technology. After packaging the application as an image, it can be dynamically distributed and deployed through container orchestration tools, thus creating Docker images of different application microservices in the trading system and deploying them to a web server [26]. By starting the container, the trading application service can be started, thereby simplifying the service deployment and operation of the declaration and publishing application. Before massive market members log in to the system for centralized trading declaration, the server startup application containers can be divided on the machine cluster to enhance the performance of the declaration and publishing services. After the declaration is completed, the container can be stopped without affecting other services on the server. By utilizing container management service components, manual operation restrictions can be overcome through configuration policies, thus achieving automatic elastic scaling of container image resources.

3.5. Public Cloud

Container technology can solve the problem of dynamic expansion and the contraction of services, but server and network equipment resources still need to be managed by each power trading center. During nonpeak access periods, a large number of machine resources will be idle, thus resulting in extremely high machine and maintenance costs and low resource utilization.

If the peak concurrent scale of the trading system in the future reaches millions and tens of millions, we can deploy the system query function to the public cloud, utilize its massive machine resources, and solve the problem of dynamic hardware resources. During the peak concurrent period, we can temporarily apply for more resources on the cloud platform. These resources are released after the declaration is completed, thus enabling on-demand payment. This approach significantly enhances resource utilization and substantially reduces operation and maintenance costs.

4. Engineering Testing

On the basis of testing the performance of data access optimization, this article selects bilateral centralized power transaction declaration as the testing application scenario. Market members entering the transaction then perform multisegment power data declaration and concurrent testing on the published transaction information. The messaging middleware adopts RabbitMQ [27], the distributed cache adopts Redis [28], and the concurrent testing client uses the stress testing tool JMeter [29] for concurrent stress testing.

From Table 1, it can be seen that the read and write performance of this article generally improved by different magnitudes when compared to traditional modes. Among them, the performance advantage became more significant as the number of read performance
records decreased, and similarly, the advantage became more significant as the write performance data size increased. Currently, the spot day-ahead market unit trading requires the declaration of 48-period data. Based on the estimated number of units per market member, the read performance was improved by 6–12 times, and the write performance is improved by 5–16 times. Therefore, the data access optimization performance was significantly enhanced.

**Table 1.** Data access performance testing.

<table>
<thead>
<tr>
<th>Data Volume</th>
<th>Traditional Reading/ms</th>
<th>Our Reading</th>
<th>Traditional Writing/ms</th>
<th>Our Writing/ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>103</td>
<td>4</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>104</td>
<td>5</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>100</td>
<td>121</td>
<td>9</td>
<td>64</td>
<td>7</td>
</tr>
<tr>
<td>1000</td>
<td>164</td>
<td>35</td>
<td>339</td>
<td>31</td>
</tr>
<tr>
<td>10,000</td>
<td>291</td>
<td>140</td>
<td>6051</td>
<td>189</td>
</tr>
</tbody>
</table>

**4.1. Analysis of Multilayer Load Balancing Testing**

This article optimizes and improves the multilayer traditional polling load balancing strategy commonly used in microservices architecture, designs an optimized multilayer load balancing architecture, and applies it to actual power trading support systems. We compare the response time and throughput of the improved multilayer load balancing strategy with the traditional multilayer load balancing polling strategy, and finally compare the experimental results of the two and analyze them.

This experiment used JMeter to simulate high-concurrency requests from users and set up a test group with the same number of concurrent requests. The throughput and average response time of the requests were used as performance testing indicators. The optimized multilayer load balancing strategy has been compared with the traditional multilayer polling load balancing strategy. The test results of the two comparison experiments are as follows.

The throughput data of the two algorithms under different levels of concurrent requests in this experiment are shown in Figure 6.

![Comparison of system throughput](image)

**Figure 6.** Comparison of system throughput.

From the above data analysis, it can be seen that when the concurrency was less than 900 req/s, the throughput of the two strategies remained basically the same. When the concurrency exceeded 900 req/s, as the number of concurrent requests gradually increased, the optimized multilayer load balancing strategy had higher throughput than
the traditional multilayer polling load balancing strategy. When the number of concurrent requests gradually increased from 800 to 1100 req/s, the throughput of both models reached its peak. Then, the throughput of both was found to gradually decrease. From the curve, it can be seen that the optimized model yielded better throughput and stability compared to traditional models.

This experiment tested the average response time of a single node and recorded the response time data for each group of concurrent requests. The experimental data for each group are shown in Figure 7.

![Comparison of system average response time](image)

**Figure 7.** Comparison of system average response time.

From the above data analysis, it can be seen that when the system concurrency was less than 900 req/s, the average response time of the two multilayer load balancing strategy models remained basically the same. When the system concurrency exceeded 900 req/s, as the concurrency increased, the average response time of the two models gradually increased. However, the optimized multilayer load balancing architecture model always had a lower average response time than the traditional polling strategy’s multilayer load balancing architecture model.

From the analysis of the data results from the above comparative experiments, it can be seen that when the concurrency was low, the resources of each server were relatively sufficient. The performance of the optimized multilayer load balancing architecture and the traditional multilayer polling load balancing architecture was not significantly different. Specifically, the throughput and average response time of the two were basically consistent. As the concurrency gradually increased, the throughput of both architectures generally increased to a peak and then gradually decreased, and the optimized multilayer load balancing architecture model had higher throughput than the traditional multilayer polling load balancing architecture. In terms of the average response time, the optimized multilayer load balancing architecture model was lower than the traditional multilayer polling load balancing architecture. During high concurrency, the optimized multilayer load balancing architecture exhibited a relatively smooth change in the throughput and average response time compared to the traditional multilayer polling load balancing architecture. Consequently, the optimized architecture demonstrated better and more stable performance. In summary, based on the performance of the two architectures at each stage, the optimized multilayer load balancing architecture has a better overall performance compared to the commonly used traditional multilayer polling load balancing architecture.
4.2. Concurrency Capability Testing

In order to verify the performance of the microservice transformation, pressure tests were conducted on the original monomer structure scheme and the scheme after microservice transformation. The testing environment consisted of 10 servers, and in the microservice transformation plan, four servers were deployed as independent and parallel power trading module microservices. Tables 2 and 3 show the pressure testing results.

Table 2. Pressure testing to traditional single structure.

<table>
<thead>
<tr>
<th>Quantity of Processes</th>
<th>Processing Quantity per Second</th>
<th>Average Response Time (/ms)</th>
<th>CPU Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>4913</td>
<td>4.24</td>
<td>23</td>
</tr>
<tr>
<td>80</td>
<td>7854</td>
<td>14.65</td>
<td>46</td>
</tr>
<tr>
<td>100</td>
<td>8426</td>
<td>41.36</td>
<td>59</td>
</tr>
<tr>
<td>160</td>
<td>8096</td>
<td>116.94</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 3. Pressure testing to structure with microservices and load balancing.

<table>
<thead>
<tr>
<th>Quantity of Processes</th>
<th>Processing Quantity per Second</th>
<th>Average Response Time (/ms)</th>
<th>CPU Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>4895</td>
<td>4.20</td>
<td>20</td>
</tr>
<tr>
<td>80</td>
<td>8246</td>
<td>13.54</td>
<td>38</td>
</tr>
<tr>
<td>100</td>
<td>9163</td>
<td>18.49</td>
<td>68</td>
</tr>
<tr>
<td>160</td>
<td>1247</td>
<td>34.58</td>
<td>74</td>
</tr>
</tbody>
</table>

Table 2 shows that as the number of pressure testing threads increased, the TPS (processing times per second) of the monomer structure scheme gradually reached saturation, and the CPU utilization also increased with the increase in the TPS. Table 3 shows that the implementation of microservice transformation did not significantly improve the effectiveness of adding one IO request, and even slightly decreased in the case of low concurrency. When the pressure test thread exceeded 70, the advantages of the microservices gradually emerged, with the TPS, average response time, and CPU utilization all being superior to the single solution. As the degree of concurrency increased, the advantages of the microservice solutions became more apparent. When the number of threads tested reached 150, the single architecture scheme gradually reached saturation, with a significant decrease in throughput. However, the throughput of the microservices architecture further increased, thus indicating that the microservice scheme is more suitable for high-concurrency business scenarios. From the perspective of stress testing, we can conclude that the larger the business volume, the more significant the performance of the microservices. For areas with the highest load density, microservice segmentation can optimize performance and achieve significant results. At the same time, after splitting out services, it is easier to cope with the actual needs of changing trading business and increasing trading varieties.

5. Conclusions

This paper delineated the drawbacks of the single-structured system, such as its poor scalability, challenging maintenance, and sluggish iteration speed. It elaborated on the design principles and overall technical solutions of the technical support system for the power trading platform, which was based on microservices. Additionally, it highlighted the key technologies involved in its application, including three-tier load balancing, data storage optimization, and public cloud integration. Through experiments, it was demonstrated that the implementation of microservice transformation could significantly enhance the concurrency performance of the system while also improving its robustness and the speed of version iteration.
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