Deep Impact: A Study on the Impact of Data Papers and Datasets in the Humanities and Social Sciences

Barbara McGillivray 1*, Paola Marongiu 2, Nilo Pedrazzini 3, Marton Ribary 4*, Mandy Wigdorowitz 5,6 and Eleonora Zordan 7

1 Department of Digital Humanities, King’s College London, London WC2R 2LS, UK
2 Institut des Sciences du Langage (ISLa), University of Neuchâtel, 2000 Neuchâtel, Switzerland
3 The Alan Turing Institute, London NW1 2DB, UK
4 Department of Law and Criminology, Royal Holloway, University of London, London TW20 0EX, UK
5 Department of Theoretical and Applied Linguistics, University of Cambridge, Cambridge CB2 1TN, UK
6 Department of Psychology, University of Johannesburg, Johannesburg 2000, South Africa
7 Department of Humanities, Ca’ Foscari University of Venice, 30123 Venice, Italy
* Correspondence: marton.ribary@rhul.ac.uk

Abstract: The humanities and social sciences (HSS) have recently witnessed an exponential growth in data-driven research. In response, attention has been afforded to datasets and accompanying data papers as outputs of the research and dissemination ecosystem. In 2015, two data journals dedicated to HSS disciplines appeared in this landscape: Journal of Open Humanities Data (JOHD) and Research Data Journal for the Humanities and Social Sciences (RDJ). In this paper, we analyse the state of the art in the landscape of data journals in HSS using JOHD and RDJ as exemplars by measuring performance and the deep impact of data-driven projects, including metrics (citation count; Altmetrics, views, downloads, tweets) of data papers in relation to associated research papers and the reuse of associated datasets. Our findings indicate: that data papers are published following the deposit of datasets in a repository and usually following research articles; that data papers have a positive impact on both the metrics of research papers associated with them and on data reuse; and that Twitter hashtags targeted at specific research campaigns can lead to increases in data papers’ views and downloads. HSS data papers improve the visibility of datasets they describe, support accompanying research articles, and add to transparency and the open research agenda.
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1. Introduction

The notion of ‘openness’ in research is defined by the Open Knowledge Foundation as ‘A piece of content or data is open if anyone is free to use, reuse, and redistribute it—subject only, at most, to the requirement to attribute and share-alike’ 1. Open research not only covers open access academic articles, but more broadly the open publication of artefacts such as data, protocols, or other research products 2. In recent years, the values of open research have been promoted via a series of initiatives, institutions and projects, and we are witnessing a growing awareness among the scholarly community of the benefits that can arise from the implementation of open access practices. In different countries, public funding has imposed increasing requirements on research results to be published in open access venues. The FAIR principles 3 were published in 2016 with the goal to provide guidelines for the management of the research workflow, particularly with regard to data, respecting the criteria of findability, accessibility, interoperability, and reuse. Since 2018, Coalition S has supported Plan S, an initiative which requires scientific publications resulting from research funded publicly to be published in “compliant Open Access journals
of platforms”⁴. Among the institutions that have joined this initiative are UK Research and Innovation, The Research Council of Norway, and the National Science Centre in Poland.

In this context, attention to questions around open research in the humanities and social sciences (HSS) has gradually grown in recent years. This has been enabled by a range of factors. First, the increasing availability of digital collections and the application of data-intensive methods in digital humanities (DH) has made it possible to answer research questions at a scale which was unimaginable before. Born-digital data such as dynamic data from social networks and human-generated or machine-generated web content are widely used, and present infrastructural challenges that are being noticed and addressed (see, e.g., [1]). In the field of HSS, projects and networks such as the Social Sciences & Humanities Open Cloud project (SSHOC)⁵, the Association of European Research Libraries (LIBER)⁶, and the Common Language Resources and Technology Infrastructure [2], among others, contribute to promoting open research values and offer researchers a support network to pursue them. These principles guarantee more transparency concerning the data, methods and tools employed in the research process; they open to collaborative working, allowing other researchers to offer their input, thus improving the data and the results themselves; they provide new and different options for the dissemination of individual research, widening the audience that can be reached; indirectly, they improve the quality of the datasets that are publicly released, encouraging researchers to provide cleaner data and metadata, alongside a rich documentation.

With varying intensity, research councils around the world have been creating policies to incentivise open research practices and make funded research available to the widest possible audience. Accordingly, the effects of open scholarship and the practices that facilitate it are substantial, both for the research and broader community who can access the data, as well as for the authors who benefit from increased reach of their research, measured in terms of downloads and citations. Having greater visibility and detailed descriptions of openly available datasets, usually in the form of data papers, has started to be recognised as an important practice within open scholarship. This paper therefore focuses on the role data papers play in the impact of HSS research and in their effect on the visibility of research. In the rest of Section 1 we present an overview of the current landscape of data journals and data papers as situated within the pyramid structure of the research and dissemination ecosystem, with a particular focus on the two journals dedicated to the dissemination of HSS data papers, the Journal of Open Humanities Data (JOHD) and Research Data Journal for the Humanities and Social Sciences (RDJ). Section 2 describes the data and methods used in this study, while Section 3 presents our results and Section 4 ends with a final discussion and conclusion.

1.1. Data Journals and Data Papers

The academic publishing landscape has followed (and in some cases anticipated) the trend towards the adoption of open research practices via the introduction of a number of innovative approaches. These include the launch of new publishing venues that target non-traditional research outputs, such as data, code and hardware. In this context, starting from 2012, Ubiquity Press has launched a series of so-called “metajournals” which publish articles focussed on research data, software, hardware and bioresources⁷. Their goal is to incentivise the open sharing of these resources according to best practices. In return, the journals provide authors with a publication, associated opportunities for citations, and the ability to publicise and increase the reuse of their resources. Data journals are peer-reviewed academic journals dedicated to the publication of data papers, i.e., research articles that describe one or more proficiently curated datasets. Unlike traditional research journals, which typically focus on theoretical insights or on the methods and/or interpretation of the results of the research process, data journals focus on an aspect of the research workflow often undervalued, namely the creation, management, processing, access and usage issues around datasets. This is particularly important because, under the current publications-
focused rewards system, in many disciplines the researchers producing the data do not receive due academic recognition for their contributions.

The literature presents a prolific discussion on how data papers should be defined. The debate covers the type of content a data paper should include, the criteria that should be adopted in order to evaluate it, and the possibility of a standard peer review. Callaghan et al. [3] define a data paper as an article that aims at describing a dataset that is available in open access, the context in which it was created, the process of creation behind it and its reuse potential (the ‘what, where, why, how and who of the data’). Schöpfel et al. [4] give an overview of the discussion by presenting the different objectives outlined by journals that launched their data paper sections. They mention, for instance, the opportunity to obtain datasets of higher quality, offer other researchers and students the chance to access the data, open to new insights or research angles on the data. The same authors also show that not only the objectives, but the very definition of data paper is far from being settled. Slightly different definitions are given, for instance, by Bordelon et al. [5], who define it as a paper meant to present the data and the tools being used in a research process; Pärtel [6] rather considers the data paper as an “abstract” that is meant to document the deposited data; Penev et al. [7] consider it as a scholarly journal publication which is focused on the description of the data and not on the illustration of an investigation process.

1.1.1. The Research and Dissemination Ecosystem in Data-Driven Projects

Data papers are one of the ways in which the scientific community can improve its research in view of open science research and data sharing. Data papers form part of a multi-layer research and dissemination ecosystem in data-driven projects. In [8] we proposed to visualise this ecosystem as a pyramid: (1) the project repository (e.g., GitHub), (2) the data repository (e.g., Figshare or Zenodo), (3) the data paper, and (4) the research paper (see Figure 1). The traditional reward mechanism in HSS focuses almost exclusively on the analytical research paper on the top of this pyramid and fails to give due credit to the work undertaken at the underlying layers of data-driven open research projects. The pyramid model also makes it explicit that the analytical research paper on top presents only one possible interpretation of the collected data which are open for alternative analyses. For the purpose of impact and reuse, the structured dataset and the methods used for creating them may be more important than the one interpretation recorded in the research paper.

![Figure 1](image-url). The pyramid structure of the research and dissemination ecosystem in data-driven projects adapted from [8].

The four layers of the pyramid are explained here on the example of a DH research project investigating the structure and language of Emperor Justinian’s Roman law compendium known as the Digest (533 CE). At the bottom of the pyramid lies the project repository which contains all resource and intermediary files, supporting documents, and
the programming scripts used for processing the data. The project repository [9] is the researcher’s public workplace where version control (via git, for example) guarantees that no work is lost, and one can toggle back to previous versions in case one direction of research proves to be a dead end. The project repository’s corresponding documentation requires a fine balance: it needs to be detailed enough to make the research transparent and reproducible, but it should not slow down the project unnecessarily. The second layer of the pyramid is the dataset deposited in a public repository. The structured data are presented here with lean documentation and the necessary instructions for its reuse. The pyDigest project used Figshare which was also the location of the revised database [10]. Figshare, like other repositories, makes it possible to publish version updates without deleting previous ones. The repository has one digital object identifier (DOI) which is marked with the appropriate version number. In our case, a published SQLite database was accompanied with sample queries.

The third layer of the pyramid is the data paper [11] which points to and describes the data published in the public repository. The data paper directs attention to the resource and emphasises its reuse potential. It gives an opportunity to describe the historical and methodological context of the project and provides a narrative summary of producing the structured data. The data paper also indicates possible avenues of research which take the structured data as the point of departure. While the data were created with a specific question in mind for the purpose of producing an analytical research paper, the data paper ideally opens up the data for projects well beyond that scope.

The analytical research paper [12] sits at the top of the pyramid. It is the prized result of academic scholarship which all too often adopts a narrow view of research and dismisses the work that researchers are able to make public in the first three layers. While the trend is shifting, publishing a research paper is still a notoriously slow process, and in many cases produces a paper which is trapped behind a subscription paywall. Clearly, such delay and limited access creates friction with the previous three layers, where results are made available immediately to everyone. In order to avoid such friction, one could consider publishing in a gold open access format in an online journal where the review process is rapid, but not compromised. The example project has chosen this route by publishing a data paper in JOHD [11] and an MDPI journal for the corresponding research paper [12]. If the four layers of the pyramid are published in relatively quick succession, and if they adhere to similar open research principles, researchers give their work the best chance of making an impact.

1.1.2. Humanities and Social Sciences Data Journals

The first data journal, the Journal of Chemical and Engineering Data, was launched in 1956 [13], but the number of data journals has grown only in recent times. Schöpfel et al. [4], who updated the study performed by Candela et al. [14] on the number of data journals and the areas of interest covered by them, show that the number of data journals did not increase dramatically during those five years (from 20 data journals in 2015 to 28 in 2019, some of them no longer active), while the number of data papers published rose sharply from 846 in 2013 to 11,500 in 2019. Likewise, Walters [15], found that of the 169 journals that reported to publish research relating to data, only 19 journals (11.2%) were classified as “pure” data journals, such that at least half the journals’ publications were data reports, 109 (64.5%) devoted some publications to data reports (about 1.6%) but prioritised other types of publications, 21 (12.4%) journals failed to publish any data reports, and 20 (11.8%) of these journals are no longer publishing data reports or research of any kind. Garcia-Garcia et al. [13] note how the publication of data papers for the humanities started much later compared to the scientific disciplines. The first data journal dedicated to a humanistic discipline is the Journal of Open Archaeology Data, launched in 2012. The results on the situation of data papers and data journals in the humanities given by Walters [15], show that the field of humanities is still far behind that of the sciences for what concerns the number of data journals and data papers published. This study reveals that, in 2020,
only four data journals were dedicated to HSS disciplines. These include the *Journal of Open Archaeology Data* (2012), the *Journal of Open Psychology Data* (2013), the *Journal of Open Humanities Data* (JOHD, 2015) \(^8\), and *Research Data Journal for the Humanities and Social Sciences* (RDJ, 2016) \(^9\).

The reason for this later impact of data papers in the humanities can be explained by a number of factors. Compared to the so-called Science, Technology, Engineering, and Mathematics (STEM), and Health disciplines, the humanities field is very heterogeneous. Linguistics, social sciences, film studies, philology, history, game studies, philosophy are just a few of the areas covered by the term “Humanities”. This means that not only are the disciplines concerned with completely different objects of study, which can also be said for the Sciences, but the objects that they study and the data that they produce are extremely different. One of the main problems for the humanities is the definition of the “data” themselves. These could be represented by collections of texts (corpora), recordings of spoken dialogues, videos, collections of tablets, geographic coordinates, statistics, digital editions, library and archive collections, and many more. These types of data are very different from one another, because they are often not comparable and are not measurable in the same way, with the same metrics or systems. For example, analysing a recorded dialogue in order to detect different phonetic variations is very different, in terms of reasoning, analysis and approach, from publishing a digital edition of an unpublished manuscript. However, both types of work lead to the creation of data. This has an impact on the way in which most researchers in the humanities conceive their work. Alongside these definitional issues, different humanities disciplines have different sets of criteria for determining whether a dataset can be openly published. Those disciplines working with closed sets (i.e., objects of study that can no longer be expanded, such as historical records, as opposed to, for example, born-digital data) often do not see their data as ready to be formally described until they successfully capture properties of the whole object of study (i.e., until it has led to some research results). For instance, a researcher working with sources spanning the whole period of the industrial revolution may think that a dataset produced from a small sample of those sources (e.g., spanning only a few years of the period of interest) is of no real value to other researchers. Data papers, however, shift the focus from the objectives of a particular research project or question to how the data are collected and presented, and to whether the same method can be replicated with similar data sources. The historian working with sources from the industrial revolution may therefore decide to describe that small sample of data in a data paper if the same process will be applied to the rest of the sources, especially if the process itself required careful planning, regardless of whether the dataset they describe is already representative of some aspect of the industrial revolution. Under this light, humanities scholars working with open datasets, such as born-digital objects (e.g., Twitter data or news media), are not so different from historians of the industrial revolution: collecting, organising and describing data is a process that deserves credit in its own right, provided that the researcher can provide insights into how this process may benefit others.

For an overview of the data journals whose scope includes HSS disciplines, see Table 1. In the rest of this paper, we will focus on the two multidisciplinary journals specifically dedicated to HSS research, JOHD and RDJ because they offer us an opportunity to describe the landscape of data journals in HSS beyond the scope of individual disciplines.
Table 1. Overview of data journals whose scope includes humanities and social science disciplines.

<table>
<thead>
<tr>
<th>Name of Journal</th>
<th>Year Since Publications</th>
<th>Field</th>
<th>Publications so Far</th>
<th>Publisher</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data in Brief</td>
<td>2014</td>
<td>All including Humanities</td>
<td>&gt;6000</td>
<td>Elsevier</td>
<td><a href="https://www.journals.elsevier.com/data-in-brief">https://www.journals.elsevier.com/data-in-brief</a> (accessed on 7 July 2022)</td>
</tr>
<tr>
<td>F1000Research</td>
<td>2012</td>
<td>All including Humanities</td>
<td>&gt;5000</td>
<td>F1000 Research</td>
<td><a href="https://f1000research.com">https://f1000research.com</a> (accessed on 7 July 2022)</td>
</tr>
<tr>
<td>Research Data Journal for the Humanities and Social Sciences</td>
<td>2016</td>
<td>Humanities; Social Sciences</td>
<td>46</td>
<td>Brill</td>
<td><a href="https://brill.com/view/journals/rdj/rdj-overview.xml">https://brill.com/view/journals/rdj/rdj-overview.xml</a> (accessed on 7 July 2022)</td>
</tr>
</tbody>
</table>
JOHD was launched in 2015 as one of the ‘metajournals’ published by Ubiquity Press with the aim of promoting values of data sharing and reuse in the humanities. JOHD publishes data-focused articles and aims to play a key role in growing a community of humanities researchers sharing data. A fundamental requirement for publication in JOHD is having deposited a dataset in an open access repository. JOHD publishes both short data papers (1000 words) and research papers (3000–5000 words).

Over the past three years, JOHD has significantly expanded. The reasons for this have several sources. The editor-in-chief has devoted a lot of attention to promoting the journal and increasing its profile among both the academic and library communities, expanding the disciplinary and geographical reach of the journal by growing the editorial board and engaging in numerous activities across various countries. The team has also grown considerably, with a number of different roles filled by students and early stage career researchers. This has meant that editorial tasks are shared among editorial members. At the same time, the social media management benefits from a consistent and regular contribution by the journal’s social media editor. Moreover, the editorial team have led a number of thought-leadership activities, including organising events, giving interviews, talks, and poster presentations at a number of international venues, taking part in panels and publishing blog posts and academic publications [16]. Finally, a targeted editorial strategy has led to the launch of special collections which has allowed JOHD to reach communities in specialised sectors and research areas.

The social media strategy of the journal has aimed to increase the size of its audience, mainly by growing JOHD’s follower base. In order to do this, the team has compiled a set of hashtags that orient its audience to specific types of information shared. By using the hashtags #johdagenda and #johdsuggestions, the journal engages in the conversation about open data and DH on social media, retweeting news and events advertised by associations and projects active in these fields; the hashtags #johdguides and #johdpapers describe the journal’s policies and editorial process and give updates on its publications; finally, the hashtags #johdnews and #johdCfP keep the journal’s audience up-to-date about the activities of the team and calls for papers, respectively. All these efforts have helped position JOHD at the forefront of data publishing in the humanities and have led to a growing number of publications, which itself has contributed to raising the profile of the journal and the community’s awareness of it. It has published an increasing number of articles and launched new themed special collections of articles.

RDJ is an international peer-reviewed digital-only open access journal founded by DANS in 2016 and published by Brill. RDJ publishes data papers of medium length (with a maximum of 2500 words) containing a description of a dataset and the research context. It requires that the dataset being described is deposited in a trusted digital archive or repository, and contains a persistent identifier. One of its strengths is its interdisciplinary scope. According to the RDJ webpage, the main topics and domains discussed in their scholarly publications are archaeology and geo-archaeological research, social and economic history, oral history, language and literature audio-visual media.

1.2. Previous Work

There is little dispute that research practices are dynamic and accordingly adapt in response to the demands of best practice and the ever-increasing open research agenda [17]. An area of considerable attention within open research has led to a strong focus on data dissemination and sharing, and the ensuing impacts observed as an offshoot of such practices. Data sharing not only facilitates research transparency in line with the Royal Society’s motto “nullius in verba” (“take nobody’s word for it”), but also promotes a culture of openness and adds repositories of data to the cumulative labour of researchers’ contributions. Academic journals increasingly encourage and, in some cases, require researchers to accompany their manuscripts with access to datasets [18,19], while in principle, such data sharing initiatives are beneficial to the open data agenda, such commitment to data sharing is not always adhered to and can be seen as laborious, non-incentivised, and in conflict with researchers’
future applications of the data [20,21]. Data journals have been a direct response to these concerns, and are dedicated to the promotion of data dissemination, while simultaneously providing academic credit to authors who may otherwise not be sufficiently recognised in traditional research papers. An important question to address is whether data papers are impactful and worthwhile to authors, but also to the broader academic community as well as non-academic stakeholders. A means to answer this question is to evaluate the utility of open data. Tracking the metrics of data journals allows for the quantification of its impact. These can and have most commonly included citation and Altmetric information [22].

Data citation count is the most popular and traditional metric of data sharing impact evaluation and literature about its influence and impact is steadily growing. Citation information provides a quantitative referent for an article’s long-standing impact within the academic realm of evaluation. That is, the more academic citations an article accumulates, the greater its overall impact is assumed to be. Altmetrics, on the other hand, are more immediate snapshots of usage impact (e.g., article views, downloads) that are not only confined to academic circles, since they are also visible across non-academic media and community settings, and generate attention and interest via news coverage, blog posts, and tweets. Particular attention has been paid to the impact of different data sharing practices on article citation counts [23–25], but also to the predictive value of Altmetrics on citation counts [26–28]. For instance, while data citation counts have been found to increase in association with high Altmetrics counts in clinical and translational research [29], as well as physics, mathematics, astrophysics, and condensed matter research [30], the majority of studies within Health and Science disciplines have failed to report any strong associations between Altmetrics and citation counts [31–35] leading to uncertainty about the true impact of Altmetric ‘splashes’ as forecasts of academic success.

Importantly, though, corroborative literature across an array of disciplines mainly within the sciences, has shown a positive association between data sharing and citation counts (e.g., [25,36–40]). Indeed, similar advantages have been observed between data sharing practices and an associated greater citation count in the analysis of specific journals (e.g., [23,41]). Furthermore, in a study investigating the influence of journal policy change (specifically, data publication requirements prior to and post data sharing policies in conjunction with the publication of a research paper) on citation count, it was found that authors who shared their data ended up with more citations over time, but the effect of these policies on the impact of the articles and journals themselves was not increased unless data sharing was enforced [24]. Positive citation impacts have also been observed as an outcome of code sharing [42]. In terms of the impact of data papers specifically, positive correlations have been found between overall engagement with a data paper (indirectly captured by the number of views and Twitter mentions) and data reuse (using dataset downloads as a proxy) [8]. Furthermore, in an analysis of the utility of a mega data paper journal, Data in Brief, it was found that while open data seldom led to data reuse in the short-term, the overall contributions of the data journal were positive and facilitated the sharing of diverse types of data, spanning various disciplines that ultimately resulted in Altmetric and citation increases [43].

Overall, there is a proven, albeit preliminary, link between data sharing practices and improved metrics of citations and impact. Of note, however, is that little descriptive and empirical work has investigated the scope and impact of data journals beyond investigations into citation trends, such as analyses relating to the time of publication of data papers/datasets/associated research papers and the relation between various impact metrics of such papers. Indeed, Stuart [44] cautions the reliance on citation and Altmetric quantifiers as complete evaluations of data paper utility given that the norms of data publishing and citation have yet to be fully established. Moreover, most of the existing research pursuits evaluating data sharing impact have not considered HSS disciplines but have rather prioritised STEM and Health disciplines as these fields have been at the forefront of data sharing efforts.
1.3. Research Questions and Contributions of This Study

Although this is changing and there is increased attention from research funders, institutions, libraries and archives, and publishers, the idea of sharing datasets as outputs of HSS research is still not as widespread as it might be for disciplines in the Sciences. This can be explained by a number of factors. First, data are often undervalued as research outputs. For example, data journals are often not included in the lists of journals recognised for academic credit in many countries. Furthermore, when it comes to evaluating research results, data papers are not valued to the same extent as traditional research articles. For example, in the REF (Research Excellence Framework) in England, which deals with evaluating the research results of English universities, the results submitted for evaluation are for the most part articles published in traditional journals. Consequently, the workflow of humanities researchers does not typically include the publication of the data, which leads to datasets that are often not well documented and obscure to an external audience, and therefore require additional work in order to be made publishable. Other aspects include the difficulty, for some researchers, to access the financial resources that would allow them to publish their data. This is often due to the lack of funds to support the costs of data storage or the article processing charge (APC) for the publication of data papers, and the scarce knowledge of the existing infrastructures that deal with data sustainability issues. Many infrastructures dedicated to data storage have not been designed and are therefore often not suitable for the storage of data produced by human disciplines. To deal with these types of problems, for example, the SSHOC project and its partners aim to set up integrated networks of interconnected data infrastructures for HSS research.

Despite these generalisations, it is important to take a positive view of the encouraging trend in recent years concerning data sharing in the HSS. Many factors have contributed to these results. We have already mentioned the important contribution of ongoing projects, conferences and funding institutions to the strengthening of the principles of open research. Another important trigger for the creation and sharing of HSS data is the increasing number of projects that aim at the digitalisation of physical collections (books, cuneiform tablets, works of art among others). In general, with respect to the past, the different disciplines in the humanities can rely on a greater number of digital resources such as high-performing programming languages, programmes for building, reading or analysing different types of datasets. Finally, the recent emergence of data science as a discipline has given a major input to the acknowledgment of the existence of data in the humanities: it has given new perspectives of analysis on them, but has also highlighted the necessity to make them openly accessible and provide them a long-term storage.

In this study, we analyse the current state of the art in the landscape of data journals in HSS, with a particular focus on JOHD and RDJ, the two interdisciplinary data journals dedicated to the broad spectrum of humanities research. Following a surge in studies dedicated to the impact of data sharing on the success of the associated research papers reviewed in Section 1.2, our focus is on exploring the added value of data papers for research impact and data reuse in the humanities. Our broad research questions are the following:

1) Do data papers have a positive impact on the metrics of associated research papers?
2) Do data papers effectively encourage data reuse?
3) Can social media have a positive impact on the metrics of data papers?

Corresponding to the pyramid structure of the research and dissemination ecosystem in data-driven projects presented in Section 1.1.1, for the purpose of measuring performance and impact of data-driven projects in HSS, we propose to move away from a single metric, namely the number of citations of research papers. Instead, we propose to look at the “deep impact” of the three DOI-stamped elements of the diagram presented in Figure 1, where the performance of each element affects the others. While we have established metrics to measure the performance of research papers with citations and that of datasets with downloads, there is no obvious metric for measuring the performance of data papers which usually act as catalysts, to boost the performance of the other two. It should also be noted that there is no standard practice to link the three elements of the triangle. This means that
measuring deep impact by looking at all three DOI-stamped elements of the open research triangle relies on linking the pieces manually or semi-automatically. Moreover, it should be noted that citation metrics are not an optimal measure of data reuse, as a paper may cite a dataset or its corresponding data paper simply as background information or because the authors actually used that dataset in their research. Therefore, we have operationalised our broad research questions as the following specific questions:

A. Are higher-impact data papers associated with higher-impact datasets and research papers?
B. Do research papers with associated data papers have higher metrics (i.e., citations, Altmetric scores) than the average research paper in the HSS?
C. Do deposited datasets with associated data papers have higher citation and altmetrics scores than the average deposited dataset in HSS?
D. Does tweeting about a paper on JOHD’s Twitter account have a positive impact on its visibility?
E. What is the best strategy to draw the attention of the users towards the contents of the paper mentioned in a tweet?

Our findings indicate that data papers in the HSS have a positive impact on both the metrics of the associated research papers and on the reuse of the associated datasets.

2. Materials and Methods

This study focuses on the two major multidisciplinary data journals specifically dedicated to HSS: JOHD and RDJ. The data for this study consist of six main sets for the period between 29 September 2015 and 4 June 2022, that is, between the publication of the first article in JOHD \(^{10}\) and the selected end date of our study. These include:

1. A dataset of all articles published in JOHD and RDJ and their respective research fields (Section 2.1);
2. A dataset linking the three elements of the “deep-impact” triangle in Figure 2: datasets, data papers and research papers provided that all three were produced and published (Section 2.2.1);
3. The citation and Altmetric counts of articles listed in (2) and those of their corresponding datasets (Section 2.2.2);
4. A large dataset about the performance of research articles in HSS exported from Dimensions.ai and structured for the purpose of the current study (Section 2.2.3);
5. A large dataset about the performance of datasets in HSS harvested from the Zenodo REST API and structured for the purpose of the current study (Section 2.2.4);
6. JOHD’s Twitter activity on newly published articles, updates on the activities of the journal, events related to the journal’s scope and campaigns aimed at encouraging the community to engage in the conversation about Open Humanities data (Section 2.3).

![Figure 2. The triangle of “deep impact” in data-driven projects.](image-url)
2.1. Publication Data

We manually collected the data regarding articles published in JOHD and RDJ from the journal’s websites. For each article, we collected the following characteristics: DOI, paper type (data paper or research paper according to the categorization of JOHD’s articles), publication year, and keywords.

During the submission process of a data or research paper to JOHD, authors are required to provide a list of keywords. They can enter up to five keywords that are meant to indicate the fields, topics or techniques discussed in their paper. The journal does not provide a list of keywords, so authors are free to choose the words that they feel are most relevant to their article. In the case of RDJ, authors must supply two to eight keywords. We manually retrieved all the keywords that have been used to describe the papers published by JOHD and RDJ, and we organised them into different groups according to their main topic or subject area. In this way, we were able to outline the areas that are more productive with respect to this type of publication, and to identify the areas in which it still needs to grow. The subject classification was done with the Medical Subject Headings (MeSH) thesaurus. MeSH is a controlled and hierarchically organised vocabulary created by the National Library of Medicine, widely used in scientometrics research. As MeSH is mainly used for indexing, cataloguing, and searching of biomedical and health-related information, its usage in the classification of the various and heterogeneous topics of the humanities might be challenging in some cases. For instance, there is no label in MeSH thesaurus for the field of DH. Another example is that, even though we established the third level of the hierarchy as the last one to use, we had to dig into the fourth level in the case of Archaeology. However, we selected MeSH as its indexing allowed us to search at different levels of granularity simultaneously, thanks to its hierarchy. More specific headings are found at lower (more granular) levels of the hierarchy, and a MeSH term can be part of one or more hierarchies. As JOHD and RDJ publications include both scientific and humanities subjects, and are thus interdisciplinary, MeSH vocabulary represented the best option in order to identify the proper hierarchy level and label for each article. It is considered a sophisticated keyword optimization service, and it is used in bibliometric analysis. We only associated one MeSH term to each article, to make it easier to visualise the distribution of disciplines in the data. We identified 18 research fields represented in the articles published in the two journals: Archaeology, Art, Communications Media, Computing Methodologies, Data Science, Environment Design, History, Information Management, Information Science, Journalism, Library Science, Linguistics, Literature, Motion Pictures, Music, Publishing, Religion, and Social Sciences. We are aware that these labels are not necessarily comparable, as they cover disciplines and methods. The same paper often had keywords belonging to different labels, which highlights the interdisciplinarity of the articles published by JOHD and RDJ.

Data analysis and data visualisation have been performed on clean data using code written in Python 3. The results obtained from analysing the data will be discussed in Section 3.1.

2.2. Impact of Data Papers, Research Papers and Datasets

For the purpose of measuring the deep impact of the data-driven projects in HSS, it is crucial to identify the constituent elements of the triangle (Figure 3). In the present study, the point of departure is the data paper which, by definition, is linked to (usually) one dataset it describes. Our working hypothesis is that datasets in HSS are created for the purpose of answering a research question. The answer is usually worked out as an interpretation of the deposited data in an analytical research paper which is the third element of the triangle. Measuring deep impact means that we do not simply look at performance metrics of research papers, datasets and data papers in isolation, but we look at them as part of a network.
We manually checked these DOIs to create a curated spreadsheet linking datasets and data papers. Analytical research papers offering an interpretation of the published data may not be directly and explicitly linked to the datasets themselves. Linking was carried out manually by directly inspecting data papers, datasets and their citation information on Dimensions.ai. For the purpose of this exercise, we linked a research paper and a data paper if:

1. at least one of the following three conditions was satisfied:
   a. the research paper appeared in the reference list of the data paper;
   b. the research paper was cited in the dataset repository;
   c. the research paper was listed as one citing the data paper on Dimensions [48];

2. and the following two conditions were also satisfied:
   a. at least one person was an author of both the data and the research paper;
   b. the research paper was a substantial, analytical interpretation of the dataset associated with the data paper.

The number of associated datasets per data paper is usually one for each data paper; only one data paper has two associated datasets and another one has three. The number of associated research papers is usually one for each data paper, and 10 have two associated research papers. For the purpose of this study, we kept only one dataset and one research paper per data paper. In total, the dataset contains 107 data papers with 107 associated datasets and 35 research papers.

2.2.2. Impact Metrics of Data Papers and Associated Datasets and Research Papers

After linking data papers with the associated datasets and research papers, as described in Section 2.2.1, we assessed the availability and reliability of different metrics on each of these publication types.

For data papers, the availability and reliability of citation counts are virtually identical to those of any research paper. We exported the total citation counts from Dimensions,
which at the same time allowed us to obtain the Altmetric score of each data paper. Dimensions is a database of scientific publications developed by the technology company Digital Science: it provides citation and usage statistics (alongside other information) of over 106 million publications. We then gathered usage statistics (i.e., total views and total downloads) for each publication by scraping the journal’s website. Usage statistics and Altmetric are a valuable complementary tool to assess impact across the board, especially when data reuse is a variable one is interested in. Previous studies already showed positive correlations between Altmetric scores and citations counts of research papers (see Section 1.2) and can be considered to provide a broader, more complex picture of research impact [49,50]. Turning to metrics beyond citations is especially crucial for data papers, since they are generally not treated as traditional research papers. Studies have shown clear difficulties in mapping the publication of a data paper to a clear citation advantage (of the data paper itself or of linked research papers) and to the reuse of the associated datasets [43], so that usage statistics, Altmetric and citation counts should all play a role in evaluating their impact.

For the datasets associated with each data paper, we obtained usage statistics from the respective data repositories via Python scripts. However, since not all repositories readily provide total view and download counts, we had to exclude a number of datasets from the analysis presented in Section 3. Table 2 shows the total number of data papers by JOHD and RDJ with a breakdown of the usage statistics we were able to gather on the associated datasets. Table 3 provides an overview of the type of usage statistics available from each data repository used by JOHD and RDJ data papers.

### Table 2. Breakdown of the type of usage statistics available for each of the datasets associated with JOHD and RDJ data papers.

<table>
<thead>
<tr>
<th>Total Number of Data Papers with an Associated Dataset</th>
<th>Dataset Download and View Count Available for Associated Dataset</th>
<th>Only Download Count Available for Associated Dataset</th>
<th>Only View Count Available for Associated Dataset</th>
<th>No Total Usage Statistics Available for Associated Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>107</td>
<td>42</td>
<td>14</td>
<td>2</td>
<td>49</td>
</tr>
</tbody>
</table>

### Table 3. Overview of the type of usage statistics provided by each of the repositories represented in our dataset.

<table>
<thead>
<tr>
<th>Total views</th>
<th>Total downloads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>Sometimes</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Besides the repositories included in Table 3, there are a number of data papers referring to research repositories under the domain of an academic institution (e.g., https://repository.upenn.edu/ (accessed on 15 July 2022) or research library (e.g., https://bl.iro.bl.uk/ (accessed on 15 July 2022) and https://www.loc.gov/ (accessed on 15 July 2022), which do not always provide total usage statistics systematically. As can be inferred from Table 2, we managed to gather at least some usage statistics for 58 datasets associated with JOHD or RDJ data papers.

Gathering citation counts for the datasets associated with the data papers was instead altogether unfeasible. The only repository that provides information on citations (Figshare) reportedly indexes the citation count from Dimensions, which, however, does not provide citation counts for datasets (as of the time of this study). We found that, in fact, the count provided by Figshare corresponded to the citation count of the associated data paper by the same title, so that even the few data citations we could gather turned out to be unusable.

This was not surprising, considering how several studies on dataset and software citation have pointed out the lack of common citation standards for data compared to standard
peer-reviewed papers and that informal mentions (i.e., mainly in the form of URL to the data in the text or in footnotes) are instead much more widespread [51–54]. Although there has been great progress in this direction, as evidenced, for instance, by the Joint Declaration of Data Citation Principles (JDDCP) [55], the Scholix initiative [56] and the Make Data Count project [57], current methods for tracking data reuse via citations still remain unreliable and they would be likely to underestimate actual reuse counts [58].

2.2.3. Impact Metrics of HSS Research Papers

In order to assess the relative impact of data papers on the associated research papers, we collected metrics on all HSS research papers published in the UK and the US between 2015 and 2022 (corresponding to the whole period of activity of JOHD and RDJ). The goal was to gather as wide a ground for comparison as possible with the general performance of research papers regardless of whether these have an associated data paper. We used the Dimensions webpage to filter out papers by year of publication and we limited the search to the fields within the scope of JOHD and RDJ. The fields available for filtering are those of the Australian and New Zealand Standard Research Classification (ANZSRC), which Dimensions has implemented in their Fields of Research (FOR) system.14 We agreed upon the following as loosely defining the bulk of HSS publications currently in JOHD and RDJ:

- 18 Law and Legal Studies
- 20 Language, Communication and Culture
- 21 History and Archaeology
- 22 Philosophy and Religious Studies

Since several publications span different fields, we filtered out duplicate entries, which resulted in a final dataset containing 358,770 titles, each with information on publication date, total citations, and Altmetric score.

2.2.4. Impact Metrics of HSS Datasets

In order to have a representative baseline for the datasets, we harvested information about the performance of datasets deposited on the public repository Zenodo which were published for HSS research during the period matching JOHD’s activity. As explained in the Jupyter notebook on the project’s GitHub repository (zenodo.ipynb) [59], we queried the Zenodo REST API with a free individual access token. The Zenodo REST API service enables programmatic upload and publication of data to the Zenodo repository, but the service’s ‘records’ endpoint can be also used to access information about the deposited datasets and their performance statistics 15. We created a list of stemmed expressions corresponding with the Units of Assessment in Panels C (Social Sciences) and D (Humanities) of the UK’s Research Excellence Framework 2021 16, and fed this list to a Zenodo query in parameter ‘q’ to restrict the disciplinary focus of the search to HSS projects. Please note that we added the ‘humanit’ expressions for ‘humanities’ and removed the expression ‘international’ (corresponding with UoA 19 ‘Politics and International Studies’). The latter understandably resulted in many hits which fell outside the HSS domain. The Zenodo search was limited to datasets that were made publicly accessible (‘open’) during the period between 29 September 2015 and 4 June 2022. Our programmatic query looped through the dates in the period to extract identifier, publication date, downloads and views (as of 4 June 2022) from the individual .json hits. We then built a dataset saved in .csv format and deposited it on our project’s Figshare repository (zenodo_humss_datasets.csv) [60]. The dataset includes information on 39,290 HSS datasets arranged in chronological order.

Table 4 summarises the content of the data we gathered. Note that the number of datasets associated with a data paper corresponds to the number of datasets for which either downloads, view counts or both were available. For a detailed breakdown, see Table 2.
Table 4. Summary of the types of publications and respective impact metrics used in the analysis.

<table>
<thead>
<tr>
<th>Type of Publication</th>
<th>Impact Metrics Available</th>
<th>n of Entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. Data papers</td>
<td>Citation counts</td>
<td>107</td>
</tr>
<tr>
<td></td>
<td>Total views</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total downloads</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Altmetric score</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Citation counts</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total views</td>
<td>35</td>
</tr>
<tr>
<td>b. Research associated with a data paper</td>
<td>Total downloads</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Altmetric score</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total views</td>
<td>58</td>
</tr>
<tr>
<td>c. Datasets associated with a data paper</td>
<td>Total downloads</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Altmetric score</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total views</td>
<td>39,290</td>
</tr>
<tr>
<td>d. Humanities and social sciences datasets in Zenodo (2015–2022)</td>
<td>Citation counts</td>
<td>358,770</td>
</tr>
<tr>
<td></td>
<td>Altmetric score</td>
<td></td>
</tr>
</tbody>
</table>

On the basis of these data, we were interested in exploring whether data papers in HSS have a positive effect on the metrics of associated research papers and whether they effectively encourage data reuse. In particular, we aimed to answer questions A–C outlined in Section 1.3:

Question A was investigated by carrying out correlation analyses between the metrics on data papers (Type of publication a. in Table 4) and those on research papers and datasets with an associated data paper (Type of publication b. and c. in Table 4). If the publication of data papers has a positive effect on the metrics of associated research papers and on dataset reuse, we should be able to observe at least some positive correlations between metrics on the former and metrics on the latter. In terms of statistical measures, we used Spearman’s rank correlation coefficient ($\rho$ or rho), following [61] for interpreting the strength in correlation and setting the significance level ($\alpha$) to 0.05.

For questions B and C, we compared the metrics on the research papers and the datasets collected from Dimensions and Zenodo, as described above (Type of publication d. and e. in Table 4), with the metrics on research papers and datasets with an associated data paper (Type of publication b. and c. in Table 4). This time, we wanted to test whether the average metrics on research papers and datasets known to have an associated data paper are statistically different from the average metrics on the wider population of research papers and datasets to which they belong by discipline. For this task, we ran both a one-tailed Mann–Whitney U-test and a Welch’s $t$-test to test the hypothesis that the means of the two populations (i.e., the metrics on research papers and datasets with and without associated data papers) are equal. If the publication of a data paper has a positive effect on the metrics of associated research papers and on the reuse of associated datasets, then research papers and datasets with a data paper should score significantly better than the average research paper and dataset in the same discipline.

For questions A through C, before running the tests, we normalised the metrics by paper/dataset age, i.e., we divided each metric by the number of days since publication. Age-normalisation is naturally an approximation, since the rate with which metrics increase with time is generally expected to slow down with age, until it reaches a plateau. However, this is arguably a necessary minimum step to allow for quantitative comparison between older papers and datasets, which have had more time to gain impact, and newer ones, since there is not enough data to only consider recent articles nor does every data repository provide recent usage statistics, which would at least allow us to consider recent metrics only (recent citations, downloads and views).

Given the large number of research papers and datasets collected from Dimensions and Zenodo (Type of publication d. and e. in Table 4), the analyses for questions B and C were run 10 times with different random samples consisting of 5000 observations each time. We considered the results reliable if they were consistent throughout this 10-fold process.
Finally, for the analyses related to questions B and C, we also removed outliers from all Types of publications b. through e. in Table 4, considering as outliers any data point more than 1.5 interquartile ranges below the first quartile or above the third quartile.

2.3. Twitter Data

Since 2021, JOHD has invested significant efforts in its social media presence, with a specific focus on Twitter. The journal’s social media strategy aims to reach a larger audience and participate in the conversation around open research and specifically around Open Humanities data. The other main data journal for the humanities, RDJ, is not active on Twitter. As we could not perform a comparative analysis of the social media activity of the two journals, we focused our analysis on JOHD’s social media presence only.

JOHD’s Twitter account has two main goals: to provide updates on the journal’s publications and activities, and more generally, to engage with those members of the Twitter community who are interested in open research, open data and DH. In order to support these goals, starting from January 2021 the journal’s social media editor developed the set of hashtags described in Section 1.1.2, which were designed to draw the attention of the audience to the specific content of each tweet. JOHD’s activity on Twitter also aims at raising awareness around open research and data sharing values. To support this aim, the journal’s Twitter account launched the campaign #showmeyourdata in June 2021. In the framework of this initiative, authors who published an article with JOHD were invited to post a tweet showcasing an image of the dataset that they described in their article. Most authors published a screenshot of their dataset, illustrating just how varied the definition of “data” can be within the humanities. This initiative led to the posting of images of repositories, networks, code, maps and spreadsheets.

As the hashtag system and the #showmeyourdata campaign were both launched in 2021, we do not yet have enough data to evaluate how successful the different types of hashtags are in terms of engagement rate. Therefore, we tried to relate our Twitter activity with the metrics of visibility and reuse that could be found on JOHD’s website (see Section 2.2), by addressing questions D-E outlined in Section 1.3.

In order to provide answers to these questions, we analysed the impact of the #showmeyourdata campaign and of the hashtag #johdpapers on the number of downloads, views and citations of the papers mentioned in conjunction with the two hashtags. The hashtags #showmeyourdata and #johdpapers both aim at giving visibility to the journal’s publications, but they address two different types of content. The hashtag #johdpapers is used for announcing new publications, and in this sense, it belongs to the group of hashtags designed to update the community on the journal’s activities. Tweets featuring this hashtag contain simple information, consisting of the title of the paper, the name of the authors (or their Twitter handle if they have an account on the platform) and the DOI of the paper. The #showmeyourdata hashtag was instead designed with the aim of engaging with users, and especially authors. The format of the campaign requires that the authors retweet the journal’s #showmeyourdata tweet that mentions them and their paper, and that by doing so, they also share an image of the data described in their paper.

As the social media strategy was adopted in 2021, not all papers published by the journal thus far have appeared as tweets along with the hashtags #johdpapers or #showmeyourdata (most of the oldest papers were not announced on the Twitter account). Out of a total of 66 papers published (until data collection), 42 were tweeted about on the journal’s Twitter account (#johdpapers) and 24 papers were not announced at all. The #showmeyourdata campaign featured 38 papers (at the time of the data collection), with 28 papers that have not yet been mentioned in the campaign. This allowed us to verify the impact of two different types of communication about publications on social media. We tried to determine the impact of the #showmeyourdata campaign by comparing the metrics associated with the papers that participated in the #showmeyourdata campaign to the ones associated with papers that have not yet participated. We performed the same type of analysis for papers that were tweeted about on the journal’s account with the #johdpapers hashtag.
The timespan chosen to perform the analysis was from January 2015, when the journal joined Twitter, to June 2022, the date of data collection. Twitter data were manually collected from Twitter analytics. This tool allows for the download of a dataset covering the timespan of up to one month. Therefore, we merged the files and extracted the tweets by hashtag, in order to obtain the tweets presenting the hashtags #showmeyourdata and #johdpapers in two separate files. Building on this, we manually collected separate lists for the following:

- papers tweeted with the hashtag #showmeyourdata and papers that were not;
- papers tweeted with the hashtag #johdpapers and papers that were not. For these, we manually retrieved and added eight papers that were tweeted about without the hashtag.

The number of views, downloads and total citations for each paper were scraped from the journal’s website (see Section 2.2). Each value was normalised by the number of days between the publication of the article and the date of data collection. We used a Welch’s test to determine if there was a difference in terms of citations, downloads and views between papers that appeared in the #showmeyourdata campaign and papers that did not. A Welch’s test was also applied to the papers tweeted as #johdpapers and the papers that had not been announced on the journal’s account.

3. Results

3.1. Publication Data

In the case of JOHD, the number of papers published between 2015 and 2019 ranges from two or three in a year to only one in 2019. RDJ shows a similar pattern, with slightly higher numbers of publications in its first two years. Between 2017 and 2020, RDJ publications were higher in number compared to JOHD. However, since 2020 JOHD has rapidly grown. In 2020, JOHD published nine articles, while RDJ published 14 articles. However, JOHD has now published 67 papers in total, while RDJ has published 46 data papers (see Table 1). The number of publications over the years for both JOHD and RDJ is displayed in Figure 3.

Looking at the disciplines covered (Figure 4), the most productive area for both data papers and research papers in JOHD is undoubtedly Linguistics [L01.559.598]. The category Social Sciences [I01] covers some of the papers that deal with COVID-19 datasets, in terms of social and cultural effects on specific communities [62], the impact on social media [63], and the spread of fake news and their detection [64]. These papers were published in JOHD’s special collection ‘Humanities Data in the time of COVID-19’ which hosts studies on the mechanisms and consequences of the COVID-19 pandemic from the point of view of the humanities disciplines. The least represented areas are Motion Pictures [K01.093.545], Music [K01.602], and Journalism [L01.737.498]. See Appendix A for an analysis of the distribution of research fields according to paper type.

In the case of RDJ, the classification through MeSH revealed a different pattern. Among the most published fields of research are History [K01] and Social Sciences [I01]. In RDJ, Linguistics [L01.559.598] is one of the least popular fields in data papers. These results can be seen in Appendix A (Figure A3).

The distribution of research fields in both JOHD and RDJ regarding the most present research fields differs between the journals (Figure 4). In JOHD, papers are especially focused on humanities subjects, whereas social sciences and history (which is often considered a Social Science) are the main research fields in RDJ.
3.2. Impact of Data Papers and Datasets

3.2.1. Publication Times of Data Papers, Datasets and Research Articles

Figures 5 and 6 give an overview of the time elapsing between the publication of a data paper in JOHD and RDJ and the publication of its associated research paper and dataset. We have calculated the average time distance using the median (M), rather than the mean, since there are clear outliers in the data (e.g., anything above 2000 in the x-axis). For the same reason, in the histogram we indicated the median absolute deviation (MAD), instead of the standard deviation. As Figure 5 shows, virtually all data papers in JOHD and RDJ were published after the associated datasets had been deposited in a repository. The only apparent exception is due to a new version of the same dataset being published after the data paper had been published, without, however, retaining the original dataset, which made it impossible for us to retrieve the data of the latter. This reflects the intuition that all data papers are based on a published dataset, and they are thus expected to all be published after the associated dataset. We can see that the average data paper in JOHD and RDJ was published 170 days (circa five and a half months) after the associated dataset had been deposited in a public repository, with the majority of them being published within three years of the dataset being deposited.

Similarly, the histogram in Figure 6 gives an overview of the time elapsing between the publication of a research paper and the publication of the associated data paper in JOHD and RDJ. Although, once again, the average data paper is published after the associated research paper (with a median of 136 days, i.e., circa four and a half months afterwards), this time we can see a more balanced split between data papers published before and after their associated research paper. This also reflects the intuition that a data paper can complement a research paper in different ways, either by providing a peer-reviewed (thus citable following standard citation practice) title to an upcoming research paper, or by retrospectively giving visibility to the data used in a research paper, thus making it open and reusable.
Figure 5. Number of days elapsed between the publication of a dataset in its public repository and the publication of the associated data paper by JOHD or RDJ. 0 on the x-axis is the date of publication of a dataset, so that one data point at 500 on the x-axis, for instance, indicates that one data paper was published 500 days after the publication of its associated dataset. M = median. MAD = median absolute deviation.

Figure 6. Number of days elapsed between the publication of a research paper and the publication of the associated data paper by JOHD or RDJ. 0 on the x-axis is the date of publication of a dataset, so that one data point at −500 on the x-axis, for instance, indicates that one data paper was published 500 days before the publication of its associated research paper.
3.2.2. Impact Metrics

Before proceeding to the correlation analysis, it is useful to provide a brief overview of the counts for the metrics collected on data papers, since they will be the figures against which impact will be assessed in the next section. In Figure 7 we present the overall raw counts for total citations and Altmetric score by means of box plots, whereas Figure 8 shows the difference in (age-normalised) counts for the same metrics depending on the age of publication by means of scatter plots.

Figure 7. JOHD/RDJ data papers: boxplot showing the distribution of total citation counts.

Figure 8. JOHD/RDJ data papers: average citation counts over time. The number of years of age of the papers indicated on the x-axis has been divided into 3-month intervals.

Figure 7 shows that citation counts among JOHD and RDJ data papers range between 0 and 20. The average citation count according to the median, however, is 0, with the mean lying just above that, at 1 citation. Moreover, citation counts above 2 are marked as outliers, as we can see from the seven data points beyond the upper whisker. The upper interquartile range (IQR) at 1 also indicates that most data papers received either 1 or no citations at all.

Because most data papers receive one or no citations, together with the overall scarcity of data, it is extremely hard to assess the development of citation counts over time. Each dot in the scatter plot in Figure 8 corresponds to a 3-month average citation count for data papers published within that timespan. The number of years on the x-axis corresponds to the number of years elapsed between 2022 and 2015, so that the further away from the y-axis a dot is, the older the data papers represented by that dot in the plot. Overall, it appears that more recent articles have received on average more citations than older ones. However, we cannot interpret this as a trend until more data are gathered.

Figure 7 shows that citation counts among JOHD and RDJ data papers range between 0 and 20. The average citation count according to the median, however, is 0, with the mean lying just above that, at 1 citation. Moreover, citation counts above 2 are marked as outliers, as we can see from the seven data points beyond the upper whisker. The upper interquartile range (IQR) at 1 also indicates that most data papers received either 1 or no citations at all.
outliers, as we can see from the seven data points beyond the upper whisker. The upper interquartile range (IQR) at 1 also indicates that most data papers received either 1 or no citations at all.

Because most data papers receive one or no citations, together with the overall scarcity of data, it is extremely hard to assess the development of citation counts over time. Each dot in the scatter plot in Figure 8 corresponds to a 3-month average citation count for data papers published within that timespan. The number of years on the x-axis corresponds to the number of years elapsed between 2022 and 2015, so that the further away from the y-axis a dot is, the older the data papers represented by that dot in the plot. Overall, it appears that more recent articles have received on average more citations than older ones. However, we cannot interpret this as a trend until more data are gathered.

The Altmetric scores of JOHD and RDJ data papers (Figure 9) range between 1 and 62, with most papers receiving a score between 3 and 14.8 (with a median of 4.5 and a mean of 11.2) and anything above 31 being classified as an outlier. In other words, all data papers in our datasets received at least some attention, although in order to assess how they fared compared to other papers, the scores would have to be categorised into finer-grained subjects. Our dataset includes papers across different disciplines, albeit all within HSS, and each of them should be considered separately when evaluating Altmetric scores on their own, as reflected by the current criteria with which the highest-scoring papers are announced each year by Altmetric (i.e., following the division into subfields provided by Dimensions)\textsuperscript{19}. Since we are interested in the relationship between different impact metrics, we leave this task for future research.

Figure 9. JOHD/RDJ data papers: Altmetric scores.

Figure 10 seems to indicate a slightly clearer upward trend from older to newer data papers when it comes to Altmetric scores, compared to the same figure on citations. While we should still be cautious given the scarcity of data, the scatter plot may reflect the intuition that the discourse on HSS research on social media has been steadily intensifying since 2015, particularly in correspondence to the COVID-19 pandemic. Another potential reason for the steady increase may be a restructuring of the editorial team within JOHD, which in the two years preceding this study (where the steepest increase can be observed) has also included in-house Social Media Editors for the first time, which has led to a significant increase in the level of activity of the journal on Twitter.
Figure 10. JOHD/RDJ data papers: Altmetric scores.

For a comparison with the counts of metrics on research papers and datasets, we have included the box plots and scatter plots for those metrics in the Appendix B.

3.2.3. Correlation between the Different Impact Metrics

Following the questions and methods laid out in Section 2.2, in this section we present the result of our analysis on the impact of data papers on the metrics of associated research papers and datasets.

The first question is whether higher-impact data papers are associated with higher-impact datasets and research papers. Table 5 shows the results of the correlation analysis which we carried out between pairs of metrics.

Table 5. Result of correlation analysis between the metrics of data papers and associated research papers and datasets.

<table>
<thead>
<tr>
<th>Variable 1</th>
<th>Variable 2</th>
<th>rho</th>
<th>p-Value</th>
<th>Strength of Correlation</th>
<th>Significant (Alpha = 0.05)?</th>
</tr>
</thead>
<tbody>
<tr>
<td>tot_cit_datapapers</td>
<td>altmetric_research</td>
<td>0.68</td>
<td>&lt;0.01</td>
<td>Moderate</td>
<td>Y</td>
</tr>
<tr>
<td>downloads_datapapers</td>
<td>altmetric_research</td>
<td>0.59</td>
<td>0.015</td>
<td>Moderate</td>
<td>Y</td>
</tr>
<tr>
<td>altmetric_datapapers</td>
<td>tot_cit_research</td>
<td>0.39</td>
<td>0.063</td>
<td>Weak</td>
<td>Borderline</td>
</tr>
<tr>
<td>views_datapapers</td>
<td>altmetric_research</td>
<td>0.47</td>
<td>0.064</td>
<td>Moderate</td>
<td>Borderline</td>
</tr>
<tr>
<td>views_dataset</td>
<td>tot_cit_datapapers</td>
<td>0.51</td>
<td>0.014</td>
<td>Moderate</td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 6 shows the pairs of variables that were found to have some form of (positive or negative) correlation, with either a significant p-value, or a p-value very close to the alpha (i.e., 0.05). These borderline cases can be classified as trends, rather than statistically significant observations, and they may point to the fact that, should more data be gathered, stronger trends may be detected and the p-value, as a result, may drop, making the association significant. As the table shows, there is a moderate to strong significant correlation between the Altmetric score of research papers with an associated data paper and the total citations of data papers, as well as between the Altmetric score of those research papers and the total downloads of data papers. From the Open Humanities perspective, this is promising, and it could either indicate that a research paper draws more social media
attention when the associated data paper is cited, or, conversely, that higher online attention to a piece of research also draws attention to the associated data paper, which, in turn, receives more downloads (thus, reads). Additionally, note that the opposite situation could be classified as a trend, since the total citations of research papers have a weak to moderate correlation with the Altmetric scores of the data papers.

Table 6. Welch’s t-test and Mann–Whitney U-test results: mean citations of research papers with an associated data paper and all HSS research papers between 2015 and 2022, at each random sampling of the latter.

<table>
<thead>
<tr>
<th>All HSS Res. Papers (Mean Citations)</th>
<th>Res. Papers with Associated Data Paper (Mean Citations)</th>
<th>Welch’s Stats</th>
<th>Welch’s p-Value</th>
<th>Mann–Whitney Stats</th>
<th>Mann–Whitney p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5911</td>
<td>&lt;0.01</td>
<td>87,958</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5417</td>
<td>&lt;0.01</td>
<td>87,593</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5756</td>
<td>&lt;0.01</td>
<td>87,779</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5491</td>
<td>&lt;0.01</td>
<td>87,595</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5666</td>
<td>&lt;0.01</td>
<td>87,704.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5052</td>
<td>&lt;0.01</td>
<td>87,319.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5174</td>
<td>&lt;0.01</td>
<td>87,434.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5788</td>
<td>&lt;0.01</td>
<td>87,909.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5552</td>
<td>&lt;0.01</td>
<td>87,690.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0005</td>
<td>0.0017</td>
<td>3.5329</td>
<td>&lt;0.01</td>
<td>87,569.5</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

The next two questions aimed to compare the research papers and datasets associated with a JOHD or RDJ data paper, with the information we gathered from Dimensions and Zenodo, respectively, on HSS research papers and datasets published between 2015 and 2022, regardless of whether they had an associated data paper. Starting with research papers, we wanted to test the hypothesis that research papers with an associated data paper perform highly, metrics-wise, within the publishing landscape of research papers in HSS as a whole. Figure 11 and Table 6 show the results of this comparison.

Figure 11. Comparison between research papers with an associated data paper and all HSS research papers (2015–2022): citation counts.
The mean citation count for research papers with an associated data paper is higher, and both the Mann–Whitney U-test and Welch's t-test returned a highly significant p-value. Note that the box plots in Figure 11 above were produced after a random sampling of 5000 observations from the dataset with all HSS research papers. Repeating the random sampling will likely result in slightly different box plots, although all with the median of the box plot on the left lying above the upper quartile of the box plot on the right, as confirmed by Table 6, reporting consistent results for both tests for the entire 10-fold random sampling.

Both tests also agreed that the Altmetric scores of research papers with an associated data paper are statistically higher than those of research papers in the HSS as a whole (Figure 12 and Table 7). We can say that these results indicate that data papers boost both the citation counts of and the online attention to associated research papers, which is obviously encouraging for Open Humanities and, specifically, for Open Humanities data publishing.

![Box plots showing the comparison between research papers with an associated data paper and all HSS research papers (2015–2022): Altmetric scores.](image_url)

**Figure 12.** Comparison between research papers with an associated data paper and all HSS research papers (2015–2022): Altmetric scores.

**Table 7.** Welch's t-test and Mann–Whitney U-test results: mean Altmetric score of research papers with an associated data paper and all HSS research papers between 2015 and 2022, at each random sampling of the latter.

<table>
<thead>
<tr>
<th>All HSS Res. Papers (Mean Altmetric Score)</th>
<th>Res. Papers with Associated Data Paper (Mean Altmetric Score)</th>
<th>Welch’s Stats</th>
<th>Welch’s p-Value</th>
<th>Mann–Whitney Stats</th>
<th>Mann–Whitney p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0054</td>
<td>0.0142</td>
<td>2.7096</td>
<td>0.0169</td>
<td>55,227.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0055</td>
<td>0.0142</td>
<td>2.6809</td>
<td>0.0178</td>
<td>54,885</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0054</td>
<td>0.0142</td>
<td>2.7060</td>
<td>0.0170</td>
<td>55,167</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0054</td>
<td>0.0142</td>
<td>2.7028</td>
<td>0.0171</td>
<td>54,985.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0053</td>
<td>0.0142</td>
<td>2.7207</td>
<td>0.0165</td>
<td>55,342.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0054</td>
<td>0.0142</td>
<td>2.7123</td>
<td>0.0168</td>
<td>55,262.5</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0054</td>
<td>0.0142</td>
<td>2.6967</td>
<td>0.0173</td>
<td>55,065</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0054</td>
<td>0.0142</td>
<td>2.7027</td>
<td>0.0171</td>
<td>55,138</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0052</td>
<td>0.0142</td>
<td>2.7566</td>
<td>0.0154</td>
<td>55,542</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>0.0053</td>
<td>0.0142</td>
<td>2.7220</td>
<td>0.0165</td>
<td>55,247.5</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>
Finally, we compared the metrics of the datasets with an associated data paper with those of all datasets in the Humanities deposited in Zenodo between 2015 and 2022 (Figures 13 and 14; Tables 8 and 9).

Table 8. Welch’s t-test and Mann–Whitney U-test results: mean downloads of datasets with an associated data paper and all HSS datasets between 2015 and 2022, at each random sampling of the latter.

<table>
<thead>
<tr>
<th>All HSS Datasets (Mean Downloads)</th>
<th>Datasets with Associated Data Paper (Mean Downloads)</th>
<th>Welch’s Stats</th>
<th>Welch’s p-Value</th>
<th>Mann–Whitney Stats</th>
<th>Mann–Whitney p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0371 0.1807 3.6907 &lt;0.001</td>
<td>150,735.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0333 0.1807 3.7979 &lt;0.001</td>
<td>150,662.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0325 0.1807 3.8184 &lt;0.001</td>
<td>150,606.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0363 0.1807 3.6818 &lt;0.001</td>
<td>150,534.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0358 0.1807 3.7203 &lt;0.001</td>
<td>149,763.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0324 0.1807 3.8213 &lt;0.001</td>
<td>150,502 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0415 0.1807 3.5410 &lt;0.001</td>
<td>150,328.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0393 0.1807 3.6093 &lt;0.001</td>
<td>150,285 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0360 0.1807 3.6890 &lt;0.001</td>
<td>150,863.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0329 0.1807 3.8062 &lt;0.001</td>
<td>150,091 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9. Welch’s t-test and Mann–Whitney U-test results: mean views of datasets with an associated data paper and all HSS datasets between 2015 and 2022, at each random sampling of the latter.

<table>
<thead>
<tr>
<th>All HSS Datasets (Mean Views)</th>
<th>Datasets with Associated Data Paper (Mean Views)</th>
<th>Welch’s Stats</th>
<th>Welch’s p-Value</th>
<th>Mann–Whitney Stats</th>
<th>Mann–Whitney p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0866 0.5899 6.6730 &lt;0.001</td>
<td>166,320.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1045 0.5899 6.3782 &lt;0.001</td>
<td>166,043.5 &lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tables 8 and 9 show that the averages of both total views and total downloads are significantly higher for datasets with an associated data paper than the average views and downloads of HSS datasets in Zenodo from the same period. Both the U-test and Welch’s t-test achieve highly significant p-values, indicating that we can confidently reject the null hypothesis (namely, that there is no difference in mean between the two groups of datasets).
Table 8. Welch’s t-test and Mann–Whitney U-test results: mean downloads of datasets with an associated data paper and all HSS datasets between 2015 and 2022, at each random sampling of the latter.

<table>
<thead>
<tr>
<th>All HSS Datasets (Mean Downloads)</th>
<th>Datasets with Associated Data Paper (Mean Downloads)</th>
<th>Welch’s Stats</th>
<th>Welch’s p-Value</th>
<th>Mann–Whitney Stats</th>
<th>Mann–Whitney p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0371</td>
<td>0.1807</td>
<td>3.6907</td>
<td>&lt;0.001</td>
<td>150,735.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0333</td>
<td>0.1807</td>
<td>3.7979</td>
<td>&lt;0.001</td>
<td>150,662.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0325</td>
<td>0.1807</td>
<td>3.8184</td>
<td>&lt;0.001</td>
<td>150,606.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0363</td>
<td>0.1807</td>
<td>3.6818</td>
<td>&lt;0.001</td>
<td>150,534.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0358</td>
<td>0.1807</td>
<td>3.7203</td>
<td>&lt;0.001</td>
<td>149,763.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0324</td>
<td>0.1807</td>
<td>3.8213</td>
<td>&lt;0.001</td>
<td>150,502</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0415</td>
<td>0.1807</td>
<td>3.5410</td>
<td>&lt;0.001</td>
<td>150,328.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0393</td>
<td>0.1807</td>
<td>3.6093</td>
<td>&lt;0.001</td>
<td>150,285</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0360</td>
<td>0.1807</td>
<td>3.6890</td>
<td>&lt;0.001</td>
<td>150,863.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0329</td>
<td>0.1807</td>
<td>3.8062</td>
<td>&lt;0.001</td>
<td>150,091</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Table 9. Welch’s t-test and Mann–Whitney U-test results: mean views of datasets with an associated data paper and all HSS datasets between 2015 and 2022, at each random sampling of the latter.

<table>
<thead>
<tr>
<th>All HSS Datasets (Mean Views)</th>
<th>Datasets with Associated Data Paper (Mean Views)</th>
<th>Welch’s Stats</th>
<th>Welch’s p-Value</th>
<th>Mann–Whitney Stats</th>
<th>Mann–Whitney p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0866</td>
<td>0.5899</td>
<td>6.6730</td>
<td>&lt;0.001</td>
<td>166,320.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.1045</td>
<td>0.5899</td>
<td>6.3782</td>
<td>&lt;0.001</td>
<td>166,043.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0915</td>
<td>0.5899</td>
<td>6.5895</td>
<td>&lt;0.001</td>
<td>166,474</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0780</td>
<td>0.5899</td>
<td>6.7957</td>
<td>&lt;0.001</td>
<td>166,256</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0885</td>
<td>0.5899</td>
<td>6.6488</td>
<td>&lt;0.001</td>
<td>165,853</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0954</td>
<td>0.5899</td>
<td>6.5406</td>
<td>&lt;0.001</td>
<td>166,109</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0868</td>
<td>0.5899</td>
<td>6.6552</td>
<td>&lt;0.001</td>
<td>166,378.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0903</td>
<td>0.5899</td>
<td>6.6159</td>
<td>&lt;0.001</td>
<td>166,123.5</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0811</td>
<td>0.5899</td>
<td>6.7502</td>
<td>&lt;0.001</td>
<td>166,266</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>0.0813</td>
<td>0.5899</td>
<td>6.7475</td>
<td>&lt;0.001</td>
<td>166,329.5</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

3.3. Twitter Data

Building on the premises presented in Section 2.3, in this section we will illustrate (1) how the use of a platform such as Twitter can tangibly contribute to increasing the visibility of a paper, and (2) how the framework in which the paper is presented on Twitter can influence (positively or negatively) the impact of the platform on the visibility of the paper itself.

As illustrated in Section 2.3, we performed the analysis on the impact of the two hashtags related to JOHD’s papers, namely #showmeyourdata and #johdpapers. We first calculated the means of the three metrics collected from JOHD’s website (downloads, views and citations) for the two datasets #johdpapers and #showmeyourdata (Table 10). The means of the metrics associated with papers that were tweeted on the journal’s account (column 1) and papers that were not tweeted about (column 2) show similar values. The hashtag #johdpapers does not seem to produce a noticeable increase in any of the metrics observed in the study. On the other hand, the number of downloads of the papers appeared in the #showmeyourdata campaign (column 3) doubles the downloads of papers that did not appear in the campaign (column 4). The same type of result in the #showmeyourdata dataset is observed for the number of views.
Table 10. Means of the number of downloads, views and citations for the papers which had an associated tweet with the hashtag #johdpapers (first column) and without the hashtag #johdpapers (second column), and for the papers with an associated tweet with (third column) and without (fourth column) the hashtag #showmeyourdata.

<table>
<thead>
<tr>
<th></th>
<th>#johdpapers With Hashtag (1)</th>
<th>#showmeyourdata With Hashtag (3)</th>
<th>With Hashtag</th>
<th>Without Hashtag</th>
<th>Difference in Means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean downloads</td>
<td>0.0822</td>
<td>0.1048</td>
<td>0.0472</td>
<td>0.0576</td>
<td></td>
</tr>
<tr>
<td>Mean views</td>
<td>0.6327</td>
<td>0.8471</td>
<td>0.2144</td>
<td>0.4543</td>
<td></td>
</tr>
<tr>
<td>Mean citations</td>
<td>0.0016</td>
<td>0.0020</td>
<td>0.0004</td>
<td>0.0018</td>
<td></td>
</tr>
</tbody>
</table>

We performed a Welch’s test to see whether the #showmeyourdata campaign really had a significant impact on at least two of the three metrics considered. We performed the same test for #johdpapers in order to detect whether the two hashtags indeed have a different impact on the visibility of the papers, i.e., to determine if there was a statistical difference between metrics associated with papers that appeared in #showmeyourdata and papers that did not.

Table 11 illustrates the results for the two groups for #showmeyourdata. With $\alpha = 0.05$, we obtained a significative result for both the number of downloads ($p = 0.0479$) and the number of views ($p = 0.0310$) between the two groups. The #showmeyourdata campaign seems to have produced a positive outcome on the number of downloads and views of the paper on the website, for those papers that appeared in the campaign. Table 12 illustrates the results for the two groups for #johdpapers. With $\alpha = 0.05$, none of the metrics seems to show significative differences between papers whose publication was announced on the journal’s Twitter account and the papers that were not tweeted about.

Table 11. Results of the Welch’s test on the metrics associated with papers included in the #showmeyourdata campaign and papers not included in the campaign.

<table>
<thead>
<tr>
<th></th>
<th>With Hashtag</th>
<th>Without Hashtag</th>
<th>Difference in Means</th>
<th>t-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>downloads</td>
<td>downloads</td>
<td>0.0472</td>
<td>2.0208</td>
<td>&lt;0.05</td>
<td></td>
</tr>
<tr>
<td>views</td>
<td>views</td>
<td>0.3927</td>
<td>2.2143</td>
<td>&lt;0.05</td>
<td></td>
</tr>
<tr>
<td>citations</td>
<td>citations</td>
<td>0.0002</td>
<td>0.2012</td>
<td>0.8412</td>
<td></td>
</tr>
</tbody>
</table>

Table 12. Results of the Welch’s test on the metrics associated with papers tweeted as #johdpapers and papers that were not tweeted.

<table>
<thead>
<tr>
<th></th>
<th>With Hashtag</th>
<th>Without Hashtag</th>
<th>Difference in Means</th>
<th>t-Statistic</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>downloads</td>
<td>downloads</td>
<td>−0.0071</td>
<td>−0.2289</td>
<td>0.8204</td>
<td></td>
</tr>
<tr>
<td>views</td>
<td>views</td>
<td>−0.1316</td>
<td>−0.5423</td>
<td>0.5916</td>
<td></td>
</tr>
<tr>
<td>citations</td>
<td>citations</td>
<td>−0.0009</td>
<td>−0.6620</td>
<td>0.5131</td>
<td></td>
</tr>
</tbody>
</table>

From the results of the tests, we can conclude that (1) Twitter can be a powerful tool to increase the visibility of publications, but (2) not every type of content automatically works in this sense. In fact, only the #showmeyourdata campaign was found to be successful, increasing the number of views and downloads on the journal’s website for those papers that appeared in the campaign. This is probably due to the different nature of the types of content featured by the two hashtags. As explained in Section 2.3, the #showmeyourdata campaign aims at directly involving the community, mentioning the authors by name (or Twitter handle) and inviting them to retweet and share an image of the data described in the paper mentioned in our tweet. On the other hand, #johdpapers is simply used for announcing new publications and does not always lead to further action from the authors and the Twitter community.
4. Discussion and Conclusions

The combined use of project repositories, data repositories, data papers and traditional research articles, all freely accessible, can maximise the impact of each of these means of publication towards more open and transparent research. The objective of this study was to take stock of the publication of data papers in the humanities and social sciences. The history of data journals over time reveals an important difference between the sciences and HSS disciplines. As mentioned in the Introduction, there are several reasons for this. On the one hand, the very definition of the term “data” is debated and understood differently by different humanities disciplines. This results in low levels of awareness of the importance of datasets as integral parts of the research process. Our study has used data from the two main data journals dedicated to HSS, JOHD and RDJ. While JOHD does not explicitly include social sciences in its title and its focus is indeed primarily on the humanities, it does publish articles which can be classified as social sciences, for example in its special collection dedicated to COVID-19. History, additionally, is often classified as a social science and is within the scope of JOHD. We have shown a gradual growth in terms of the number of data papers published per year, which has seen a significant increase in 2021 in JOHD’s case. Our analysis (Section 3.1) has also identified the most productive areas in terms of publication (and therefore submissions) of data papers (for example, Linguistics and History) and those that are emerging (for example, Motion Pictures and Social Sciences).

In Section 3.2, we carried out the first systematic analysis of the impact of data papers, associated datasets and research articles for the two HSS multidisciplinary data journals we focussed on. Data papers in JOHD and RDJ tend to be published after their associated datasets had been deposited in an open repository (on average 149 days later). They also tend to be published after their associated research articles (on average 118 days later), but sometimes they are published before. This confirms the intuition that authors may decide to publish their data papers first to enable maximum reuse of the data and gain early credit for their data work, or they may decide to publish their research article first, possibly fearing that early access to their data may diminish the impact of their research. The analyses presented in Section 3.2 also suggest that data papers have a positive impact on both the metrics of research papers associated with them and on data reuse. This is extremely positive for HSS, which are still lacking an organic open humanities and social sciences discourse and are very often left out from the discussion around the impact of data sharing and, certainly, from the very few studies on the usefulness of data papers (see Section 1.2). Our results may also encourage more researchers in the field to deposit their data in public repositories and to describe them in a data paper, since it is also likely to benefit their own research in the long run.

Finally, our analysis of JOHD’s Twitter activity (Table 10) has shown that the means of the metrics associated with papers whose publication was announced on the journal’s Twitter account (column 1) and papers that were not announced (columns 2) show similar values. It seems that the hashtag #johdpapers does not produce a noticeable increase in any of the metrics observed in the study. On the other hand, the number of downloads of the papers appearing in the #showmeyourdata campaign (column 3) was double the number of downloads of papers that did not appear in the campaign (column 4). A similar result in the #showmeyourdata dataset is observed for the number of views. The way the two hashtags address the community is considerably different. Comparing the results of the analysis on the two datasets can also inform the journal’s future strategy. The #showmeyourdata campaign seems to have produced a positive outcome on the number of downloads and views of the papers on the website for those papers that appeared in the campaign.

In the future, our analysis can be expanded to include STEM data papers. Since linking between data papers and associated research papers turned out to be very informative, in such future study these links would need to be identified by experimenting with automatic or semiautomatic methods. We have also been collecting time-stamped (monthly) metrics, which may eventually allow us to account for the time variable more systematically than simple age-normalisation. Finally, collecting information on other predictors, such as
sub-disciplines and author-specific metrics, may allow us to carry out further types of analysis, including regression modelling to compare the role played by data papers with other factors such as discipline or authors' reputation.
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**Appendix A**

When classifying JOHD’s articles by research field, we made a distinction between data papers and research papers. As already mentioned, the majority of data papers and research papers are focused on the field of Linguistics [L01.559.598]. In the case of research papers (Figure A1), Linguistics [L01.559.598] is followed by Information Science [L01], History [K01], and Computing Methodologies [L01.224]. This analysis has revealed that for data papers (Figure A2), after Linguistics [L01.559.598], the most popular labels are the ones of History [K01] and Library Science [L01.583]. Figure A3 shows the subject distribution of papers published in RDJ.

![Figure A1. Number of publications by field, research papers (JOHD).](image-url)
Appendix B
The following figures complement those in Section 3.2.2. For each of the metrics, as done in Section 3.2.2. we provide:

1. a box plot representing raw counts, including details on median and mean, lower and upper quartile, and the minima and maxima;

Figure A2. Number of publications by field, data papers (JOHD).

Figure A3. Numbers of publications by field represented as MeSH hierarchical codes in RDJ papers.
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The following figures complement those in Section 3.2.2. For each of the metrics, as done in Section 3.2.2, we provide:

1. a box plot representing raw counts, including details on median and mean, lower and upper quartile, and the minima and maxima;
2. a scatter plot showing the relative, age-normalised counts of the relevant metrics in papers or datasets of different ages.

Figure A4. JOHD/RDJ data papers: average downloads and views.

Data paper downloads:
- Median: 60
- Mean: 344
- Minimum: 0
- Maximum: 989
- Upper Q: 412
- Lower Q: 16

Data paper views:
- Median: 345
- Mean: 553.8
- Minimum: 0
- Maximum: 1367
- Upper Q: 649
- Lower Q: 146
Figure A5. JOHD/RDJ data papers: average downloads and views over time (3-month ranges).

Figure A6. Research papers associated with JOHD/RDJ data papers: average total citation counts.

Citations of research papers with an associated data paper
- Median: 2
- Mean: 3.4
- Minimum: 0
- Maximum: 8
- Upper Q: 4
- Lower Q: 1
Figure A7. Research papers associated with JOHD/RDJ data papers: average total citation counts over time (3-month ranges).

Figure A8. Research papers associated with JOHD/RDJ data papers: average Altmetric scores.

Altmetric score of research papers with an associated data paper
- Median: 12.5
- Mean: 22
- Minimum: 1
- Maximum: 46
- Upper Q: 26.2
- Lower Q: 7
Figure A9. Research papers associated with JOHD/RDJ data papers: average Altmetric scores over time (3-month ranges).

Figure A10. Datasets associated with JOHD/RDJ data papers: average total downloads and views.

Downloads
- Median: 94
- Mean: 469.7
- Minimum: 2
- Maximum: 424
- Upper Q: 244.5
- Lower Q: 26

Views
- Median: 341
- Mean: 933
- Minimum: 35
- Maximum: 1184
- Upper Q: 768.5
- Lower Q: 173.5

**Figure A11.** Datasets associated with JOHD/RDJ data papers: average total downloads and views over time (3-month ranges).

**Figure A12.** Humanities and social sciences datasets published in Zenodo (2015–2022): average total downloads and views.

Downloads:
- Median: 5
- Mean: 9
- Minimum: 0
- Maximum: 28
- Upper Q: 12
- Lower Q: 1
  Views:
- Median: 13
- Mean: 18.6
- Minimum: 0
- Maximum: 58
- Lower Q: 6
- Upper Q: 27

Figure A13. Humanities and social sciences datasets published in Zenodo (2015–2022): average total downloads and views over time (3-month ranges).

Figure A14. Humanities and social sciences research papers from Dimensions (2015–2022): average total citations and Altmetric scores.

Citations of all HSS research papers from Dimensions:
- Median: 3
- Mean: 4.6
Altmetric score of all HSS research papers from Dimensions:
- Median: 3
- Mean: 6
- Minimum: 0
- Maximum: 18
- Upper Q: 8
- Lower Q: 1

Citations of all HSS research papers from Dimensions:
- Median: 3
- Mean: 4.6
- Minimum: 1
- Maximum: 13
- Upper Q: 6
- Lower Q: 1

Figure A15. Humanities and social sciences research papers from Dimensions (2015–2022): average total citations and Altmetric scores over time (3-month ranges).

Notes
2. With regard to types of research output alternative to the academic article, it is worth mentioning the Declaration on Research Assessment (DORA), launched in 2012. Although not specifically focused on open research, it is committed to improving methods for evaluating research outputs in all disciplines, ultimately to decrease inequalities within the academic system.
10. The first articles were published in RDJ at a later date, on 25 March 2016.
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