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Abstract: This paper explores the landscape of research data in the humanities in the European context, delving into their diversity and the challenges of defining and sharing them. It investigates three aspects: the types of data in the humanities, their representation in repositories, and their alignment with the FAIR principles (Findable, Accessible, Interoperable, Reusable). By reviewing datasets in repositories, this research determines the dominant data types, their openness, licensing, and compliance with the FAIR principles. This research provides important insight into the heterogeneous nature of humanities data, their representation in the repository, and their alignment with FAIR principles, highlighting the need for improved accessibility and reusability to improve the overall quality and utility of humanities research data.
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1. Introduction

Research data play a crucial role in the development of the scientific communication landscape since sharing and reusing data are considered key activities in the transition to open science at the European level. Research data in the humanities are the most diverse of all scientific disciplines because almost any data on human activity can be considered research data, including newspapers, photographs, diaries, church records, court files, etc. [1]. Given the confusion surrounding the definition of data, Borgman believes that it is more relevant to question when something becomes data rather than what data are, because it “usually involves the process by which a scientist recognises that an observation, object, record, or other entity can be used as evidence of phenomena, and then collects, acquires, presents, analyses, and interprets these entities as data” [2].

Data sharing is essential in enabling the transparency, validation, and reproducibility of the research process, and further discovery based on reused data [3]. Therefore, it is possible to say that “the value of data lies in their use” [2]. To enable reuse, data must be shared in a way that is primarily FAIR (Findable, Accessible, Interoperable, Reusable), which ensures their finding, availability, interoperability, and reuse. The FAIR principles provide guidelines for the publication of digital resources in a way that makes them findable, accessible, interoperable, and reusable, and describe a continuum of characteristics, attributes, and behaviours that will bring digital resources closer to this goal [4].

The aim of this paper is to examine and answer three research questions related to datasets in the field of humanities: what types of research data are represented in the humanities? (1), to what extent are datasets in repositories in the field of the humanities represented by openness and under what licence? (2), and to what extent do research data align with the FAIR principles? (3).

In the literature, there is still no consensus on the definition of research data in the humanities, so they are often used as a broad term that includes different types of research
sources. This paper aims to determine the most prevalent data types in the humanities found in repositories.

To evaluate the FAIRness of datasets, this study used Wilkinson et al.’s [5] FAIR guidelines principles and Routledge Open Research data guidelines [6]. The F-UJI tool was used to assess the FAIRness level of datasets. This tool evaluates all FAIR elements using the URL or persistent identifier of a dataset [7]. Using tools to assess the FAIRness of data helps the future improvement of data FAIRness and, therefore, their reuse [8]. The use of the F-UJI tool is already acknowledged in scientific research [9,10]. Petrosyan et al. [9] used the F-UJI tool for the FAIR assessment of agriculture datasets and proposed a methodology that integrates the process of obtaining datasets and their subsequent evaluation, which can be used to investigate the degree of FAIRness of datasets in different disciplines.

2. Review of the Literature

The concept of research data in the humanities is still vague, especially in comparison to data-driven fields like STEM. This is due to the unique nature of humanities scholarly primitives [11], which refer to the basic functions that are common in scholarly activity across various disciplines. However, to participate effectively in current research practices, there is a need for a clearer understanding of what research data mean in the humanities.

Research data are often determined by definition as a set of symbols, that is, quantitative or qualitative, and by type, i.e., numerical, textual, and similar (definitions by Baretto, Burrell, Oppenheim) [12]. These characteristics describe research data, i.e., data that have been collected, recorded, or generated for analysis to obtain new, original research results. Each scientific field interprets and groups research data differently, most often according to the method of collection [13] and the level of processing [14].

According to DARIAH-DE [15], research data are all sources, materials, and results that have been collected, recorded, or evaluated in the context of research and answers to research questions in the field of humanities and culture, as well as computer-processed data for permanent storage, citation, and further processing. The definition is deliberately broadened to encompass the particular characteristics of humanities research, as well as the heterogeneous nature of research data [15]. Since there is no consensus on the definition, research data in the humanities field are often used as an umbrella term that includes different types of sources for research instead of the specific material that needs to be researched using quantitative tools [16]. Research data can also differ according to different perspectives, so we distinguish between artefacts intentionally created by people; texts, which are subject to interpretation; and information that is machine-processable and can be quantitatively analysed. However, such a division does not allow for the distinction of research data from research sources. Perhaps the most significant specificity of the humanities, in the context of scientific research data, are the unclear boundaries between data and publications. They are often used as equals, so primary sources are considered research data in the humanities [17]. Borgman describes this in the example of an old book, which can be considered not only a publication, but also a data source for retrieving names, places, and events [1]. According to the results of research by Allen and Hartland [18], in some fields, especially in history, researchers do not even recognise that they use data. It is often not considered a weakness, but a resistance to using the general term “data” when there is a more developed and accepted terminology, such as primary and secondary sources, bibliographies, and notes, and it is possible to describe research processes using them [18]. But quite often, they are not autonomous products of research, but are part of the cultural and social practices of the institutions that preserve, curate, and (co)produce them, such as libraries, museums, and archives [19]. Thus, another particularity of the humanities in this context is that they are not only devoted to physical entities, as in other disciplines, but also to abstract entities that include work as a physical and intellectual manifestation.
2.1. Humanities Scientists on Data

In contrast to other disciplines, there is not much research on the perception of research data and generally on the management of research data among scientists in the humanities field. Thoegersen [20] conducts research on research data and its management among scientists in the humanities field, and the results indicate that respondents consider research materials as data and equate them with information. Some distinguish between information and data, in that information is considered everything they have, while data are numerical, that is, quantitative. They believe that when information is used in research, it becomes data, that is, research information. Although the research is interesting, limitations are apparent. The very small sample of nine respondents is perhaps the most significant limitation, so these results can be used as encouragement for further research on this topic.

Hauf and coauthors [3], in their research on research data and their storage and use in the social sciences and humanities, intentionally use the term data instead of research data, because this phrase could refer too much to the STEM field and lead respondents (scientists in the social sciences and humanities) on the wrong track. The results indicate that the respondents most often use numerical data, including statistical and other quantitative data; scientific publications are in the second place, surveys and interviews in the third, and digital artefacts are in the fourth place. The correlation between the type of reused data and the discipline has been proven and the use of digital artefacts in the fields of archaeology, art, history, and literature is statistically significant. The fact that scientists from the social sciences and humanistic fields are involved in research partially explains the fact that numerical data are used most often, but it is necessary to investigate this in more detail. Gualandi, Pareschi, and Peroni [4] conducted research with the objective of defining research data in the humanities; that is, to define what that term includes and to provide an overview of current data practices. The research methodology was based on the previously mentioned research conducted by Thoegersen [20] and involved a sample of 19 scientists in the humanities field at the University of Bologna. The research resulted in a list of 13 types of research data, including publications, that is, primary and secondary sources. The respondents viewed the term “data” broadly, encompassing everything necessary for their research, and were not inclined to limit this term. Unlike the results of the research conducted by Thoegersen [20], the respondents did not consider the term “data” problematic and considered it relevant to their research context.

Limited research is available on how humanists conceptualise research data, and the studies that have been conducted are characterised by small sample sizes, making it hard to draw any conclusions. It should be noted that the term data itself is often problematic in the context of humanistic research.

2.2. Previous Research on FAIRness in Humanities

Quite often, the particularities regarding research data in the humanities make the implementation of the FAIR principles challenging. Kalinin and Skvortsov [21] identified four key characteristics of humanities data usage: 1. Research objects are collected, not created [22,23]; 2. Analogue data are critical; 3. Licence restrictions are imposed by data owners (libraries, galleries, and museums, not scientific institutes); 4. Context is of great importance [22]. Therefore, research data come in various forms, making it challenging to interpret and reuse them in other research once they are removed from their initial context.

The FAIR concept was the subject of research in different humanities areas. Calamai and Frontini [24] examined current data science and archiving practices in the area of speech and oral archives in the humanities. All FAIR principles were analysed and explained from the oral and speech archive perspective, i.e., the FAIR principles were applied to the CLARIN RI. Furthermore, de Jong et al. [25] further demonstrated the compliance of the CLARIN infrastructure with the FAIR concept through its data architecture. Strange, Gooch, and Collinson [26] investigated the question of data sustainability and existing repository services on the institutional level at the University of Oxford. Hiebel et al. [27] presented an approach to creating FAIR data for prehistoric mining archaeology based
Publications 2024, 12, 6

They demonstrated that the creation of FAIR data concerns all the sub-principles and particularities of the field. One of the main implications for practice is that the demonstrated approach is generic and can be applied to any archaeological investigation carried out in Austria. Some cross-domain research studies aimed to incorporate research data from various fields, including the humanities [18,21]. Despite accounting for critical differences between disciplines, such as the diversity of data types, research infrastructures (RI), and attitudes towards sharing and perceived individual benefits [18], field particularities and lack of representation have resulted in positioning the humanities, understood as non-STEM areas such as the Social Sciences and Humanities (SSH) [3,28] and Arts and Humanities, as an area of science unrepresented in cross-disciplinary research [21].

Toth-Czifra [22] found that the FAIRness of humanities research data is based on particularities of humanities compared to other fields: “First, scholarly data or metadata are digital by nature, second, scholarly data are always created and therefore owned by researchers, and third, there is a wide community-level agreement on what can be considered scholarly data. The problems around such assumptions in arts and humanities are cornerstones in reconciling disciplinary traditions with FAIR data management. By addressing them one by one, our aim is to contribute to a better understanding of discipline-specific needs and challenges in data production, discovery, and reuse”.

From previous research on the FAIR concept in the humanities, it can be observed that most of the research is focused or limited to Ris (e.g., CLARIN, DARIAH, SDS Oxford University services), with an emphasis on the infrastructure that supports FAIRification [29], not on the data themselves. But the importance of reaching a consensus around the notion of “data” [2,19,20] is a stepping stone for representable humanities research data in the open science landscape.

The question of determining what data are in the humanities is very current, reflecting challenges in distinguishing between data and publications. In addition to this problem, there are other specificities of research data in the humanities which need to be further investigated. The literature notes a lack of research on data in the humanities, including their definition and the adequacy of general concepts such as the FAIR principles.

3. Materials and Methods

The purpose of this paper is to gain insight into the humanities research data landscape, with a focus on the current data types, their representation in repositories, and alignment with the FAIR principles.

(1) Since consensus on the definition has not yet been reached, research data in the humanities are often used as an umbrella term that includes different types of sources for research. For this research, the DARIAH-DE definition of research data is used to determine the types of data represented in the humanities. An analysis of datasets published in institutional and thematic repositories in the field of humanities was performed using Digital Academic Archives and Repositories (DABAR), CROSSDA, and OpenAIRE. This research question aimed to determine the most common types of data found in open and/or closed access repositories in the humanities;

(2) In a study on the storage of research data in repositories, Buddenbohm et al. [30] found that a culture of sharing and reusing research data has not yet been established. Despite some data being stored in repositories, they are often difficult to find. The second research question is set up to examine the representation of humanities datasets published in open access sources and the licencing conditions under which they are published;

(3) Given the available number of open access datasets, this research question aims to investigate the extent to which the datasets align with the FAIR principles and, therefore, are appropriate for further use. The evaluation of FAIRness was conducted using F-UJI, a web service that enables the assessment of datasets. It is based on the metrics proposed by the RDA FAIR Data Maturity Model Working Group and developed by
the FAIRsFAIR project “Fostering FAIR Data Practices in Europe”. The tool performs a FAIR assessment “based on aggregated metadata; this includes metadata embedded in the data (landing) page, metadata retrieved from a PID provider (e.g., Datacite content negotiation), and other services (e.g., re3data)” [31]. By inputting the URL or persistent identifier of a dataset into the tool interface, F-UJI assesses the dataset and categorises its FAIRness assessment into four levels: incomplete, initial, moderate, and advanced. Each FAIR element is evaluated on the metrics presented in Table S1. Each FAIR principle in the F-UJI tool has a maximum score that every dataset can reach. The maximum score for Findable is 7, for Accessible 3, for Interoperable 4, and for Reusable 10.

This research was conducted in humanities fields, including philosophy, theology, philology, history, art history, art science, archaeology, anthropology, religious studies, and interdisciplinary humanities science [32]. The Croatian Social Science Archive (CROSSDA) [33], Digital Academic Archives and Repositories (DABAR) [34], and institutional repositories providing OpenAIRE Explore [35] were selected as data sources due to their search and filter functionalities that enable the breakdown of datasets by subject category. Other repositories, e.g., Zenodo, were not used due to the lack of search and filter functionalities as they could not provide the information needed for conducting this research.

Data were analysed using a deductive or “a priori” coding approach in which initial codes come from the literature or key variables from the conducted research [36]. For data analysis, attribute coding was used as the method in which information about sample data is recorded in the form of a framework matrix [37]. For each dataset in the sample, the following values were applied: name of the repository, scientific field, data type, openness, licences, file format, and FAIR assessment (Findable score (FS), FS FAIR level, Accessible score (AS), AS FAIR level, Interoperable score (IS), IS FAIR level, Reusable score (RS), RS FAIR level, FAIR level in general). This was performed using the F-UJI tool [34]. The aforementioned values were analysed to answer the research questions: the scientific field provided information about humanities fields, the data type and file format gave information about the specific types of datasets stored in repositories, licences gave information about the openness of the datasets, and the F-UJI tool conducted a FAIR assessment and provided information about the FAIR level of datasets.

4. Results

RQ1: What types of research data are represented in the humanities?

Although the question of defining research data in the humanities is still under discussion, for this research, we chose the DARIAH DE definition of research data, which includes various types of research data, such as text samples, tables, images, maps, databases, etc. However, based on this definition, research data are not a publication or research article.

From the research sample, the authors collected 123 objects (108 from OpenAire, 13 from DABAR, 2 from CROSSDA) stored as datasets, but only 20% were actual datasets, and the rest were research papers. Among the 26 actual datasets retrieved, the majority were mixed (55.6% were numeric and textual data). Figure 1 shows the types of repositories where it is evident that the largest types of dataset are mixed data that contain both numerical and textual data. The second dataset represented in the repository are textual data with 16.7% and audio data with 11.1%. With the same percentage of 5.6%, repositories represented databases, software, and applications.
The majority of datasets were from the interdisciplinary humanities (38.5%) and philology (30.8%); archaeology represented 23.1%, and art history and theology 3.8%.

Each dataset stored in the repositories consisted of several files with different data. The results indicate that 47.5% of the data are stored as spreadsheets or tabular files, e.g., .xlsx, .csv, .tab, .r, .tsv, .rda. The second category, representing 22% of the total, are text files, for example .docx, .txt, .pdf, .md. The third place, at 11.9%, is jointly shared by the categories of compressed files (.zip, .gz) and files for storing software code (.json, .mat, .loch, .es3). The research results showed that the least common formats for datasets stored in repositories are database formats (.sql), with 3.4%, and multimedia (.dcf), and audio files (.mp3) each with 1.7%.

RQ2: To what extent are datasets in repositories in the field of humanities represented by openness and under what licence?

Almost all data are openly accessible (88.5%); 3.8% of the data have limited access, and 7.7% of the data are not openly accessible. Although most of the datasets are open access, there are still some restrictions on reuse. Figure 2 shows a representation of the licences assigned to the repository datasets that were analysed. Most datasets have copyright licence with all rights reserved (34.62%). CC BY is one of the least restrictive licences, represented in 20% of the datasets and the second most popular licence in this sample, with 19.23%. Only 11.54% of the datasets are marked with CCO, which serves as a public domain dedication tool and is the most suitable for research data. The CC BY NC ND, CC BY NC, CC BY ND, and CC BY NC SA licences are represented in 7.69% of the datasets, while GPL-3.0 is assigned to 3.85% of the datasets.

RQ3: To what extent do research data align with the FAIR principles?

The analysis of the datasets included in this research showed that the average score for the Findable principle is 5.36 and the mode value is 5, which equals a moderate level of findability. None of the datasets has scores 1 and 3. One dataset had a score of 2, five datasets had a score of 4, ten datasets had a score 5, five datasets had a score of 6, and five datasets had a score of 7, representing an advanced level of findability. Based on this, most of the datasets have a moderate level of findability (n = 17), one dataset has a basic level, and eight datasets have an advanced level.
RQ3: To what extent do research data align with the FAIR principles?

The average score for the Accessible principle is 1.3 and the mode value is 1, which equals a basic level of accessibility. Most datasets had a score of 1 (n = 20), five datasets had a score of 2, and one dataset had a score of 3, which represents an advanced level of accessibility. Based on this, most of the datasets have a basic level of accessibility (n = 20), one dataset has an advanced level, and five datasets have a moderate level.

The average score for the Interoperable principle is 1.56 and the mode value is 0, which equals an incomplete level of interoperability. Most of the datasets did not score any points; they scored 0 (n = 12) out of 4. One dataset had a score of 1, three datasets had a score of 2, eight datasets had a score of 3, and two datasets had a score of 4, which represents an advanced level of interoperability. Based on this, most of the datasets have an incomplete level of interoperability (n = 12), one dataset has a basic level, ten datasets have a moderate level, and three datasets have an advanced level.

The average score for Reusable principle is 2.32 and the mode value is 1, which indicates a basic level of reusability. None of the datasets has scores of 10, 9, 8, 7, or 5. Most of the datasets had a score of 1 (n = 3), three datasets had a score of 2, four datasets had a score of 3 and 4, and two datasets had a score of 6. Based on this, the majority of datasets have a basic reusability level (n = 23), two datasets have a moderate level, and one dataset has an advanced level.

Based on these results, the FAIR principles with the lowest scores were reusability and accessibility. Most datasets (88.5%) are at a basic FAIR level regarding the reusability principle and the accessible principle with 76.9%. The Findable principle reached the best score, with one dataset at the moderate level and 30.8% at the advanced level. The lowest FAIR principle was Interoperable, because 46.2% of the datasets were at the incomplete level.

Table 1 presents the number of datasets classified by the FAIR levels that the datasets achieved during testing with the F-UJI tool.
The assessment of each dataset provides information about the overall percentage of datasets on each FAIR level. The analysis of the results reveals that most of the datasets are at a basic level of FAIRness \((n = 14)\), with an average score of 28.86%; ten datasets are at a moderate FAIR level, with an average of 55.55%; and two datasets are at an advanced FAIR level, with an average of 79%. Based on this, the average score of the overall FAIR level for the datasets is 43.72% and the mode value is 29, which is equal to a basic FAIR level, which means that the average percentage of datasets is at a moderate level and the most frequent FAIR level percentage is 29, which is equal to the basic level. Only one dataset had the highest FAIR level, at 83%, and the lowest FAIR level was 25%. Overall, 53.8% of the datasets are at a basic level of FAIRness, 38.5% of the datasets are at a moderate level of FAIRness, and only 7.7% of the datasets are at an advanced level of FAIRness.

Based on the analysis of FAIRness, datasets in the DABAR system have an average score of 28.38%, which equals a basic FAIR level, the datasets in CROSSDA have an average score of 59%, which equals a moderate FAIR level, and the datasets in OpenAIRE have an average score of 57.71%, which equals a moderate FAIR level.

5. Discussion

This article highlights several key findings regarding the state of research data in the humanities, emphasising their significance in the context of open science and the need for improvements in their accessibility and reusability. It confirms that humanities data are diverse, and the line between data and publications is still unclear, since most of the datasets stored in repositories are research articles rather than datasets. This implies that more education and training related to research data management and the principles of FAIRness is needed.

According to Tóth-Czifra [38], the reusability of research data in the humanities is equal to their sustainability, and the problem is not openness but a lack of transparency and proper documentation of research data. This research confirms Tóth-Czifra’s [38] findings, because most datasets were openly available, but there was a lack of metadata documentation. This research has also confirmed that the culture of sharing and reusing data has not yet been established [30]. While research data are stored in repositories, they are difficult to find due to the lack of functionalities such as subject categories for filtering datasets on platforms and repositories. The analysis of the dataset confirmed that there is a need to improve the existing platform and repository interfaces with more functional search and filter options, allowing users to obtain the information they need. Although Tóth-Czifra [38] equals reusability and sustainability, it does not mean that reusability is unimportant in the humanities. Based on our results, it is challenged by the fact that the majority of the research data are licenced with copyright or restrictive Creative Commons licences (CC BY NC ND, CC BY NC, CC BY ND, CC BY NC SA). These licenses pose requirements or restrictions that make future reuse challenging.

Within the scientific community, repositories have an important role in developing and disseminating standards such as the FAIR concept, as they “often bridge the data sharing gap between the individual researcher collecting data, funding agencies, publishers, and standards authorities” [39]. This research has shown that all datasets tested using the F-UJI tool adhere to the FAIR principles. However, most of these datasets are only at a basic FAIRNess level. The reusability and accessibility principles need improvement, as the datasets scored the lowest on these FAIR principles. These findings are consistent...
with previous research conducted by Petrosyan et al. [9], whose investigation showed that the principles of reusability and interoperability have the lowest FAIR assessment score. Another study by Dumontier [10] also found that the interoperability principle had the lowest score, which can be attributed to the focus of F-UJI on structure and not metadata and data measurements.

This study has provided several recommendations for improving the FAIR level of datasets. Comprehensive and standardised metadata for each dataset must be ensured to enhance findability. This can be achieved by providing detailed descriptions of the data, keywords, and relevant contextual information in the form of a Readme file that is stored in the repository along with the dataset. To improve accessibility, datasets should be clear and detailed, including information on data structure, methodology, and any specific considerations for usage. To enhance interoperability, standardised and widely accepted data formats are recommended, e.g., CSV, DOCX, JSON, etc. In addition, it would be useful to represent metadata using a formal knowledge representation language, using semantic resources, or establishing links between data and related entities [9]. To promote reusability, datasets need to adequately address aspects such as whether the metadata actually specify the content of the data, whether they include information on licences, or whether both the data and metadata use standards and formats recommended by the scientific discipline to which they belong [9], to ensure that they are not only accessible but also reliable and usable for subsequent research. In addition, a clear and permissive licensing practice needs to be cultivated regarding the reusability of datasets, such as the use of licenses like Creative Commons (CC) that promote reuse while respecting intellectual property rights. To improve the level of FAIRness, the integration of FAIR assessment tools such as F-UJI into the data publication workflow is recommended. Furthermore, researchers should be provided with support and resources to self-assess and improve the FAIRness of their datasets.

According to Wilkinson et al. [40], FAIRmetrics and FAIRness are focused on metrics that cover various aspects of the FAIR principles and apply to all types of digital objects. These metrics should be universal but flexible enough to adapt to a specific community’s needs. They must adhere to the FAIR principles and be open standards to encourage the development of assessment tools. Various methods for FAIR assessment, such as self-assessment, task forces, crowd-sourcing, and automation, should be enabled. However, scalability for assessing billions or even trillions of diverse digital objects is crucial. FAIRness assessments must be continuously updated, revised, timestamped, and publicly accessible. A simple visualisation of a “FAIRness grade” can be a powerful way to inform users and guide resource producers. The assessment process should be designed to encourage digital resource providers to participate and improve based on these assessments. Furthermore, Wilkinson et al. [40] state that FAIRmetrics should have the following qualities: clear, so that anyone can understand the purpose metric; realistic, so it should not be complicated for a resource to comply with the metric; the discriminating metric should measure something important for FAIRness; measurable, which means that the assessment can be made in an objective, quantitative, machine-interpretable, scalable, and reproducible manner, ensuring transparency about what is being measured and how; and universal, so that metrics apply to digital resources. For an improvement in FAIR level, the integration of FAIR assessment tools such as F-UJI into the data publication workflow is recommended because it could provide support and resources for researchers to self-assess and improve the FAIRness of their datasets.

Community engagement is one of the ways to promote FAIRness, e.g., through the organisation of workshops and training sessions to educate researchers, repository managers, and other stakeholders about the FAIR principles. Establishing a feedback mechanism to allow users to provide input on dataset quality and FAIRness is useful and can drive continuous improvement.
6. Conclusions

This study is significant because of the ambiguity surrounding humanities research data and the lack of research in this field. The findings reveal a high level of uncertainty in the definition of research data, with most of the analysed datasets being research articles, underscoring a crucial distinction between data as evidence and publications as a source in the humanities. Although the datasets align with the FAIR principles, most are at a basic FAIR level, indicating the need for improvement in terms of compliance. Research data play a fundamental role in the European open science landscape, making it necessary to ensure openness and FAIRness for effective sharing and reuse. In general, this study emphasises the need for enhanced accessibility and reusability to improve the quality and utility of humanities research data.

The limitations of this research study relate to a few main issues. Since we only used the F-UJI tool and considered three repositories, additional data collection and the use of different tools could have provided different results. The identified limitations signal a continuing commitment to advancing the understanding of humanities data to foster openness, accessibility, and reusability in the field.

Future research could be conducted on a broader scale, including more databases and repositories in the analysis. To gain a complete understanding of FAIRness, future research could benefit from using several similar tools on a sample.

This research covers the FAIR principles in digital objects and questions the fundamental principles of open science in humanities. This study can be useful to open science service providers in the humanities field, policymakers, various scholarly or professional interest groups, and researchers. The quest for functional, FAIR, and reusable research data in the humanities depends on their shared understanding, and this research contributes to it.
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