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Abstract: Hyperspectral imaging is a recent technology that has been gaining popularity in the geosciences since the 1990s, both in remote sensing and in the field or laboratory. Indeed, it allows the rapid acquisition of a large amount of data that are spatialized on the studied object with a low-cost, compact, and automatable sensor. This practical article aims to present the current state of knowledge on the use of hyperspectral imaging for sediment core analysis (core logging). To use the full potential of this type of sensor, many points must be considered and will be discussed to obtain reliable and quality data to extract many environmental properties of sediment cores. Hyperspectral imaging is used in many fields (e.g., remote sensing, geosciences and artificial intelligence) and offers many possibilities. The applications of the literature will be reviewed under five themes: lake and water body trophic status, source-to-sink approaches, organic matter and mineralogy studies, and sedimentary deposit characterization. Afterward, discussions will be focused on a multisensor core logger, data management, integrated use of these data for the selection of sample areas, and other opportunities. Through this practical article, we emphasize that hyperspectral imaging applied to sediment cores is still an emerging tool and shows many possibilities for refining the understanding of environmental processes.
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1. Why Develop a New Sensor for Sediment Color Analysis?

The color analysis of sediment in the laboratory has followed important technological developments in closely related fields, such as the analysis of soils and sedimentary rocks, as well as in more distant fields, such as remote sensing. This has led to the development of sensors allowing the analysis of color and, more generally, of the electromagnetic spectrum of light to answer problems of rapidity, high resolution, automation, and increasing the amount of interesting information remotely without affecting the sample. The hyperspectral imaging sensor will be the focus of this practical guide. In the following paragraphs, the different steps that led to the use of hyperspectral imaging in the geosciences, the different fields involved in these developments, and their exploitation will be discussed (Figure 1).
Color and texture are two simple and important parameters to describe sediment facies. However, they are qualitative, and they lack rules to compare several sequences between them. This is why the soil community has adopted the work of Albert Henry Munsell on color classification [1] to standardize the characterization of sample colors. This approach was then adapted for use onboard Ocean Drilling Program (ODP) coring ships such as the JOIDES Resolution and the Marion Dufresne [2,3]. Then, it was democratized in various sedimentological studies.

The Munsell color chart is based on our vision with characterization of sediment color thanks to the definition of three parameters: hue (the color), value (its intensity), and chroma (its brightness). It is also the basis of some color spaces for digital object vision (Lab) [4].

However, this method has limitations, as it is dependent on the experimenter’s vision and the lighting conditions, and the procedure can be time-consuming. It provides information on the sediment color at a given time to reveal development of structures, which change with the oxidation process as well as moisture content [5].

1.2. RGB Imaging

To overcome the subjective nature of visual observations, it is necessary to use reproducible and quantitative approaches. This is why the use of sensors recording colors has received great interest to archive the primary information of the sample (e.g., color and texture) before its destruction. The first imaging sensors are used to save the information in grayscale [6–9] or X-ray [10], but the interpretation of these levels is complex, as many mixtures of compounds may be involved. This is why RGB (red, green, blue) imaging is currently used because it provides information on three types of colors [11,12].

Image sensors allow a resolution finer than the human eye and thus characterize finer variations. Moreover, the use of image processing can be applied to sediment cores to characterize different deposits, which allows us to complement the experimenter’s vision [11,13–17]. These images also allow us to observe temporal transformations on sample surfaces and to incorporate laboratory results so that we can have better constraints of stratigraphic positions for the analyzed data points. Even if their use is widespread, these images are rarely processed to extract the maximum amount of information (deposits,
particle size distribution, etc.), and these three channels as well as the grayscale levels do not allow a precise characterization of compounds within sediment.

1.3. Spectroscopic Analysis

RGB imaging, similar to our eyes, is sensitive to three wavelength zones (610 nm, 550 nm, and 466 nm), while the entire electromagnetic spectrum (Figure 2) provides more information on the sample properties. The development of spectroscopic sensors such as spectrophotometry has allowed more accurate quantification of color through the different wavelengths they record (400–700 nm) directly. Moreover, their simplicity of use, speed, and cost have allowed their democratization. These sensors were used routinely during oceanic campaigns [6,18–21] and then for the characterization of rocks [22] before their use in the various disciplines of sedimentology [23–25]. Spectrophotometric spectra are now commonly used to estimate the total reflectance \( L^* \) to correlate cores, some minerals and organic pigments [20–22,26–29]. The improvement of the detectors has allowed us to extend the spectral range to cover visible and near-infrared wavelengths (400–2500 nm), which allows us to obtain information on pigments and organic and mineral matter [30–32].

Figure 2. Electromagnetic spectrum and names of the main corresponding spectroscopic and hyperspectral techniques (VNIR: Visible and Near-Infrared, SWIR: Short Wave-Infrared, MWIR: Mid-Wave-Infrared, LWIR: Long-Wave-Infrared).

Please check that the intended meaning is retained.

Other sensors have also been developed to characterize other spectral ranges that allow us to characterize more sedimentary properties (Figure 2). XRF core logging is currently a very often used routine method, as it focuses on elemental analysis within the sample, which then provides an idea of the geochemistry and related sedimentation processes [33–35]. Other spectral ranges often require sampling and therefore the destruction of the sediment core to extract compounds of interest with solvents or to obtain a sample in a different aspect (thin layer, pellet, etc.). For instance, X-ray diffraction and Raman spectroscopy allow the study of sample mineralogy [36,37]. UV-visible fluorescence allows the characterization of fluorescent molecules such as organic compounds (PAHs, pigments, humic matter) [38–40]. Mid-infrared spectroscopy allows the study of organic and mineral materials [41–43]. Some solutions in these areas are beginning to emerge for direct use on the sediment core. Each of these spectral ranges provides information that is different and complimentary to the other ranges, which is why sample analysis is very often performed with multiple sensors [44,45].

However, even though these methods are nondestructive, fast, easy to use, and very informative, they are discrete and not very spatially resolved, which does not allow for accurate characterization of the past environment and climate at a fine temporal scale [25,46,47].

1.4. Hyperspectral Imaging

The successive developments of these approaches have improved the relevance and robustness of sample color characterization. Table 1 compares these approaches according to some properties (resolution, sampling, time, automation, cost, etc.). The development of
Hyperspectral imaging sensors is the result of the combination of imaging sensors, such as RGB, and spectroscopy. This has combined the advantages of these two approaches (nondestructive, high resolution, fast, very informative, automated data acquisition and processing), but there are still drawbacks related to price and data volume, as well as ease of use and processing.

Table 1. Comparison of the technique for the sediment core color analysis.

<table>
<thead>
<tr>
<th></th>
<th>Munsell Color Chart</th>
<th>RGB Image</th>
<th>Spectroscopy</th>
<th>Hyperspectral Imaging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach based on</td>
<td>Visual</td>
<td>Sensor</td>
<td>Sensor</td>
<td>Sensor</td>
</tr>
<tr>
<td>Analysis conditions</td>
<td>User and lighting</td>
<td>Controlled</td>
<td>Controlled</td>
<td>Controlled</td>
</tr>
<tr>
<td>Optimal resolution</td>
<td>Centimeters</td>
<td>Micrometers</td>
<td>Millimeters</td>
<td>Micrometers</td>
</tr>
<tr>
<td>Sampling</td>
<td>Punctual</td>
<td>Continuous</td>
<td>Punctual</td>
<td>Continuous</td>
</tr>
<tr>
<td>Information (number)</td>
<td>Qualitative (1)</td>
<td>Qualitative (1–3)</td>
<td>Semiquantitative (&gt;50)</td>
<td>Semiquantitative (&gt;50)</td>
</tr>
<tr>
<td>Time</td>
<td>+ (+++)</td>
<td>+</td>
<td>++ (+)</td>
<td>+</td>
</tr>
<tr>
<td>Easy to use</td>
<td>+++</td>
<td>+++</td>
<td>+++</td>
<td>(+)</td>
</tr>
<tr>
<td>Easy to process</td>
<td>+++</td>
<td>+++</td>
<td>++ (+)</td>
<td>(+)</td>
</tr>
<tr>
<td>Cost</td>
<td>0</td>
<td>100</td>
<td>1000–10,000</td>
<td>20,000–800,000</td>
</tr>
<tr>
<td>Reference</td>
<td>[1,2]</td>
<td>[8,11]</td>
<td>[6,24,26,34]</td>
<td>[48–50]</td>
</tr>
</tbody>
</table>

This sensor made its debut in airborne remote sensing in the 1990s and then with satellites and laboratories in the geosciences in the 2000s. This is the result from the development of remote sensing sensors based on spectroscopy allowing an increase of the channel numbers: panchromatic (grayscale level, 1 channel), then RGB imaging (3 channels), then multispectral (<100 channels). HSI can acquire data over several hundred contiguous wavelengths. These advantages are why it is increasingly popular in many scientific domains (Figure 3).

Figure 3. Peer-reviewed publications for (a) HSI in several conditions (RS: Remote Sensing, Ground, Laboratory (other), and Laboratory (Geosciences)), (b) only for the laboratory geosciences. The literature search was performed at the end of 2020 on ScienceDirect with the keywords hyperspectral imaging + remote sensing (satellite, aerial, drone) or the laboratory (geosciences and other studies); this last combination was subdivided by type of sample by adding the keywords sediment or rock or soil for cores or discrete samples.
The data acquired by an HSI sensor are called a data cube because of the two spatial dimensions and the spectral dimension, as shown in Figure 4. The spectral dimension (z axis) exhibits the physical, chemical, and biological properties of the sample and the spatial dimensions (x and y axes) display their variations as a function of depth and time. The variations at any given time are therefore recorded through the lateral pixel as an individual slide. In short, HSI benefits from both imaging and spectroscopy domains to extract information of interest [51].

![Hyperspectral cube](image)

**Figure 4.** Hyperspectral cube composed of two spatial dimensions (x along and y across the sample, which can also be viewed as time and cross-time dimensions) and one spectral dimension (z as wavelengths, wavenumbers, or energies). Each pixel contains a spectrum, and wavelength assemblage can create a composite image.

This practical article aims to present the state of the art of HSI applied to the geosciences and, more specifically, to sediment core analysis. First, the acquisition process of a hyperspectral image will be described, and recommendations will be given to obtain reliable data. Then, a part will be dedicated to data processing, from preprocessing to methods regarding extracting information of interest, and finally postprocessing. Next, applications reported in the literature will be described and organized using five themes: trophic status of lakes and water bodies, source-to-sink approaches, methods dedicated to organic matter, methods dedicated to mineralogy and characterization of sedimentary deposits. Finally, perspectives for the development of these sensors, data processing methods, and data management recommendations will be discussed.

2. What Is Hyperspectral Imaging?

2.1. Hyperspectral Sensors

There are three ways to perform hyperspectral image acquisition. The first is the “whiskbroom scan”, which collects the spectrum one pixel at a time and has the highest spatial and spectral resolution but also the lowest speed. Then, there is a linear scan called “push-broom scanning”, which has a higher speed but a lower spectral resolution and suffers from a one-dimensional spatial limitation due to the detector (only a fixed number of pixels per line). The last is planar scanning, which has a high scanning speed but a low spectral resolution and suffers from a two-dimensional spatial limitation (only fixed numbers of pixels per row and column).

With high spatial resolution on the order of hundreds or fewer micrometers, high spectral resolution with hundreds or thousands of available wavelengths, and a consistent scan rate of minutes to hours point and line scanning are the most appropriate methods for the analysis of natural archives. Thus, the HSI can be obtained over most spectral ranges (Figure 2).

In the following, we will focus on push-broom sensors, frequently called core loggers, that are used on analysis benches to cover the ranges between the visible and mid-infrared...
wavelengths (Figure 2). Four main types of hyperspectral cameras from different manufacturers are available on the hyperspectral core-logging market. The visible and near-infrared (VNIR) camera covers the range of 400–1000 nm, allowing the detection of photosynthetic pigments (chlorophylls) and bacterial pigments (bacteriochlorophylls) [52–56], iron oxides, and altered organic matter [57]. The short wave-infrared (SWIR) sensor, which acquires a spectrum between 1000–1700 nm or 1000–2500 nm, allows the study of organic compounds (aromatic, aliphatic) [58–60] and types of deposits (clays, carbonates) [61,62]. The mid-wave-infrared camera (MWIR) operating between 3000 nm and 5000 nm allows the study of organic and mineral properties. Finally, the long wave infrared (LWIR), also called a thermal infrared (TIR), camera operating between 8000 nm and 12,000 nm allows the characterization of minerals [63,64]. The choice between these different sensors is made according to the study focus, as they provide different and complementary information, according to the constraints of these spectral domains and their characteristics (cost, speed, spatial and spectral resolution).

2.2. Acquisitions and Recommendations

Two main protocols have been published for HSI acquisition of sediment cores and they can be used for any other natural sample. The protocol of Butz et al. [48] presents the main steps to obtain an HSI. Jacq et al. [65] advanced from the first protocol and took a step further to thoroughly describe the different acquisition parameters and their influence on the image.

These two protocols help define the conditions necessary for the analysis of a sample. It must be as flat as possible to be within the depth of field of the camera (to have a sharp focus in an image) and not create microstructures and illumination differences due to the roughness of the surface [66]. The positioning of the sample must be parallel to the camera. The depth of field is related to focal length, distance to the sample and pixel size. The latter is often minimized to obtain a precise measurement, which also leads to a limited depth of field, on the order of a few millimeters. This shows the importance of having the sample as flat as possible and well positioned to the camera. The sample must also have all the sediment structures visible to the naked eye, if possible, so it is necessary to clean its surface. To prevent specular reflection caused by moisture on the surface of the sample, it should be left at room temperature for a few minutes to stabilize its moisture content.

The different acquisition parameters, discussed below, must be optimized according to the study issues.

In the case of a manual focus, it must be adjusted as finely as possible to obtain a sharp image (Figure 5a). This step is usually performed on a test pattern or an object with light and dark alternations. In cases of poor focus, we will observe a grayish image that represents a mixture of images containing two types of bands, and an optimal focus will end up distinguishing the two-color levels.

The integration time is the time during which the light will be collected by the detector. The longer the time is, the greater the signal-to-noise ratio. However, if the integration time is too long, this can cause signal saturation because the detector can only receive a limited number of photons. It should be based on the areas that are most reflective, usually the bright areas of the sample or white reflectance (Figure 5b). The integration time should be set at 75% of the saturation time of the signal, so the signal-to-noise ratio will be optimal without saturation.

Then, it is necessary to define the frame rate (number of pixel lines acquired per second). Considering that the maximum acquisition time of a line corresponds to the integration time, it is suggested to use 75% of this value because the detector read-out time must be considered.

Finally, to obtain the actual shape of the sample (square pixel), as shown in Figure 5c, it is necessary to define the scanning speed, which corresponds to the size of the pixel width divided by the frame rate; the former depends on the field of view (FOV) and the number of pixels in a line. To confirm the correct speed setting, it is recommended to check the ratio
between the lateral and longitudinal dimensions of a known object until it corresponds to reality.

Thus, these parameters are related and must be defined together to obtain a relevant image with sharp focus and true dimensions (Figure 5).

Once all acquisition parameters are set, a sample can be imaged in three steps. First a black reference is imaged to estimate the instrumental noise (Sblack), then a white reference is imaged to calibrate the signal in percent reflectance (Swhite), and finally the sample (Sraw) is imaged. Normalization is performed for each spectrum (Sraw) by removing the instrumental noise from the black reference (Sblack) and the reflectance is calibrated in percent reflectance based on the white reference (Swhite), as shown in Figure 6. Thus, to have a well-parameterized exposure time to avoid saturating the image, Swhite is needed to conduct relevant normalization. Regular quality control of the Sblack and Swhite images allows us to verify the correct operation of the hyperspectral bench components because if a new disturbance (noise, dirt, aging) appears, it may indicate a problem that must be corrected (illuminant, detector, etc.). There are several types of white references calibrated according to their percentage of reflectance; therefore, using a reference whose percentage is close to that of the sample will maximize the signal-to-noise ratio.

It is also necessary to consider the possible aberrations due to the shape of the lens. A square pixel is produced in the center of the image, but geometric distortions are induced away from this point. The image of a ruler allows us to verify that the space between the graduations is always the same. Figure 7a shows a reduction of this space further away from the center, with 1 mm corresponding to 19.5 pixels in the center (1 pixel = 51.28 µm), against 17.5 pixels on the edges (1 pixel = 57.14 µm), so there is a distortion of approximately 5.86 µm on the edges with our lens. A correction of this effect can be done by modeling the distortion and correcting it for all of the lines of the image. We can also observe shifts in the wavelengths of the pixels when we move away from the center (the smile effect) [67]. To observe this, it is necessary to image a uniform sample such as the white reference. Figure 7b shows shifts in the spectrum toward smaller wavelengths between the center and the edges. A model of these shifts allows us to correct these errors.
This last step can help to confirm the observations and to obtain an interpretation of the postprocessed to reduce the residual noise or to match the observations with other analyses. OLE23 lens of the VNIR PFD65-V10E camera (Specim).

Reduced away from this point. The image of a ruler allows us to verify that the space between the graduations is always the same. Figure 7a shows a reduction of this space further away from the center, with 1 mm corresponding to 19.5 pixels in the center (1 pixel = 57.14 µm), so there is a distortion of 51.28 µm), against 17.5 pixels on the edges (1 pixel = 57.14 µm), so there is a distortion of approximately 5.86 µm on the edges with our lens. A correction of this effect can be done by modeling the distortion and correcting it for all of the lines of the image. We can also observe shifts in the wavelengths of the pixels when we move away from the center (the smile effect) [67]. To observe this, it is necessary to image a uniform sample such as the white reference. Figure 7b shows shifts in the spectrum toward smaller wavelengths be-
biophysical-chemical properties recorded by the hyperspectral sensors. All the methods discussed below are not exhaustive, they simply aim to allow the reader to have some idea of the approaches found in the literature. MATLAB routines to perform some of these processing are available on Zenodo [69].

3. How to Process These Data?

To identify sedimentary processes recorded by hyperspectral data, four main steps are to be followed, fully or in part, as shown in Figure 8 [68]. (1) The first is to prepare the data by reducing the image to the spatial and spectral areas of the study and to use pre-processing to reduce the noise present in the data. (2) The second allows us to observe the first trends in the HSI, both in the spectral dimension with absorptions of some compounds and in the spatial dimensions with sedimentary deposits. (3) Data processing methods will allow us to extract these first observations and to highlight other properties of interest with machine learning approaches. (4) The maps extracted by these methods can be spatially postprocessed to reduce the residual noise or to match the observations with other analyses. This last step can help to confirm the observations and to obtain an interpretation of the biophysical-chemical properties recorded by the hyperspectral sensors. All the methods discussed below are not exhaustive, they simply aim to allow the reader to have some idea of the approaches found in the literature. MATLAB routines to perform some of these processing are available on Zenodo [69].

3.1. Preprocessing

An HSI may contain acquisition and sensor noise and contains a large amount of data that can be complex to process. It is therefore necessary to remove some spatial or spectral areas and use one or more preprocessing or compression steps [70]. Therefore, a sequence of four steps must be performed in whole or in part.

3.1.1. Spatial and Spectral Reduction

The first step is to reduce the HSI, in terms of both spatial and spectral dimensions, to have less data to process and thus accelerate the processing time.

A region of interest (ROI) can be selected to eliminate irrelevant areas such as surface variations due to certain holes and cracks or geometric aberrations due to the lens. The selection of an ROI also allows the keeping of a specific area representative of the whole sample to facilitate processing, which can then be applied to unselected data. This selection can be done manually on the data or semiautomatically on the object with the use of markers surrounding the study area that will be detected by software [71]. The mean reflectance image (Rmean) can also be used to create a mask indicating the exploitable pixels and the aberrant ones (low Rmean: holes, cracks; high Rmean: saturation), which will not be used in further processing.

Similarly, noisy wavelengths, often those at the ends of the sensor range, can be removed based on the standard deviation of the spectra or signal-to-noise ratios. Spectral areas of interest can be selected, and other interfering areas can be removed.

To reduce the data, the HSI can be under sampled with a binning that defines a sampling step to use for keeping a certain number of pixels and/or the number of wavelengths.

Figure 8. Diagram of the different steps that can be performed to (1) correct the initial HSI (preprocessing), (2) visualize the information contained in the image (exploration), (3) extract the information of interest (processing), and (4) apply a final correction (postprocessing) leading to a properly interpreted image.
3.1.2. Spectral Conversion

The third step is useful for some of the processing approaches, which are presented later, and are based on linear models of the variables of interest. However, reflectance is necessarily linearly related to the concentration of the compounds, so it may be important to convert the data into pseudo-absorbance.

According to Beer Lambert’s law [72], the concentration ($c$) of a chemical compound follows a linear relationship (within a certain range) as a function of the absorbance ($A$), molar attenuation coefficient ($\varepsilon$), and pathlength through the sample ($l$). It is therefore interesting to convert data between reflectance ($R$) and pseudo-absorbance ($A$) to find this linear relationship between absorbance and concentration of a compound of interest.

$$A = \varepsilon \times l \times c \approx \log_{10} \frac{1}{R}$$

3.1.3. Spectral Preprocessing

The third step uses spectroscopic preprocessing to correct three main effects impacting the signal or to highlight spectral information [73,74].

The first effect is a noise term caused by stray light, the electronic noise of the detector. Several approaches to signal processing exist, such as moving averages or medians, polynomial smoothing, the use of Fourier transforms or wavelets. This term is classically reduced with smoothing in a moving window [75].

The second effect is a loss term due to the loss of photons between the emission by the illuminants and the reception by the detector. This effect affects the baseline; hence, the detrending method is classically used [76]. In remote sensing and for the spectroscopic characterization of rocks, the continuum removal method is used; it consists of modeling the shape of the spectrum with broken lines, but it requires a computing time that can be important [41]. The use of derivatives is also often adopted because it corrects this effect and can put forward information of interest [75].

The third effect is due to the dispersion of photons with the stretching of the optical path and photon penetration between the sediment grains. To correct it, two approaches can be used. The first is the logarithmic transformation, which also has the advantage of converting the reflectance data into pseudo-absorbance as we have seen previously. The second is to normalize the signal. Two preprocessing methods are classically used: the standard normal variate (SNV) [76] or the multiplicative scatter correction (MSC) [77], which normalize the signal with their mean and standard deviation or other parameters.

Finally, it is also possible to use these spectroscopic preprocessing steps in combination to correct several effects and to highlight spectral information. It should be noted that preprocessing influences the raw signal and can remove negative effects, but it can also create or remove information, so it is necessary to take a step back and control the effect. The choice of preprocessing is therefore made by always making a compromise between the observation of the data, the characterization of the effect impacting the spectra, and the performance of the models as carried out afterward.

3.1.4. Compression

Data compression also reduces the computation time and redundancy within the data. Principal component analysis (PCA) and minimum noise fraction (MNF) compress the spectral dimension into orthogonal components that contain the covariant spectral information [78,79]. In addition, choosing a low number of components also reduces the noise that is often contained when using a higher number of components. These approaches are therefore interesting to use to more easily visualize the spectral information that changes within the sample with a few variables rather than several hundred variables. However, this compression can also eliminate some small-scale information that is important for the study of some properties.
Compression can also be achieved by variable selection methods that allow us to keep only some of the wavelengths and to remove those that contain similar or information nonessential for the problem [80,81]. These approaches are generally used within supervised learning algorithms to estimate a link between wavelengths and a variable of interest. It can also be done by manually selecting the interesting channels based on absorption knowledge regarding the variable of interest.

3.2. Exploration

Before performing machine learning processing, it is recommended to visually examine the HSI and begin to identify its patterns to understand the sample and the data. To do this, there are several ways to visually examine HSIs based on spatial dimensions, spectral dimensions, or a combination of the two.

3.2.1. Composite Images

With the spatial dimensions, it is possible to estimate composite images from three channels of the HSI to characterize successive sedimentary deposits and thus make assumptions about the sedimentation processes. Table 2 shows the wavelengths of some classically used images.

Image processing also uses color space changes, such as HSV (Hue Saturation Value) or L*a*b* (Luminance, Chrominance), which have shown better segmentation capabilities than in RGB space [82–84]. These spatial changes can be applied to composite images extracted from the HSI.

The mean reflectance estimate can also be used as a grayscale image, so it can indicate dark or light pixels.

Table 2. Example of composite image estimated from HSI.

<table>
<thead>
<tr>
<th>Sensor–Name</th>
<th>Name</th>
<th>Wavelength</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNIR</td>
<td>RGB (Red Green Blue)</td>
<td>640—545—460 nm</td>
<td>[48]</td>
</tr>
<tr>
<td>VNIR</td>
<td>CIR (Color InfraRed)</td>
<td>860—650—555 nm</td>
<td></td>
</tr>
<tr>
<td>VNIR</td>
<td>NIR (Near InfraRed)</td>
<td>900—800—700 nm</td>
<td></td>
</tr>
<tr>
<td>SWIR</td>
<td>pRGB (pseudo RGB)</td>
<td>2162—2199—2349 nm</td>
<td>[85]</td>
</tr>
<tr>
<td>SWIR</td>
<td>Hydrocarbon</td>
<td>1722—1760—2311 nm</td>
<td>[86]</td>
</tr>
</tbody>
</table>

3.2.2. Spectral Visualization

The spectral dimension allows characterizing the physical, chemical, and biological variations within the sample. To represent them, the mean and standard deviation spectra allow us to see the dominant variations in the sample. Local variations can be highlighted by extracting the most different spectra within the HSI, which can be done with the Kennard and Stone algorithm [87].

To highlight the absorptions, preprocessing methods, such as first derivative (FDS) or continuum correction, are commonly used [41,75]. The interpretation of the absorption zones is possible using a table created for certain properties [26,28,32,41–43,88,89].

To combine spatial and spectral dimensions, the spectra can also be related to depth to observe representative variations in some deposits. These representations allow us to see the dominant variations in the data, and the fine variations will be characterized with machine learning approaches.

3.2.3. Spatial and/or Spectral Distribution

Visualizing the whole hyperspectral cube is complex, but using straightforward tools such as histograms, Rmean or other properties, allows us to have a view on the distribution.
of values at one or all wavelengths. Thus, these distributions can highlight patterns within
the sample that can be discriminated and spatialized with the definition of a threshold for
one or more of the chosen parameters.

3.3. Processing

Various techniques exist for processing this type of data, and they can be divided into
two groups depending on the dimension studied. Image processing focuses on the spatial
dimension, while chemometrics, machine learning, and data mining focus preferentially
on the spectral dimension but can also address the spatial dimension (Figure 9). The
processing of HSIs must take into account these two dimensions to improve the knowledge
of the sample. This is called the spatial/spectral duality [51]. All these approaches can also
be divided into two qualitative and quantitative groups.

![Figure 9. Representation of the seven principal groups of processing methods. (a) Segmentation approach on the spatial dimension. (b) Classification approaches (clustering and discrimination) with the comparison of linear and nonlinear approaches. (c) The coefficient methodology is followed by continuum removal spectral processing to estimate a value. (d) The absorption features with signal modeling. (e) Unmixing analysis with decomposition into pure signals called endmembers (EM). (f) Regression approaches with the comparison of linear and nonlinear approaches.](image.png)

3.3.1. Qualitative Approaches

Qualitative approaches include (1) image segmentation and (2) classification methods.
(1) Segmentation methods are used to identify breaks in the continuity between
neighboring pixels to divide them into several areas, or conversely, group regions with
similar properties [11,90,91]. They allow the characterization of sample structures (strata,
grains) by considering the relationships between neighboring pixels (Figure 9a). These
methods are generally used on a grayscale level image and not on multiple channels such
as an HSI, so a compression or wavelength selection step is necessary.

(2) Classification methods are divided into two groups, depending on whether the
sample is known (labeled data, Figure 9b). (2a) In the case of unknown data, we refer to
clustering; these methods will search for spectral similarities and divide them when they are
dissimilar based on distance or variance criteria [92,93]. However, classical methods of
this type may not be robust enough due to the high interpixel redundancy in the HSI [94,95].
This is why new approaches using neural networks or fuzzy logic are gaining interest [96].
(2b) In the case of labeled data, we refer to discrimination; these methods will estimate the
relationships between the different known groups and maximize the distance or variance criteria between them to separate them [97–101]. Generally, these classification methods do not use the relationship between neighboring pixels but only spectral data. For clustering, spatio-spectral approaches are emerging based on deep neural networks [102–104]. Many classification methods exist, and there is not a universal one, which is why it is necessary to test several methods based on different hypotheses and to determine which one will be best able to answer the problem [105]. It should also be noted that these methods will be specific to the data they have learned, so a model developed on a core from one site may not apply to a core from another site that may have different sediment variability and therefore different spectral variability.

3.3.2. Quantitative Approaches

Quantitative approaches can be divided into four groups: (1) indices, (2) characteristic absorptions, (3) pure signals, and (4) regressions. As far as the classification method is concerned, these quantitative approaches are specific to the data they have learned for each intended site and therefore will not be usable on another site with different sedimentary and spectral variability.

(1) The study of specific sample properties has made it possible to identify characteristic wavelengths that are used to create indices that allow the estimation of a semiquantitative value (Figure 9c). Many indices have been developed for the study of chlorophyll pigments or to characterize some minerals, such as iron oxides, clays, and calcites [26,48,106–108]. These are based on reflectance differences, ratios at defined wavelengths or the estimation of the area or height of the absorption peak in the spectra, as shown in Van Exem et al. [50] for the chlorophyll pigment indices. The use of these indices relies on the prior investigation of the spectra and the visualization of absorptions in these characteristic zones. It is also necessary to consider the possible overlaps between several chemical compounds that can absorb in the same wavelength range. These indices provide a semiquantitative estimate of a property, and it can be interesting to calibrate them with specific analyses of the investigated property. If sampling is necessary, its scope can be defined using these semiquantitative values to limit the number of samples.

(2) For some properties, it is also informative to consider the wavelength shifts in some spectral regions where several compounds may be present [109,110] (Figure 9d). In particular, the area near 2.200 nm is characteristic of clays with the absorption of Al-OH bonds such as illites that absorb at 2.205 nm, smectite at 2.205 nm and 2.230 nm, kaolinite at 2.160 nm and 2.208 nm [31]; or near 2.350 nm with micas at 2.350 nm, chlorites at 2.325 nm and 2.360 nm, calcite at 2.340 nm, and illites at 2.350 nm [88]. It is therefore complicated to focus on a few wavelengths without prior knowledge of the sample due to the numerous overlaps between several properties, and care must be taken when interpreting the abundance maps obtained with these first two methods. This approach consists of the correction of the signal from its continuum and then modeling the different absorptions with a Gaussian function [109]. These steps are computationally time-consuming with multiple modeling and peak characterizations. Similar to the indices, these estimates can be confirmed and calibrated with additional sampling and analysis.

(3) The overlapping of absorbing compounds in the spectral areas can be estimated with some approaches aimed at the characterization of pure signatures, called endmembers (EMs). Indeed, a spectrum is a sum of signals corresponding to all of the compounds present in the sample (Figure 9e); thus, it is possible to dissociate these signals to find pure signals that are then characterized by comparing them to libraries or with other analytical methods [111,112]. An EM can be a pure compound such as a mineral (clay, chlorite, etc.) or a sum of compounds representing a source in the watershed. These approaches allow us to perform what is called a subpixel since a pixel will be characterized by several pure sources, so it will be possible to have a repartition of each source within a pixel. The user must generally define several EMs that are difficult to find without prior knowledge of the number of sources that can be characterized by the sensor. Comparison of EMs with spectral
libraries is questionable because these spectra are not representative of what is detected with a specific sensor in the laboratory. Among the available libraries, we mention those of the United States Geological Survey (USGS) [113], Commonwealth Scientific and Industrial Research Organization (CSIRO) [114], and ECOsytem Spaceborne Thermal Radiometer Experiment on Space Station (ECOSTRESS) [115]. For this reason, it is advisable to create a library of compounds from the sensor used; these sensor-specific spectra are then used to unmix the hyperspectral signal. This is called the sparse unmixing method [116–118].

(4) With regression approaches, these known data are directly related to the spectra [119–123] (Figure 9f). The developed regression model estimates specific coefficients for each wavelength; the larger this coefficient is, the more important this wavelength is for predicting the studied property. These can correspond to specific wavelengths of the property or correlated information. In contrast, wavelengths with low coefficients carry little information related to the studied property, and it is recommended to remove them because they can harm the predictions. As with classification methods, there are many regression methods, and several must be tested to estimate which ones best fit the problem.

3.3.3. Subsampling for Model Calibration (cm vs. µm)

The development of a predictive model requires a spectrum to provide reference data (label or quantitative value). It is therefore necessary to select regions of interest (ROIs) corresponding to the reference values. Two strategies can be used depending on whether the data are qualitative (label) or quantitative.

Qualitatively labeled data are usually related to manually or automatically labeled pixels (Figure 10a). All these pixels are then used to calibrate and validate the prediction model.

For quantitative references, the destructive sampling position is usually known within a specific range, so it is necessary to select the corresponding pixels. Creating a predictive model requires subsampling a spectrum to obtain a reference value [49]. proposes several approaches depending on the distribution of the reference to be characterized. The simplest case for global references with a discrete distribution, which can also be used in the case of an unknown distribution, is to use the mean or the median value of the spectra corresponding to a reference (Figure 10c), but this may remove the minority information in the signal. Therefore, in the case of a global variable with a Gaussian distribution, it is
recommended to perform successive random selections to estimate a set of optimal and most representative spectra of the reference studied to preserve the minority variations (Figure 10b). Finally, in the case of a trace reference, other subsampling statistics are to be used, such as the minima and maxima (Figure 10d,e).

Quantitative models are created using destructive analyses that are usually performed following a continuous or visual sampling design before hyperspectral analysis (Figure 11a). This does not necessarily correspond to the most representative concentration ranges or spectral variabilities of the sample. Many specific indices and wavelengths can be used to create semiquantitative abundance maps of some properties. Thus, their studies can indicate the areas to sample to cover the maximum variability of the sample and to limit the number of samples (Figure 11b). They can also be useful for image labeling for discrimination approaches, which also require incorporating a large amount of spectral variability to be more robust (Figure 11c).

A destructive analysis generally corresponds to an average value of the sampled area; with the higher resolution of the HSI, it is, therefore, possible to predict values outside the calibration range. These values will therefore be questionable since the relationship outside the calibrated range may be nonlinear. To obtain a relevant range, it is necessary to sample at a resolution close to that of the HSI, which is rarely possible, or to sample in homogeneous areas with a relevant sample resolution. Similarly, visual labeling is user-dependent, which can lead to poorly labeled pixels that will induce a bias during the learning phase. Only an “analytical ground truth” at similar resolutions will be able to confirm the relevance of the prediction models, which can be done for the study of minerals by microscopy, but not at the moment for other variables.

3.3.4. Model Validation and Performance

For methods calibrated with reference values (qualitative or quantitative), it is necessary to validate the models prior to estimating their performance. For regression methods, quantitative validations are generally performed using correlation or determination coefficients and root mean square errors allowing the calculation of the prediction uncertainties, as presented in Figure 12a [125]. For discriminant methods, model performance is estimated using classification indicators (accuracy, precision, recall, F-measure), as represented in Figure 12b. For both methods, a qualitative examination of the predicted map (Figure 12c) is also performed to check the quality of the prediction (no salt and pepper character, continuity of the prediction in a structure). A correlation between the reference data and the trend of the subsampled prediction (median value of the map) must be estimated, and it is noted as $r_{V/S}$ [60] (Figure 12d).

Figure 11. Simplified workflow for creating predictive models with (a) legacy data, (b) sampling defined by HSI, (c) manual and visual labeling, or (d) completely blind.
Figure 12. Schematic representation of quantitative validation parameters for (a) regression or (b) discrimination approaches, as well as (c) qualitative for map evaluation and (d) quantitative for prediction profiles.

Some modeling methods also identify discriminating wavelengths that can be associated with physicochemical properties to interpret the model and verify its validity. The classification or regression map can also be used to verify the model based on the environmental knowledge of the sample, and some areas may be associated with a specific class or specific values compared to another.

3.4. Post-Processing

Once the hyperspectral data are processed, specific maps of properties of interest are obtained. In some cases, the relevance of the prediction can be increased by studying the neighboring pixels with spatial postprocessing. Two strategies can be used to reduce some spatial artifacts (specular reflection, hole, crack, salt and pepper effect). The first consists of using image filters to average neighboring pixels to smooth the map or by applying contrast enhancement to improve the separation between deposits [126]. The second is to compress the image to reduce local effects or to match the image resolution with that of other data. These two approaches are based on windows that can have different shapes (square, circle) and functions (average, median, mode) [126,127]. These methodologies smooth the map, reduce the salt-and-pepper effect and outliers but can remove nugget effects and cause false structures to appear. Therefore, for the preprocessing stage, it is necessary to choose the postprocessing carefully and check the impact it has on the image.

4. What Sedimentary Properties Can Be Derived from It?

In addition to the few cases of sediment core analysis, we also review researches from related fields, such as sedimentary rocks, soils, and remote sensing. Below we present five major themes that aim to reveal the various sedimentary properties with the use of HSI and versatile methods. (1) The trophic status of lakes is extensively studied by spectroscopy, and HSI can take advantage of this work by leveraging specific pigment indices. (2) Source-to-sink studies can also be performed using spectral fingerprints (endmembers EMs) associated with sources in the lake catchment. (3) Organic matter is an important sediment property for paleoenvironmental reconstructions or the estimation of anthropogenic pollution and is generally characterized with regression/classification approaches or index definitions. (4) Sediment mineralogy is also an important property used to describe the
sources of sediment supply within the watershed, and it can be characterized with indices or regression and classification methods. (5) Sedimentary structures and texture will have spectral and/or spatial fingerprints that can be recorded by HSI and characterized with classification methods. Figure 13 shows groups of the different approaches according to the topic and allows the visualization of the links between Section 3.3 and the following paragraphs. Another recent hyperspectral imaging review by Zander et al. focuses on the biogeochemical analysis of sediment cores and is complementary to the review above [128].

Figure 13. Information extracted from the hyperspectral image of a core from Bourget Lake (France) using different approaches: coefficients and absorption features to obtain semiquantitative pigment and mineral contents; regressions to model proxies with absolute concentrations; unmixing to estimate compound signatures and relative contents; segmentations and classifications to characterize deposits (image adapted from [49]).

4.1. Trophic Status

The trophic status of lakes and water bodies is mainly estimated according to the microalgae and bacteria once present in the water column, which are subsequently trapped in the sediments. Some of them can be characterized by pigments, such as chlorophylls and their derivatives, carotenoids, bacteriochlorophylls, etc. Some compounds, such as chlorophylls, have been studied for a long time by visible spectroscopy, which has led to the creation of many indices (Table 3) that can be applied to HSI. Currently, two spectral areas are widely used with the VNIR camera data. The first is specific to chlorophyll a (Chl a), pheophytin a (Phe a) and their derivatives, which can be identified by integrating the absorption area of these compounds in the range from 584 nm to 730 nm (Area584-730) or measuring their absorption peak height [52–56]. Chl a allows the reconstruction of aquatic productivity within the lake. The second index focuses on bacteriochlorophyll a (BChl a), bacteriochlorophyll b (Bchl b), bacteriochlorophyll c (Bchl c), bacteriopheophytin a (Bphe a) and their derivatives with the integration of the area between 790 nm and 900 nm (Area790–900) or the height (RABD845) [48,52,55,56]. Bphe a is a bacterial pigment product produced by the degradation of bacteriochlorophyll a (Bchl a) at the chemocline of meromictic lakes by anoxygenic phototrophic bacteria. Using sedimentary Bphe a allowed us to infer episodes of meromixis (i.e., long-term hypolimnetic anoxia) and mixing conditions by seasonal changes of temperature or event-based water mixing [48]. Another index to characterize the trophic status of lakes and their oxygenation has been proposed by Yacobi et al. [129] that uses phycocyanin. Indeed, phycocyanin is typically found in mesotrophic and eutrophic inland waters dominated by cyanobacteria. It was used by Sorrel et al. [56] with a RABA600—630 index that integrates the absorption area between 600 nm and 630 nm specific to this compound, overlapping with that of chlorophyll a. As no correlation existed with RABA630—700, the hypothesis of the predominance of
phycocyanin was retained. Next, these semiquantitative estimates are calibrated with data from high-performance liquid chromatography (HPLC).

Many indices exist in the literature to study Chl a and its derivatives, as mentioned by Van Exem [50]. The author notes that most are site-specific and others require corrections based on the surface condition of the sediment core. If the core is rich in iron oxides, he shows that dividing the indices by the first derivative at 555 nm (d555) [22] allows us to improve the predictions. Similarly, if the samples are oxidized by ambient oxygen or have refractory organic matter (OM), he recommends dividing the indices by the mean reflectance of each spectrum (Rmean). However, as the variability within a sample can be important, it is possible to find different areas corresponding to these two properties, so it is necessary to develop an automatic step to determine whether to normalize, or not, and if so, by what.

Other pigments have also been studied by spectroscopy in the visible range but are difficult to estimate because they overlap with other compounds. Carotenoids absorb near 510 nm, which corresponds to a region where the oxides absorb a lot and mask their presence [130]. Other pigments have also been characterized in solvents by visible spectroscopy, such as chlorophylls b, c, d, and f, or bacteriochlorophylls b, c, d, e, and g, but the sedimentary matrix can mask them [28,131,132]. That being said, the use of multivariate regression approaches may allow the separation of overlapping compounds and even the identification of minority compounds. Some organic pigments, such as chlorophylls, bacteriochlorophylls, phycocyanins, and phycoerythrin, also have chromophoric parts that make them fluorescent and therefore detectable with adequate excitation light [131,133–135].

Table 3. Some spectroscopic pigment coefficients for the ultraviolet, visible, and near-infrared spectral ranges reported in the literature for different samples (sediments, rock, soil and water).

<table>
<thead>
<tr>
<th>Variable Studied</th>
<th>Coefficients</th>
<th>Wavelengths Used (nm)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chlorophyll a + derivatives</td>
<td>d675</td>
<td>675</td>
<td>[136]</td>
</tr>
<tr>
<td>Chlorophyll a + derivatives</td>
<td>Area650–700</td>
<td>650–700</td>
<td>[27]</td>
</tr>
<tr>
<td>Chlorophyll a + pheophytin a</td>
<td>RABD590—730</td>
<td>590, 690, 730</td>
<td>[53]</td>
</tr>
<tr>
<td>Bacteriopheophytin a</td>
<td>RABD845</td>
<td>790, 845, 900</td>
<td>[48]</td>
</tr>
<tr>
<td>Phycocyanin</td>
<td>aPC</td>
<td>625</td>
<td>[129]</td>
</tr>
<tr>
<td>Carotenoid</td>
<td>RABD510</td>
<td>490, 510, 530</td>
<td>[106]</td>
</tr>
<tr>
<td>Total pigment content</td>
<td>RABA400—560</td>
<td>400–560</td>
<td>[106]</td>
</tr>
<tr>
<td>Main sediment components</td>
<td>Q7/4</td>
<td>400, 700</td>
<td>[26]</td>
</tr>
</tbody>
</table>

4.2. Source to Sink—Fingerprinting

The sediment is a combination of particles possibly coming from different sources in the watershed and those produced in the lake, while the spectroscopic signal is composed of the sum of signals that may correspond to these sources. Unmixing or clustering methods allow us to find “pure” numerical poles that can then be associated with sediment properties.

Van Exem et al. [57] used the VNIR spectrum to search for pure signals (endmembers) with the pixel purity index (PPI) method [137] in a sediment core from Lake Linné in Svalbard. They compared them to signatures of samples taken in the watershed, which allowed them to estimate the provenance of the sediment inputs. One of these signatures is correlated at 0.86 with the total organic carbon (TOC), thus allowing them to reconstruct these variations, which come mainly from a single source.

These unmixing approaches are most often used in remote sensing [138,139] or in sedimentary rock cores [140–142] where there are very different and distinct pure poles. With sediment cores, this is more complex because the sediments from different sources are
usually mixed and therefore indistinct. Sellier et al. [143] showed that the mineralogical contributions of the distinctive sources are very different and therefore can be characterized, as shown by spectroscopic approaches in the visible [143,144], visible and near-infrared [145], or mid-infrared [146–148] regions, but these signatures must be identified first within the watershed samples. This work used data from mixtures of products from the watershed as the training material and training methods (discrimination or regression) to estimate the proportions of each source in a single sediment sample. Evrard et al. [147] showed that conventional geochemical methods exhibited similar predictions to the results from a regression model using mid-infrared data.

4.3. Organic Matter

Organic matter (OM) is an important sediment property to reconstruct the past environmental and climatic variations or to detect organic pollution. It is studied by different spectroscopic methods depending on the OM characteristics. The infrared ranges (near- and mid-infrared) are widely used because they record many organic bonds that allow characterization of the total OM, or specific (aromatic, aliphatic) compounds [32]. The visible range is used to trace pigmented OM mainly from algae and bacteria, as previously described.

The SWIR sensor was used to reconstruct the loss on ignition at 550 (LOI550) value, which is related to OM, with partial least squares regression for several sediment cores from different sites [49,60]. The work of Jacq et al. [60] also showed that these predictions correlate with other OM proxies, such as incoherent coherent ratios from X-ray fluorescence (XRF). It may therefore be possible to predict OM nondestructively at low resolution with XRF indicators such as the incoherent coherence ratio or bromine [33] and then estimate OM at high resolution by SWIR. However, care must be taken with these XRF and LOI550 indicators, which may incorporate properties other than OM [149,150]. This is why the author could not create a model integrating different sites since LOI550 did not track the same properties among the different sites. The variable to be predicted must therefore be sufficiently specific to be robust, such as with TOC by RockEval pyrolysis or specific organic molecules. Moreover, these different models are specific to the studied sites through the sedimentary matrix effects that they have learned in addition to the variable of interest, explaining difficulties to transfer a model to another site unless they learn enough matrix variability to correct it.

Van Exem [50] with the VNIR sensor shows that the I-band [106], generally used to trace chlorophyll a and its derivatives, allows us to trace altered OM. They show that this index correlates at 0.73 with charcoal concentration. Moreover, the spectral first derivative signature is characteristic of altered OM [26]. As mentioned in the previous section, this sensor has also allowed us to trace this type of OM with spectral unmixing approaches [57]. There are also approaches discussed previously using indices to quantify organic pigments (chlorophylls, bacteriochlorophylls, etc.) [48,52,55,56].

Different types of OM in sediments and soils have also been extensively studied using spectroscopy due to their absorption in different spectral ranges. OM and organic carbon are the most commonly studied in the infrared range [31,151–153]. Organic carbon fractions, such as refractory carbon, hydrolysable carbon, and microbiological biomass, can also be characterized in these same spectral ranges with greater performance in the mid-infrared range [154,155]. Humic and fulvic substances are characterized by infrared and UV–visible fluorescence [156–159]. Hydrocarbons are analyzed in the visible and infrared domains, allowing paleoenvironmental studies or pollution detection. Several classes of hydrocarbons are defined as total hydrocarbons (TH), total petroleum hydrocarbons (TPH) or polycyclic aromatic hydrocarbons (PAH), and the latter two are also characterized by UV–visible fluorescence [160–162]. Finally, other organic pollutants, such as polychlorinated biphenyls (PCBs) [163], pesticides [164,165], and microplastics [166–168] are being analyzed by spectroscopy. These studies can potentially be performed with hyperspectral sensors on sedimentary samples, which shows that the current work of HSI is still in its beginning stages.
4.4. Mineralogy

Like pigments, many minerals absorb in the visible and infrared ranges. However, to our knowledge, only two studies have been performed that are specific to mineral characterization by HSI for sedimentary cores, so we will discuss this issue in the context of the related fields in the following material.

The first study on the mineralogy of the sedimentary cores is derived from grain size modeling. Jacq, et al. [169] used the combination of two VNIR-SWIR sensors to reconstruct the particle size distribution (PSD) of a core from the Lac du Bourget (France) with a multivariate regression method (partial least squares regression, PLSR). The deconvolution of the PSD prediction with Gaussian distributions allowed them to determine four sources of specific sedimentary grain size input signatures [170]. They were associated with micrite particles, detrital particles, small calcite crystals, larger calcite crystals associated with diatoms, and diatom frustules associated with organic matter. These sources were then associated with seasonality and this allowed the estimation of a sediment supply flux. This study also showed that there is a close link between the physical (particle size) and chemical (mineralogy, organic matter) properties.

The second study focuses on the characterization of three mineral classes (clay minerals, calcite, and quartz) [171]. They are characterized by Diffuse Reflectance Infrared Fourier Transform spectroscopy (DRIFTS) which is a fast and non-destructive method, but it is punctual and has a low resolution. Therefore, the authors use SWIR hyperspectral imaging and PLSR to estimate them continuously at a high resolution. The proposed models exhibit validation determination coefficients of 0.85 for clays, 0.64 for calcite and 0.70 for quartz. The authors notice that quartz is not active in the SWIR range, so the model uses wavelengths correlated to this property such as moisture and clays. They also noticed that the prediction of quartz is site-specific and may not be realized at other sites. The authors also suggest that DRIFTS analysis could be replaced by hyperspectral sensors in the mid-infrared range such as MWIR or LWIR.

Thus, many spectroscopic studies utilize references to specific wavelengths for some minerals that are quantified with indices, as shown in Table 4 [88,172]. Krupnik and Khan [88] have identified the absorptions of silicates and nonsilicates (most of which absorb in the infrared range), except tectosilicates and phosphates (which are specific to the mid-infrared region), while colored minerals such as oxides also absorb in the visible region. They also highlighted the importance of selecting one sensor over another for individual mineral studies and discussed potential field prospecting for certain minerals, such as oxides, sulfides, clays, carbonates, rare earth elements, copper, and gold veins.

Table 4. Some spectroscopic coefficients reported in the literature for the visible and near-infrared spectral ranges for different samples (sediments, rock and soil).

<table>
<thead>
<tr>
<th>Variable Studied</th>
<th>Coefficients</th>
<th>Wavelengths Used (nm)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxides</td>
<td>d555</td>
<td>555</td>
<td>[22]</td>
</tr>
<tr>
<td>Goethite</td>
<td>d535</td>
<td>535</td>
<td></td>
</tr>
<tr>
<td>Hematite</td>
<td>d575</td>
<td>575</td>
<td></td>
</tr>
<tr>
<td>Lithogenic material</td>
<td>R570/R630</td>
<td>570; 630</td>
<td>[106]</td>
</tr>
<tr>
<td>Lithogenic material (basaltic lithics)</td>
<td>R850/R900</td>
<td>850; 900</td>
<td>[173]</td>
</tr>
<tr>
<td>Clay content</td>
<td>BD2170—2270</td>
<td>2170; 2270</td>
<td>[108]</td>
</tr>
<tr>
<td>Clay content</td>
<td>SWIRFI</td>
<td>2133; 2209; 2225</td>
<td>[174]</td>
</tr>
<tr>
<td>Chlorite</td>
<td>IndexChlorites</td>
<td>2187; 2275</td>
<td>[107]</td>
</tr>
<tr>
<td>Kaolins</td>
<td>IndexKaolins</td>
<td>2153; 2192</td>
<td></td>
</tr>
<tr>
<td>Micas</td>
<td>IndexMicas</td>
<td>2139; 2200; 2294</td>
<td></td>
</tr>
<tr>
<td>Calcite</td>
<td>BD2340</td>
<td>2340</td>
<td>[175]</td>
</tr>
</tbody>
</table>
Therefore, several studies have identified absorption areas to estimate the wavelength shifts of absorbing minerals in nearby areas. Murphy et al. [176] used a VNIR camera in the region between 840 nm and 980 nm to differentiate hematite and goethite. The absorption area between 2180 nm and 2220 nm (SWIR) was used by Hecker et al. [177] to characterize the crystallinity of illite and muscovite, while Dalm et al. [178] used it to study white micas. In the same way between 2310 nm and 2360 nm, [179] studied a mixture of calcite and dolomite, while Dalm et al. [178] investigated chlorites. Thus, it is very useful to have initial knowledge of the sample mineralogy to estimate the areas that can absorb because in the most complex cases, several minerals and other soft sediment core materials can absorb in the same wavelength areas.

Sediment rock core studies use geochemical analyses coupled with supervised classification approaches to classify each pixel into a mineralogy type or estimate mixture components. Support vector machine (SVM) and random forest (RF) classification methods are the most commonly used—for example, coupled with VNIR-SWIR or SEM-MLA data to allow the differentiation of 14 mineral classes with 74% and 71% accuracy, respectively [61]. Schneider et al. [180] predicted six mineral classes using XRD with accuracies of 95.4% and 97.3% with the SVM and Gaussian process methods, respectively. The approaches of [63,64] go further by using several VNIR, SWIR, LWIR, and RGB sensors and combining their results with SEM-MLA to predict five classes of minerals with accuracies of 66% with 1 sensor versus 90% with the combination of all the sensors. These studies showed that while depending on a single sensor and its spectral range, a mineral may or may not be well predicted based on its response in that range. Nevertheless, these discrimination approaches may not reflect the reality where there may be several types of minerals in a single pixel, so it is necessary to quantify the part of each mineral within a pixel with regression approaches. Tusa et al. [61] used VNIR-SWIR sensors and RF, SVM, and artificial neural network (ANN) regression methods to predict the 10-class SEM-MLA levels with R² values of 0.83, 0.60, and 0.82, respectively, for one study sample. In the same way, Rivard et al. [62] used multiple linear regression (MLR), SWIR, and LWIR data to predict wavelength-dispersive X-ray spectroscopy (WDXRF) contents with R² values between 0.62 and 0.81.

A study of soils using a VNIR sensor and PLSR to predict the elements determined using inductively coupled plasma with optical emission spectrometry (ICP–OES) showed that the elements Cu, Zn, Mg, and Ca presented R² values between 0.73 and 0.81 and had total carbon and total nitrogen correlations between 0.75 and 0.90 [181]. This shows that we can trace a compound that has little or no absorption in a spectral range but is well modeled through correlation with other components.

Currently, many spectral areas of minerals are characterized and are used to qualitatively interpret hyperspectral data from sediment cores. Through studies of related fields, there are many opportunities for finer characterization of sedimentary mineralogical properties by HSI.

4.5. Classification and Identification of Sedimentary Deposits

Sediment cores often show deposits that are interesting to identify and characterize. HSI allows us to highlight them through the properties it records for each pixel and the neighboring pixels. Therefore, sedimentary deposits are most often studied with classification and segmentation approaches or by defining boundaries manually.

Two studies focused on the identification and characterization of varves. The approach proposed by Jacq [49], described above, used a threshold on one of the sediment sources characterized by the particle size distribution estimated with the VNIR and SWIR hyperspectral cameras. This threshold is used to estimate an annual boundary, and then an annual accumulation rate for each source is estimated by integration over the thickness. It was not possible to set thresholds for the other sources, but thanks to a manual selection of pixels, spectral signatures of the sources were estimated. In the same way, Zander et al. [182] manually defined the boundaries of calcite varves corresponding to their annual pattern.
A clustering method was then used to characterize the number and types of varves per year with indicators from VNIR hyperspectral and X-ray fluorescence spectroscopy (XRF) data. Thus, four types of varves were defined based on their signatures. A multivariate analysis of variance (MANOVA) showed the relationships of some types with temperature and the number of windy days. These two properties were then modeled with a generalized additive model (GAM) to obtain $R^2_{adj}$ values of 0.55 and 0.47 for temperature and number of windy days for some periods of the year.

Tephra deposits were studied by Aymerich et al. [183] with a VNIR sensor and the ANN discrimination method. They developed a model of an Antarctic sediment core using manual labeling of deposits (tephra and nontephra) that had a global accuracy of 98.28%. This model was then transferred to four other cores from the same area to develop classification maps. These were then validated by an expert who found the known tephras as well as others that were unknown.

Jacq et al. [124] were interested in the event layers of three lakes with different characteristics (surface, altitude, mineralogy, organic matter) with the VNIR and SWIR sensors taken separately or associated, as well as seven discrimination methods based on manually labeled data. The comparison of all these models shows that the SWIR sensor seems to be the most interesting for this study coupled with linear discrimination methods, such as partial least squares discriminant analysis (PLS-DA) or linear discriminant analysis (LDA), with accuracies above 90%. Nevertheless, the generalization of these models to other sites was not robust due to significant differences in the sedimentary matrices. They also showed that these sensors cannot differentiate between several types of instantaneous depositions. Therefore, a complementary study by Rapuc et al. [184] proposed combining information from the XRF to characterize these event layers. Thus, the flood events could be separated from other event deposits, 61 flood deposits out of the 86 event deposits were detected, and their thicknesses were characterized to create a chronicle of these events.

The previously described approaches are pixel-based and therefore do not consider the neighboring pixels. However, sedimentary deposits are often visually separable and could therefore be distinguished with image approaches characterizing discontinuities. Moreover, some deposits have spatial signatures, such as color or texture gradients, or homogeneity, which can be identified by spatial-spectral classification methods to characterize sedimentary deposits more finely.

5. How Can We Go Beyond?

5.1. Toward a Multisensor Core Logger

As discussed earlier in the previous sections, HSI coupled with machine learning methods and punctual geochemical measurements allows the study of many sedimentary properties to define proxies of past environmental changes. The application of HSI can be very powerful but it still bears constraints and difficulties owing to the nature of the technique itself and the samples. Below we will discuss the challenges and possibilities to optimize in the future.

Hyperspectral core loggers suffer from difficulties related to manual data acquisition settings, such as the adjustment of the focus and the heights of the various instruments (illuminant, camera, calibration tray, etc.). In addition, sediment cores are deformable samples that present surface variations that will impact hyperspectral signals. To overcome these instrumental obstacles, we need to work on more complete and detailed automation for the next generations of core loggers. For example, sensors that can be used to model the surface of the core and create an orthorectified HSI (photogrammetry, lasergrammetry [185,186]) or to estimate the working distance and thus select the speed and frame rate parameters will be more than desirable. Sensors can always be improved, for example, by increasing the integration capacity of the detector to improve spatial and spectral resolutions, by increasing the spectral range of integration (VNIR-SWIR or others in a single sensor) or by developing new sensors (UV, fluorescence, Raman, etc.). However, the increase in the size of the dataset with the resolution and/or the amount of data with an increased number of
sensors implies a larger volume of data and therefore increased storage capacity, and an urgent need for significantly increased processing capabilities.

A core logger often contains a single sensor, but in the future, it should contain several sensors because each sensor will provide additional information to characterize samples more finely [63,64]. However, since the resolutions of images from several sensors are often different, it will be necessary to use image registration approaches to merge these data [187–189]. In the same way, linear or punctual sensors can be used in parallel with imaging sensors, and fusion methods can reconstruct a heterogeneous dataset with missing sensor data in some areas or even estimate the missing information to obtain a homogeneous dataset. The use of multiple sensors will inevitably raise new issues of data storage and processing capacity as the amount of data will significantly increase.

5.2. Data Management

The use of a sensor or several sensors in parallel requires thorough planning on the management of these data in the data lifecycle to produce findable, accessible, interoperable, and reusable (F.A.I.R.) data [190,191]. Many studies are working to provide a framework for meeting these conditions [192–196]. For HSI associated sediment cores, we can turn to previous experience from the remote sensing and spectroscopy community for guidance. Rasaiah et al. [197] proposed ten general categories for the remote sensing data, and we can take a leaf out of their book to manage the metadata of laboratory HSI (Table 5). There are several initiatives for referencing information on sediment cores such as the Persistent Identifier (PID) IGSN (International Geo Sample Number) [198]. There is also work under discussion to reference analytical instruments with a metadata schema PID-INST number (Persistent Identification of Instruments, Supplementary Material) [199]. The analysis protocols can be shared (Protocol Exchange, protocols.io, [200]) to make them repeatable between several laboratories as done with the hyperspectral acquisition protocol [65] and thus allow the datasets to be comparable from one site to another. Codes and softwares should be shared on several sites (e.g., GitHub for versioning and fork; Software Heritage for perpetuating and archiving the codes) to allow the community to move forward together on data processing issues, as was done with our MATLAB script [69]. Following that, the laboratory analyses (including raw and processed data) must be deposited and described by a specific “data dictionary” for a dataset (column header of a table or specific information for an image, unit, definition, standard vocabulary as presented in our Supplementary Material). Data storage should be kept on well recognized platforms, such as Zenodo (general) or Pangaea (thematic) as the example of this dataset [201] and preferably without restrictions of embargo. Last but not least, a standardized metadata catalog like a geocatalog should be established (see Supplementary Material) to link the entire research ecosystem (samples, instruments, protocols, treatment codes, articles, and datasets) according to FAIR principles in the data life cycle. The interoperability of this type of catalog or data repository will effectively raise its visibility to academic (OpenAIRE in Europe; Datacite search) or public (GoogleDataSearch) data search engines. The building of a metadata catalog will also offer the best practice for reusing or further discussing any previous data management plan in a project that requires hyperspectral data [202]. Following the aforementioned steps, this entire chain from sampling in the field to data processing and data access for hyperspectral data and geochemical analysis can be soundly referenced to keep traceability and reproducibility of practices [203].
Table 5. Example of metadata that can be utilized to present the raw data. (Categories proposed by [197]).

<table>
<thead>
<tr>
<th>Category</th>
<th>Example of Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Instrument</td>
<td>Sensor name, manufacturer, range and spectral resolution, focal length, slit width,</td>
</tr>
<tr>
<td></td>
<td>detector, number of spatial and spectral pixels, data units</td>
</tr>
<tr>
<td>2 Reference Standard</td>
<td>Types of standard and their signatures (white, dark . . . )</td>
</tr>
<tr>
<td>3 Calibration</td>
<td>Calibration equation with black and white and for precalibration to correct</td>
</tr>
<tr>
<td></td>
<td>radiometric and geometric distortions</td>
</tr>
<tr>
<td>4 Hyperspectral signal properties</td>
<td>Translation bench speed, frame rate, exposure time, pixel size and resolution, depth</td>
</tr>
<tr>
<td></td>
<td>of field</td>
</tr>
<tr>
<td>5 Illumination information</td>
<td>Type of illuminant and its signature</td>
</tr>
<tr>
<td>6 General project information</td>
<td>Funding methods, partners and expected objectives for the samples</td>
</tr>
<tr>
<td>7 Location information</td>
<td>GPS position, site name, depth and length of sample</td>
</tr>
</tbody>
</table>

5.3. Integrative Approach Allowing the Selection of Sampling Areas

As discussed in Section 3, there are several methods to characterize proxies in a semiquantitative way and their variations along the sampled cores (pigments and some minerals). This basic information will help to develop a complementary strategy of sampling to validate the changes of these semiquantitative proxies. For this, it will be necessary to define a concentration range depending on the lithology and with a restricted number of samples to preserve the original core as much as possible. In addition, these samples will allow the development of learning models for properties that cannot be extracted automatically, such as mineralogy and organic matter. This semiquantitative information can also provide a pilot guide for any following analyses of other spectroscopic sensors regarding the proper resolution and sampling area.

5.4. Opportunities Still Underexploited

Learning methods are often influenced by the matrix effect of the sediment and are therefore specific to the studied sample, as mentioned. To overcome this problem, it would be necessary to create a large database covering different matrices, so that a property independent of the matrix effect can be achieved to establish a “universal model” [204,205]. This, in the long run, will lead to the use of more robust and complex learning methods that handle a large volume of data or nonlinear modeling. For the case of a hyperspectral database, it is necessary to use spatial-spectral methods to consider a pixel within its spatial neighborhood [102]. Existing spectral databases for soils often go through a sample preparation step with drying and sieving, which will not be possible for sediment cores. It will therefore be necessary to develop appropriate methods to estimate and correct the effect of both moisture and particle size on the spectra [30,108,206]. Moreover, the correction of the humidity effect would reveal hidden absorptions such as those of O-H bonds inside minerals (clays, gypsum, etc.) or organic compounds [41]. Although the matrix effects may limit the reproducibility of a specific model when we want to apply it at different sites, they can in turn serve as an important background reference when we try to apply the model at multiple cores in a neighboring area. Therefore, when we have several cores from a specific site, we can gain advantages from using one of the cores to perform various geochemical analyses, to create learning models for required properties, and to reconstruct a regional model for all of the samples. It will then be possible to extrapolate the variations of these properties on the whole site with respect to the sampling coordinates and hence the changes of paleo environment can be further discussed at scale of any particular site.

Previous studies have shown the feasibility of using HSI to study various proxies from the related fields and eventually from sediment cores. Characterization of other pigments, such as chlorophyll and bacteriochlorophyll, can be greatly improved but will require further analytical methods as well as processing methods to quantify, as these pigments often have overlapping ranges of absorptions [28,132,207]. As for minerals, currently there
are only a few studies regarding characteristic absorptions [109] and potential methods that use learning models with XRD, SEM, or Raman data [208,209]. There are many studies for the characterization of organic matter types (humic, fulvic, refractory, etc.) [154,155,158] and specific organic molecules (PAHs, PCBs, microplastics) [160,162,165–167]. Stratigraphy of the core can also be discriminated and characterized by breaks and variability in sedimentation, with the aid of a spatio-spectral approach. Advanced application of HSI will provide the opportunity to reveal different proxies and to reconstruct the paleo-environment and climate in the extent of sampled cores.

6. Conclusions

HSI is a very informative and powerful tool for the rapid, high-resolution analysis of sedimentary cores. Through this article, we discussed the different steps required for this analysis, from acquisition to paleoenvironmental interpretations and processing methods. HSI is indeed a new field of the geosciences, which relies on work in imaging and spectroscopy, as well as machine learning, and approaches developed in remote sensing. This is a field at the intersection of many that will complement each other to advance our understanding of environmental processes. This literature review of hyperspectral and spectroscopic studies demonstrates the potential to characterize the trophic status of water columns, to associate sources and sinks and to identify sedimentary deposits through extracted information on the organic and mineral matters present. Extensive utilization of HSI is not only feasible but also promising for sediment core analysis in the foreseeable future.
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