Laser Peening Analysis of Aluminum 5083: A Finite Element Study
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Abstract: In this research, a finite element (FE) technique was used to predict the residual stresses in laser-peened aluminum 5083 at different power densities. A dynamic pressure profile was used to create the pressure wave in an explicit model, and the stress results were extracted once the solution was stabilized. It is shown that as power density increases from 0.5 to 4 GW/cm², the induced residual stresses develop monotonically deeper from 0.42 to 1.40 mm. However, with an increase in the power density, the maximum magnitude of the sub-surface stresses increases only up to a certain threshold (1 GW/cm² for aluminum 5083). Above this threshold, a complex interaction of the elastic and plastic waves occurring at peak pressures above ≈2.5 Hugoniot Elastic Limit (HEL) results in decreased surface stresses. The FE results are corroborated with physical experiments and observations.
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1. Introduction

Laser technology has been extensively utilized in material processing and manufacturing techniques such as forming [1], peening [2], additive manufacturing [3], cladding [4], and welding [5]. Among them, laser peening (LP) is an innovative post-processing technique used in the industry to mitigate surface-related failures such as corrosion, fatigue, fretting fatigue, corrosion–fatigue, etc. This versatile technique is also used to form complex shapes and structures [6]. Compared to other similar surface engineering methods such as shot peening [7], water jet peening [8], and ultrasonic peening [9], LP is advantageous as it generates deeper residual stresses with increased thermal stability that is attributed to the lower amount of cold work [10]. However, to achieve the full potential of this technique, a precise understanding of the peening process along with the effects of different process parameters are required [11].

Many experimental studies have focused on parameter optimization of the LP process and the effects of LP on the mechanical properties and material performance [12–15]. However, far fewer attempts have been made to fundamentally understand the wave propagation and corresponding residual stress distribution [16]. This is, of course, anticipated as in situ monitoring of the residual stress distribution during peening is extremely challenging if not impossible [11]. Thus, a hybrid experimental and simulation approach enables an improved understanding of how adjusting various peening parameters affects the pressure wave as it propagates through the material as well as the final state of residual stresses.

The literature contains several studies focused on the numerical simulation of the LP process. Braisted et al. [17] used a combination of explicit and implicit dynamic analysis
algorithms in ABAQUS to study the residual stresses induced by the LP process in Ti-6Al-4V as well as 35 CD4. Ding et al. [18] expanded their approach from 2D to 3D and implemented an HEL plastic model to study different LP processing conditions in different metal alloys. Peyre et al. [19] also applied a finite element method (FEM) along with the Johnson–Cook plasticity model to simulate the LP process through 2D axisymmetric FE models for martensitic stainless steel and 7075 aluminum. These studies, among others [20–23], provided improved insight into the LP process and contributed immensely to the process optimization.

In this research, the effects of power density on the magnitude and distribution of the residual stresses in the LPed Al 5083 were studied. Al 5083 is an emerging material of choice for applications in aerospace and marine industries due to its high strength-to-weight ratio as well as other outstanding attributes [24]. While this alloy is widely used in different sectors, the literature has few experimental studies on LP of Al 5083, which are mainly focused on its corrosion cracking behaviors [24,25]. However, no analytical effort has been attempted to quantitatively understand the effect of the LP process on the Al 5083 state of residual stress. This work provides the first combined experimental and numerical analysis on the LP of Al 5083, with new insights on how the laser power density affects the magnitude, depth, and distribution of the induced residual stresses in the alloy.

2. 3D Simulation of the Laser Peening Process

A 3D FE model was created using ABAQUS software to investigate the impact of a single layer LP with different power densities on Al5083 specimens. The overall dimensions of the specimen were modeled to be 12 mm × 12 mm × 7 mm, where an axisymmetric quarter of the block was only considered (Figure 1). Following the experimental conditions discussed later, the simulations were carried out with four power densities of 0.5, 1, 2, and 4 GW/cm², which produce peak pressures (P_{peak}) of 0.72, 1.02, 1.44, and 2.44 GPa. Pressure loading condition was estimated based on the methodology developed by Fabbro et al. [26–28]. Detailed explanation of the method is provided in supplementary materials—Supplementary Information (SI), Section S1.1.

Figure 1. A three-dimensional model used in the FE simulation of the LP process.

The target material was assumed to be initially stress free and considered to be elastic–plastic, homogeneous, and isotropic. It is known that in the LP process, the material becomes deformed at an extremely high strain rate (up to 10^7 s^-1); therefore, the constitutive relations obtained from quasi-static conditions are not valid. As a result, herein, the Johnson–Cook (JC) model, being capable of predicting the material response to high strain rates and large deformations, was selected for the simulation. The JC model relates the
strain hardening, the strain rate effects, and thermal effects to the flow stress in material expressed as:

\[
\sigma = \left[ A + B\varepsilon_p^n \right] \left[ 1 + C\ln\frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right] \left[ 1 - \left( \frac{T - T_0}{T_m - T_0} \right)^m \right]
\]

(1)

where \(A\), \(B\), \(n\), \(C\), and \(m\) are the material constants; \(\varepsilon_p\) represents the equivalent plastic strain; \(\dot{\varepsilon}\) and \(\dot{\varepsilon}_0\) are the plastic strain rate and the reference plastic strain rate, respectively. \(A\) is defined as the yield strength; \(B\) denotes the strain-hardening modulus; \(n\) is the strain-hardening exponent; and \(C\) accounts for the strain rate-hardening effect. \(T\) is the temperature in Kelvin and \(T_0\), \(T_m\), and \(m\) are the room temperature, the melting point of material, and the power of thermal softening, respectively. Since in the LP technique, the thermal effect of the process is negligible compared to the mechanical effects, the temperature term in the JC model could be eliminated. The properties of Al 5083 used here were adopted from Refs. [29,30] for the dynamic response of Al 5083 and are listed in Table 1.

**Table 1.** Material properties and Johnson–Cook parameters of Al 5083 [29,30].

<table>
<thead>
<tr>
<th>Material Properties</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, (\rho) (kg/mm(^3))</td>
<td>2.7 \times 10^{-6}</td>
</tr>
<tr>
<td>Young’s modulus, (E) (GPa)</td>
<td>70</td>
</tr>
<tr>
<td>Poisson’s ratio, (\nu)</td>
<td>0.3</td>
</tr>
<tr>
<td>Hugoniot elastic limit (HEL), (GPa)</td>
<td>0.57</td>
</tr>
<tr>
<td><strong>Johnson–Cook parameters</strong></td>
<td></td>
</tr>
<tr>
<td>(A) (MPa)</td>
<td>167</td>
</tr>
<tr>
<td>(B) (MPa)</td>
<td>596</td>
</tr>
<tr>
<td>(C)</td>
<td>0.001</td>
</tr>
<tr>
<td>(m)</td>
<td>0.859</td>
</tr>
<tr>
<td>(n)</td>
<td>0.551</td>
</tr>
<tr>
<td>(\dot{\varepsilon}_0)</td>
<td>1</td>
</tr>
</tbody>
</table>

To enhance the accuracy of the model as well as facilitate obtaining a converged plastic strain distribution, a finer mesh was used in and around the pulse area where elements of 0.05 mm \(\times\) 0.05 mm \(\times\) 0.03 mm were chosen (Figure 1). C3D8R, a continuum solid eight-node reduced integration element, was chosen as the element type. To reduce the analysis time, a coarser mesh was implemented outside of the critical region. Stress waves reflected from the back and bottom surfaces can lead to an error in the analysis; hence, to mitigate this problem, infinite elements (CIN3D8) were implemented along the back and bottom surfaces (Figure 1) so that the stress waves were able to pass through. The numbers of finite and infinite elements in the model were 873,375 and 26,925, respectively.

Each simulation included two steps. In the first step and following the experimental procedure, a square laser spot (3 mm \(\times\) 3 mm) with a very high pressure was applied on the top surface of the specimen in a short time. In the second step, to assure obtaining a stabilized solution, the stress results were given sufficient time to relax. ABAQUS/Explicit was used for the analysis of both first and second steps. While previously a combination of dynamic explicit analysis and static analysis has been typically used in the literature [16,31–33], it has been also shown that a pure explicit model can be also utilized for both steps if the proper solution time is considered for each step [10,21,34,35]. Further information about the calculation of solution times for step one (to ensure the occurrence of all the plastic deformation in the material), and step two (to obtain the equilibrium of stresses in the material) is provided in SI (Section S1.2).

### 3. Experiments

#### 3.1. LP Process

A Q-switched Nd:YLF laser was employed to do the laser peening on the AL5083 specimens. The spots had a square shape with dimensions of 3 mm \(\times\) 3 mm. Specimens
were moved using a robotic arm for placing laser impact spots with 100 micron accuracy. A de-ionized (15 M ohm resistance) water layer of ≈1 mm thickness acting as a plasma tamper was flowed over the specimen to be peened. The laser energy passes through the water layer, forms a plasma during the first nanosecond of the pulse, and heats the plasma approximately to 13,000 K. By controlling the distance between the specimen surface and the final imaging lens, the power density was adjusted to achieve a plasma pressure, which was confined by the tamping layer that rises in pressure to above the HEL of the material. It should be added that here, the laser spot was not focused on to the target, so there is no issue of inexact focusing. In addition, breakdown in the current system with the relay imaging was tested where water breakdown only occurred above a power density of 12 GW/cm², which is much higher than the power density values used in this study. In this study, four power densities of 0.5, 1, 2, and 4 GW/cm² with 18 ns laser pulse duration were selected for the experiments. It is worth noting that given the laser pulse properties and since the heat capacity of the metal is sufficiently high, only a few dozens of microns of the metal experience the heating in the LP process.

3.2. Residual Stress Measurement

A portable X-ray diffraction (XRD) analyzer, Pulstec μ-X360 (Pulstec Industrial Co., Ltd., Hamamatsu, Japan) using the cosα method (detailed information of method are described in the SI, Section S2) was utilized to characterize the surface and in-depth residual stress. A low-intensity Cr Ka source was employed to irradiate a 2 mm diameter spot for 30 s, while an image plate was positioned normal to the incident beam at a sample-to-detector distance of ≈39 mm collecting diffracted X-rays. The X-ray incidence angle was set to 25° and the X-ray tube voltage and current were 30 kV and 1.50 mA, respectively. Since the XRD techniques are only able to measure the surface-level stress, material was removed from the surface by an electrolytic polishing machine (Proto, Proto 8818-V3, Proto Manufacturing Inc., Taylor, MI, USA) and a saline electrolyte (Proto Electrolyte A, Proto Manufacturing Inc., Taylor, MI, USA) for in-depth residual stress measurements. The material was carefully etched in four separate regions on each sample corresponding to four different depths of ≈50, 100, 150, and 200 µm, which created circular areas (3 mm diameter) suitable for XRD measurement (Section S2, Figure 2). The precise depth measurement was performed on etched regions with a stylus profilometer (Alpha-Step D-500, KLA-Tencor, Milpitas, CA, USA).

![Figure 2](image.png)

**Figure 2.** The circular etched regions (A–D) used for residual stress measurement on the four different laser-peened samples (Samples S1–S4 were laser peened with power densities of 0.5, 1, 2, and 4 GW/cm², respectively).

### 4. Results and Discussion

Figure 3 compares the numerical simulation results for the residual stresses along with their experimentally obtained values. The stresses were measured at different depths up to 200 µm. The experimental residual stress values for each point can be considered as the average residual stress within the measured area that is exposed to the X-ray beam. The
simulation results were obtained from the average of the residual stress values of nodes along a path from the center to the edge of a peened spot.

As shown in Figure 3, only a slight difference in the compressive residual stresses is observed with an increase in power density from 0.5 to 2 GW/cm². However, at a power density of 4 GW/cm², a considerable decrease in the compressive residual stress values is observed for both simulation and experimental results with a majority of the points having a value less than −90 MPa. While FE analysis is able to successfully predict general experimental trends, there are differences between stress values. The differences might be attributed to couple of factors. The main factor could be that the μXRD patterns might not perfectly represent the global aluminum diffraction constants, since it was mostly obtained from regions inside grains on very small diffracting crystallites [21]. In addition, the experimental residual stress values were calculated from the whole surface of a peened spot, but the simulated residual stress values were obtained from a line (from the center to the outer edge of the spot). Additionally, for aluminum with a relatively low yield strength, XRD measurements might result in even higher errors since the magnitude of the measured stresses are generally low. Another minor contributing factor is the JC model and its sensitivity on several constants. While material properties were obtained directly from the available data in the literature for Al 5083 that was modeled here, inevitable slight differences may exist between current material constants and those of the reported in the literature that might affect the FE results [10,17].

Figure 4a shows the 3D distribution of σ_{xx} residual stresses with a power density of 2 GW/cm². It can be seen that compressive and tensile residual stresses have been developed inside and in the neighboring area of the peened spot, respectively. Figure 4b,c show the distribution of σ_{xx} on the surface with different laser power densities along the x (at y = z = 0) and y (at x = z = 0) axes, respectively. The residual stresses in the peened spot are compressive in both x and y directions. This indicates that all four power densities, 0.5 GW/cm², 1 GW/cm², 2 GW/cm², and 4 GW/cm², are able to generate peak pressures that exceed the dynamic yield strength of the material and consequently cause plastic deformation that results in the formation of compressive residual stresses [36].
from 0.5 to 4 GW/cm², the depth of the compressive residual stresses also increases (from 0.42 mm to 1.40 mm) to counter-balance the compressive stresses. With an increase in the power density from the peened surface, and tensile stresses are generated beneath that (0.42 < z < 3 mm). 2.04 GPa), the residual stress drop at the center is more pronounced in comparison to the other three power densities in both the x and y directions. This indicates that all four power densities, 0.5 GW/cm², 1 GW/cm², 2 GW/cm², and 4 GW/cm², are able to generate peak pressures that exceed the dynamic yield strength of the material and consequently cause plastic deformation that results in the formation of compressive residual stresses [36].

The residual stress hole on the surface and the wave peak pressure, PPeak, may in large part be due to the concentration of the rarefaction waves that are generated by the edges of the peened area at the spot center and reverse plastic deformation. Surprisingly, the maximum value of the residual stresses is not predicted to be at the center of the laser spot (Figure 4a–c). This phenomenon, called residual stress hole (or “stress empty”), was reported for both square and circular spots [37,38]. The residual stress hole may in large part be due to the concentration of the rarefaction waves that are generated by the edges of the peened area at the spot center and reverse plastic deforma-
Li et al. [39] explained this phenomenon in a similar way where they attributed the formation of the stress hole to the removal of the compressive stresses at the center of the spot due to the large pulses generated from the surface waves expanding radially to the center of the spot. It was reported that there is a relationship between the magnitude of the stresses in the residual stress hole on the surface and the wave peak pressure, $P_{\text{Peak}}$.

As depicted in Figure 4b, there are spatially abrupt changes in the stress values at the edge of the spot ($x \approx 1.5$ mm), which are more pronounced when the power density increased from 0.5 to 4 GW/cm$^2$. It is notable that the residual stresses for the power density of 4 GW/cm$^2$ in the $x$ direction transition from compressive to tensile to compressive when moving from the spot center to the outside edge. Additionally, the magnitude of surface residual stresses for 4 GW/cm$^2$ is lower than that for other power densities (Figure 4b). However, along the $y$ direction, more uniform residual stress profiles were observed for all power densities (Figure 4c). There is an intensified peak in compressive stresses around the boundaries of the pulse area, which is followed by a rapid reduction and conversion to tensile stress outside of the spot (Figure 4c). For the power density of 4 GW/cm$^2$ ($P_{\text{Peak}} = 2.04$ GPa), the residual stress drop at the center is more pronounced in comparison to the other three power densities in both the $x$ and $y$ directions.

Figure 5 shows the variation of $\sigma_{xx}$ and $\sigma_{yy}$ with the depth. In order to avoid the effect of the residual stress hole, a position with a distance of 0.75 mm from the center of the peened spot ($x = 0.75$ mm, $y = 0$) and located on the symmetry line was selected to collect residual stress variation in depth. It should be also noted that the magnitude of the stress at other locations with close proximity to the center is checked, and a negligible difference between the residual stress values was observed. It can be seen from Figure 5a that at a power density of 0.5 GW/cm$^2$, compressive stresses are formed up to a distance of $\approx 0.42$ mm from the peened surface, and tensile stresses are generated beneath that ($0.42 < z < 3$ mm) to counter-balance the compressive stresses. With an increase in the power density from 0.5 to 4 GW/cm$^2$, the depth of the compressive residual stresses also increases (from 0.42 for 0.5 GW/cm$^2$ to 1.40 mm for 4 GW/cm$^2$). This was expected, as the depth of the compressive residual stresses in an LPed specimen is closely related to the plastically deformed area [40].

The value and depth of the maximum residual stresses for the power density of 0.5 GW/cm$^2$ are 135 MPa and $\approx 0.03$ mm, respectively. The results show that $\sigma_{xx}$ compressive residual stresses near the surface achieve magnitudes as high as 140 MPa with increasing power density to 1 GW/cm$^2$ ($P_{\text{Peak}} = 1.02$ GPa) at a depth of $\approx 0.06$ mm (Figure 5a). With increasing the power density to 2 GW/cm$^2$, although the values of residual stresses decrease slightly, the residual stresses are almost constant (in the range of 119.6–125.4 MPa) to the depth of 0.29 mm. Interestingly, while the compressive residual stresses are observed at a greater distance from the surface for the power density of 4 GW/cm$^2$ compared with lower power densities, the magnitude of compressive residual stresses on the surface and sub-surface drops remarkably. Similar observations have been reported for A356-T6 alloy as well as Steel 1045 previously [38,41]. As shown in Figure 5b, similar results were observed for the $\sigma_{yy}$ in-plane residual stress.

The observation here agrees well with the model developed by Peyre et al. [41] where the plastic deformation rises linearly when the peak pressure increases from 1 HEL to 2 HEL and its maximum limit is attained at around 2 to 2.5 HEL. Above that, the surface release waves focus and intensify from the edges of the impacts, and this phenomenon leads to the modification of the residual stress field. Therefore, while a power density of 4 GW/cm$^2$ ($P_{\text{Peak}} = 2.04$ GPa $> 2.5$ HEL$_{\text{Al5083}}$) generates deeper residual stresses, its magnitudes are smaller remarkably in comparison to those that the power densities of 1 and 2 GW/cm$^2$ ($P_{\text{Peak}} = 1.02$ and 1.44 GPa $\approx (2$ to 2.5) $\times$ HEL$_{\text{Al5083}}$) can generate. This is in agreement with the previously reported findings that materials can be optimally treated with $P_{\text{Peak}}$ in (2 to 2.5) $\times$ HEL range [37,41].
Figure 5. Variation of in-plane residual stress with depth (x = 0.75 mm, y = 0), (a) $\sigma_{xx}$, (b) $\sigma_{yy}$.

5. Conclusions

Herein, an explicit model was used to study the effects of four different power densities on the laser peening of aluminum 5083. The magnitude of the generated residual stresses up to a depth of 200 $\mu$m was compared with the experimental results. Simulations show a residual stress hole in the middle of the peened spot due to a plastic unloading wave. It was shown that with an increase in the power density from 0.5 to 4 GW/cm$^2$, residual stresses are generated deeper into the workpiece. At a power density of 4 GW/cm$^2$, the resulting peak pressure above 2.5 HEL reduced the near surface residual stresses.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/qubs5040034/s1, Figure S1: Temporal pressure profile, Figure S2: (a) History of the internal energy, elastically stored energy, plastically dissipated energy and artificial strain energy during the first step (b) In-plane stress profiles ($\sigma_{xx}$) versus distance from the center of spot at different calculation times during the second step (A dynamic state towards a residual state). It can be concluded that a quasi-equilibrium state is reached above 100,000 ns. Figure S3: Debye ring measurement schematic.
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