A Platform for Laser-Driven Ion Sources Generated with Nanosecond Laser Pulses in the Intensity Range of $10^{13} - 10^{15}$ W/cm²


1. Introduction

Following the first demonstration in 1960 of a laser from a ruby crystal [1], various laser systems started to be used in different research fields. In the 1970s, the possibility to focus a pulsed laser beam into a solid medium to generate ion sources was recognized as a very promising field of research [2,3]. In the 1990s, laser technologies were able to demonstrate the generation of high-current ion beams of multiple species (Al, Ti, Fe, Si, Cu, and Sn). The produced laser–plasma ion sources were fully characterized against the laser intensity on the target ($10^{14} - 10^{15}$ W/cm²) by varying the laser energy, focal spot size, and pulse duration. The versatility and tuneability of such high-repetition-rate laser–plasma ion sources are of potential interest for user applications. Such a statistically accurate study was facilitated by the large amount of data acquired at the high repetition rate (1–10 Hz) provided by the Bivoj laser system.
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Currently, laser-driven ion sources are being considered as a complementary and compact approach for the generation of ion sources with unique features (e.g., peak current, short bunch duration, high charge state, and low emittance) compared with conventional accelerators. Consequently, a strong effort of the laser–plasma scientific community has been put into the optimization of such non-conventional ion sources (concerning energy, flux, and stability) based on key requirements for their potential use in societal applications, such as cancer treatment ([6,7]), energy production from inertial confinement fusion [8], and cultural heritage [9].

Recently, the availability of table-top, fs-class laser systems operating at a relatively low peak power (TW level) but at a high repetition rate (10 Hz to 1 kHz) has opened exciting new directions of research, including the acceleration of ions with moderate energies (MeV level) but high average flux and high stability [10,11]. On the other hand, table-top, ns-class laser systems operating at a repetition rate of ~10 Hz and delivering 0.01–1 J laser energy on target have been widely used in the last decades to produce high-current ion sources with low energies at laser intensities in the range of $10^{10} – 10^{12}$ W/cm$^2$ ([refs. [12–14]]). Applications in the fields of pulsed laser deposition [15], laser-induced breakdown spectroscopy [16], nanoparticle production [17], laser implantation [18], and the generation of laser ion sources [19] call for special requirements in terms of ion source performances being optimized prior to the given experiment.

This work is based on the commissioning of an experimental area available for users at the HiLASE laser facility (Czech Republic), which offers the capability to use the auxiliary beam of the Bivoj laser system (10 J, 5–10 ns in FWHM and 1–10 Hz) focused on solid targets at laser intensities of up to $10^{15}$ W/cm$^2$ to generate and subsequently use ion sources of different species and energies.

The data on laser–plasma ion sources available in the literature in the intensity range of $10^{13} – 10^{15}$ W/cm$^2$ have been achieved using kJ class nanosecond (or sub-ns) laser pulses [20,21], which typically operate in a single shot regime (~1 shot/30 min). Herein, we propose a parametric study of the ion beam characteristics at the same laser intensity level but using a laser system delivering much lower energy per pulse (1–10 J) and a much higher repetition rate (up to 10 Hz).

In the vision of future multidisciplinary applications, a parametric study of such laser-driven ion sources is required to evaluate the versatility and tuneability of such particle beams via appropriate experimental scaling laws. We note that the possibility to generate stable ion beams at high repetition rates (up to 10 Hz) enabled us to acquire a large amount of experimental data and, thus, to minimize statistical uncertainties coming from laser–plasma shot-to-shot fluctuations in order to build up robust and reliable scaling laws. In addition, hydrodynamic simulations were performed with the main objective of supporting the interpretation of the acquired experimental data.

Additionally, an application in the field of laser-driven ion implantation was preliminarily explored as a proof-of-principle experimental test and to benchmark results from online diagnostics (TOF-based ion diagnostics) with offline analysis (secondary-ion mass spectrometry analysis (SIMS)).

2. Experimental Setup

The used experimental platform was located in the user open-access area of the HiLASE laser facility. It consisted of an in-air optical setup for an online shot-to-shot characterization of the laser beam, a vacuum chamber for the laser–target interaction, and a set of online diagnostics to characterize the ion source. A sketch of the experimental apparatus is depicted in Figure 1a.

The auxiliary beam of the Bivoj laser system ($22 \times 22$ mm$^2$) available for users at this experimental platform allows us to deliver up to 10 J at the fundamental wavelength of 1030 nm with a tunable pulse width from 5 to 10 ns (super-Gaussian). Additionally, the temporal pulse profile can be shaped with a 150 ps resolution based on the specific
user requirements [22]. In the following discussion, the laser beam is assumed to have a super-Gaussian spatial profile of the 14th order.

![Figure 1. (a) Schematic of the experimental setup for the two possible optical geometries: the short focal lens (in red) and the long focal lens (in orange) setups. Three ion collectors (IC1, IC2, and IC3) are placed at different angles to monitor the angular distribution of the accelerated ions. (b,c) show the experimental and theoretical (simulated using Virtual Lab software) laser beam spatial distributions in the focal plane (target position). The color scale in each laser spot represents the laser intensity (in W/cm^2).](image)

The results shown herein are the result of multiple experimental campaigns achieved using different optical setups.

During the first experiment, a lens with a focal distance of 500 mm was used to focus the laser beam with a minimum spot radius of 24 μm, allowing us to produce laser-driven ion sources in the laser intensity range from 1.5 × 10^{13} to 6 × 10^{13} W/cm^2.

A major improvement in the laser beam parameters (namely, the wavefront) allowed us to reach a better spatial quality, resulting in the enhancement of the laser intensity on the target up to 4 × 10^{14} W/cm^2 (with a laser spot radius of 9.5 μm (FWHM)).

Finally, a new optical setup using a shorter focal lens (100 mm) was used to test the laser–plasma accelerator performance with higher laser intensities (of up to 1.4 × 10^{15} W/cm^2).

An example of the best laser focal spot measured with a microscopic objective system is presented in Figure 1b. Figure 1c shows a numerical estimation of the laser spot in the focal plane performed using the Virtual Lab Fusion software that returned a value of 4.2 μm, whilst the best experimentally achieved focal spot was 5.5 μm. This corresponds to a laser peak intensity of 2 × 10^{15} W/cm^2, which is very close to the measured value of 1.4 × 10^{15} W/cm^2.

However, the use of the short focal lens located inside the vacuum chamber created limitations in the total number of laser shots on the target due to the large amount of debris generated during the high-repetition-rate laser–target interaction and quickly deposited on the lens surface, thus deteriorating the lens performance after a short irradiation time.

In contrast, the long focal lens optical setup, where the lens was located outside the vacuum environment, resolved the issue of debris deposited on the lens surface and made it possible to fire an unlimited number of shots on the target, although the maximum achievable laser intensity was reduced down to 4 × 10^{14} W/cm^2.
The used cubic vacuum chamber (50 × 50 × 50 cm³) was modular in terms of flanges and viewports available for the connections of various plasma diagnostics directly aiming at the interaction point. Furthermore, thanks to the intentionally small chamber volume, the overall pumping time (from atmospheric pressure to ~10⁻⁵ mbar) was much less than 30 min.

Various targets were mounted onto a rotating holder that allowed us to operate up to a repetition rate of 10 Hz, thus enabling us to fire several thousands of laser shots in a single experimental series [23]. The device had two motors, a linear stage for lateral movements and a rotation stage (the combination of both movements made an imprint on the target surface that was like a spiral). The monitoring system used for the alignment of both the laser beam and the target on the focal plane was an infinity-corrected long working distance objective with 10× magnification connected to a tube lens of 200 mm and a CCD camera.

Three ion collectors (ICs) were placed at 0°, 15°, and 30° with respect to the target normal to provide an online shot-to-shot full characterization of the ion source using the time-of-flight (TOF) technique [24]. The laser–target angle of incidence was 45°.

The experimental results reported in this work were obtained using bulk targets (several mm in thickness), thus accelerating ions only in the backward direction (against the incoming laser direction).

3. Experimental Results

3.1. Laser Intensity Level of up to 6 × 10¹³ W/cm²

The first goal of our work was to perform a systematic study of the performances of the laser–plasma ion sources generated with different target materials in the laser intensity range from 1 × 10¹³ W/cm² to 6 × 10¹³ W/cm². This was achieved thanks to a statistically robust investigation showing that light-element targets (e.g., Al) can produce substantially higher ion fluxes compared with heavy-element ones (e.g., Sn). This can be qualitatively explained by the observation that low-Z materials have higher degrees of ionization compared with high-Z materials, thus leading to the generation of larger ion fluxes. Such a dependence is shown in Figure 2a. The red dashed line refers to the measured ion flux against the degree of ionization of the different target materials. On the other hand, the black dashed line shows a linear dependence of the experimental ion cutoff energy versus the calculated maximum ion charge state. It is worth noting that the Si and Cu ions are not in good agreement with the best-fit curve (black dashed line).

Figure 2. (a) Ion flux vs. degree of ionization (in red), and maximum ion energy vs. maximum ion charge state (in black) for different target materials at the laser intensity of 6 × 10¹³ W/cm². The horizontal black dashed line represents the proton energy cutoff, constant in all cases. (b) Al ion temperature kTₓ vs. laser irradiance Iₓλ². A fitting function of the type kTₓ = K × (Ixλ²)δ matches well with the experimental data when δ = 0.42 ± 0.04.
At the laser intensity of interest (of the order of $10^{13}$ W/cm$^2$), inverse Bremsstrahlung is the main laser absorption mechanism occurring in the plasma [25]. A qualitative picture of the overall acceleration process in the investigated experimental conditions is presented herein.

During the first stages of the laser–target irradiation, electrons undergo isotropic heating and start to collide with other charged particles in the produced plasma. The plasma heated by such collisional absorption occurring at the target front side expands into the half-space away from the target plane. Since protons are the lightest positively charged species in the plasma, they leave the target earlier than other ion species; thus, they are accelerated with an average kinetic energy that does not strongly depend on the target composition but mainly on the laser intensity (this is also shown in Figure 2a, reporting a constant trend for the maximum proton energy for different target materials). Ultimately, at the end of the laser interaction, the plasma heating process ends, and a local space charge effect is generated within the plasma Debye length. Then, the highly charged ions are further pushed away from the high-density, positively charged plasma region, i.e., they acquire additional kinetic energy due to Coulomb repulsion effects that depend on the effective ion charge state. As a result of this mechanism, the final ion energy does not (or only slightly) depend on the plasma (electron) temperature but on the Coulomb repulsion, which is more effective for high charge states. The maximum ion energies are recorded for the ions with the highest charge states, whilst the proton energy is basically independent of the target material.

A full characterization of the ion source is mandatory for its optimization and for a deep understanding of the underlying physical processes that regulate the laser–plasma interaction and subsequent ion acceleration. One of the key plasma parameters that can be indirectly extracted from the TOF spectra is the ion temperature $kT_i$. To accomplish this goal, a dedicated experimental run consisting of a series of consecutive laser shots onto Al targets in the intensity range $1 \times 10^{13} - 6 \times 10^{13}$ W/cm$^2$ was conducted. The recorded TOF spectra were post-processed to estimate the ion temperature, using the following fit function [26,27]:

$$i(t) = A \frac{d^2}{t^2} \exp \left[ -\frac{m_i}{2kT_i} \left( \frac{d}{t} - v_S \right)^2 \right]$$

where $i(t)$ is the ion current, $A$ is the normalization coefficient, $d$ is the flight distance, $m_i$ is the ion mass, $t$ is the detected TOF, $v_S$ is the velocity shift, and $kT_i$ is the ion temperature.

The obtained results are summarized in Figure 2b, reporting the relationship between the ion temperature $kT_i$ and the laser irradiance $I_L \lambda^2$ using a fit function of the following type:

$$T_i = K (I_L \lambda^2)^\delta$$

where $K$ is the normalization coefficient, and $\delta$ is the fitting parameter. The best fit returned a parameter $\delta = 0.42 \pm 0.04$, as shown in Figure 2b.

3.2. Laser Intensity Level of up to $2 \times 10^{15}$ W/cm$^2$

A test was performed using the short focal lens configuration with the goal of reaching the highest laser intensity on target, which was only possible working with the smallest laser focal spot at the interaction point, as shown in Figure 1b. The laser energy was varied from 0.5 J to 6 J for the given pulse duration of 10 ns, thus allowing us to modulate the laser intensity on the target in the range of $2.4 \times 10^{14} - 1.4 \times 10^{15}$ W/cm$^2$. In this experimental run, a 2 mm thick Al target was used.

Some examples of TOF spectra recorded at different laser energies (i.e., intensities) with the ICs placed at 0° (a), 15° (b), and 30° (c) are shown in Figure 3. It is worth noting that the amplitudes of such spectra were normalized to a 1 m detection distance for immediate comparison between detectors placed at different distances. In general, the ion signal is faster (rising earlier in the TOF spectrum) when higher laser energies are used and when the detector is closer to the target normal (with a small detection angle).
where \( i(t) \) is the ion current, \( A \) is the normalization coefficient, \( d \) is the flight distance, \( m_i \) is the ion mass, \( t \) is the detected TOF, \( v_S \) is the velocity shift, and \( k_{Ti} \) is the ion temperature.

The obtained results are summarized in Figure 2b, reporting the relationship between the ion temperature \( k_{Ti} \) and the laser irradiance \( I_\lambda \) using a fit function of the following type:

\[
T = K \times (I_\lambda)^\delta
\]

where \( K \) is the normalization coefficient, and \( \delta \) is the fitting parameter. The best fit returned a parameter \( \delta = 0.42 \pm 0.04 \), as shown in Figure 2b.

### 3.2. Laser Intensity Level of up to \( 2 \times 10^{15} \) W/cm\(^2\)

A test was performed using the short focal lens configuration with the goal of reaching the highest laser intensity on target, which was only possible working with the smallest laser focal spot at the interaction point, as shown in Figure 1b. The laser energy was varied from 0.5 J to 6 J for the given pulse duration of 10 ns, thus allowing us to modulate the laser intensity on the target in the range of \( 2.4 \times 10^{14} \)–\( 1.4 \times 10^{15} \) W/cm\(^2\). In this experimental run, a 2 mm thick Al target was used.

Some examples of TOF spectra recorded at different laser energies (i.e., intensities) with the ICs placed at 0° (a), 15° (b), and 30° (c) are shown in Figure 3. It is worth noting that the amplitudes of such spectra were normalized to a 1 m detection distance for immediate comparison between detectors placed at different distances. In general, the ion signal is faster (rising earlier in the TOF spectrum) when higher laser energies are used and when the detector is closer to the target normal (with a small detection angle).

Moreover, at a given laser energy, the ion signal amplitude decreases when increasing the detection angle (e.g., in the case of a 6 J laser energy, the ion current corresponding to the main peak decreases from \( \sim 13 \) mA at 0° to \( \sim 6 \) mA at 30°).

The long focal lens \( (f = 500 \text{ mm}) \) configuration was used in all the remaining experimental runs to avoid technical issues related to target debris contamination. This setup is appropriate for long irradiation intervals at high repetition rates, e.g., in the case of user applications in the field of laser-driven ion implantation [28,29].

The main drawback of the long focal lens setup is the relatively large focal spot compared with the short focal lens case, which causes a drop in the laser intensity down to \( \sim 7 \times 10^{14} \) W/cm\(^2\) (for a laser energy of 6 J). Laser parameter scans (energy and pulse duration) were carried out to investigate the scaling laws for the ion cutoff energy and ion flux.

A summary of all the experimental runs performed with an Al target is shown in Figure 4a,b. The ion cutoff energy and flux normalized to a 10 cm detection distance was studied for 5 ns (in red), 10 ns (in black), and 9 ns (but with a Gaussian temporal profile, in blue) pulse widths. The experimental values shown in Figure 4 are averaged over 10 consecutive shots obtained in the same laser/target conditions and measured with the IC placed at 0°.
Figure 3. Example of TOF spectra from IC detectors placed at 0° (a), 15° (b), and 30° (c) recorded after the interaction of the Al target with the Bivoj laser beam at different energies and a 10 ns pulse duration. Each spectrum has been normalized to a distance of 1 m for their intercomparison.

Moreover, at a given laser energy, the ion signal amplitude decreases when increasing the detection angle (e.g., in the case of a 6 J laser energy, the ion current corresponding to the main peak decreases from ~13 mA at 0° to ~6 mA at 30°).

The long focal lens (f = 500 mm) configuration was used in all the remaining experimental runs to avoid technical issues related to target debris contamination. This setup is appropriate for long irradiation intervals at high repetition rates, e.g., in the case of user applications in the field of laser-driven ion implantation [28,29].

The main drawback of the long focal lens setup is the relatively large focal spot compared with the short focal lens case, which causes a drop in the laser intensity down to ~7 × 10^{14} W/cm² (for a laser energy of 6 J). Laser parameter scans (energy and pulse duration) were carried out to investigate the scaling laws for the ion cutoff energy and ion flux.

A summary of all the experimental runs performed with an Al target is shown in Figure 4a,b. The ion cutoff energy and flux normalized to a 10 cm detection distance was studied for 5 ns (in red), 10 ns (in black), and 9 ns (but with a Gaussian temporal profile, in blue) pulse widths. The experimental values shown in Figure 4 are averaged over 10 consecutive shots obtained in the same laser/target conditions and measured with the IC placed at 0°.

For completeness, the fluxes were normalized to 10 cm since this can be relevant to applications such as ion implantation.

Figure 4a reports the maximum Al ion energies obtained with different laser energies in the cases of 5 ns and 10 ns super-Gaussian temporal profiles and for the case of a 9 ns Gaussian temporal profile. For a given laser energy, the shorter the pulse width, the higher the maximum ion energy, which can be easily linked to the corresponding higher laser intensity. Similarly, for a given pulse duration, the maximum ion energy increases proportionally to the laser energy.

The fit of the experimental points was performed using the following linear formula:

\[ E_{\text{max,Al}} = a + b \times E_L \]  \hspace{1cm} (3)

where \( E_{\text{max,Al}} \) is the maximum Al ion energy, \( E_L \) is the laser energy, and \( a \) and \( b \) are the fitting parameters. The slope of curve \( b \) ranges from 2.7 ± 0.2 (the 9 ns Gaussian case) to 5.6 ± 0.6 (the 5 ns case), with an intermediate value of 3.5 ± 0.2 for the 10 ns case.

On the other hand, the longer the pulse duration, the higher the ion flux (Figure 4b). A longer pulse duration (target irradiation time) can be associated with a plasma sustained for a longer time, thus causing a larger amount of material to be emitted from the target surface and, in turn, a higher ion flux.

Figure 4c shows the relation between the maximum Al ion energy and the laser intensity. The plot clearly shows that the ion energy does not depend on the laser pulse width but merely on the laser intensity. All data can be fitted using the fitting curve:

\[ E_{\text{max,Al}} = a_1 \times (I_L)^{b_1} \]  \hspace{1cm} (4)
showing an almost linear behavior with $b_1$ equal to $1.087 \pm 0.005$.

On the other hand, the ion flux strongly depends on the pulse duration, as is shown in Figure 4d, where it appears to be much larger in the case of a 10 ns pulse width.

Figure 4a,b clearly show that the use of a Gaussian pulse is much less efficient than using a super-Gaussian one, both in terms of the ion cutoff energy and ion flux. Hydrodynamic simulations performed with the 2D cylindrical arbitrary Lagrangian–Eulerian code PALE [30] support such experimental findings.

Figure 5 shows a comparison of hydrodynamic simulations obtained using a Gaussian (9 ns pulse width at FWHM) and a super-Gaussian (10 ns at FWHM) laser pulse. Figure 5a–c shows the Al density profile evolution at three different times (2 ns, 6 ns, and 10 ns, respectively) after the interaction of the laser beam with the target. The laser beam comes from the top of each plot and propagates along the z-direction into the Al target (target normal direction). The target front surface is thus positioned at $z = 0 \mu m$.

The simulations show that 2 ns after the laser–target interaction (Figure 5a) the shock wave position in the Al target is slightly deeper in the super-Gaussian pulse case. Such a difference largely increases after 6 ns (Figure 5b) and even more at 10 ns (Figure 5c). The super-Gaussian temporal profile is very steep, thus delivering almost all the energy exactly in 10 ns. Vice versa, the Gaussian shape distributes the energy in a broader time.
Ultimately, the super-Gaussian pulse supports a more efficient interaction with the target than the Gaussian one. This feature can be clearly seen in the ion density profile calculated numerically: a larger ablated volume appears in the super-Gaussian case.

For completeness, Figure 5d reports the comparison of TOF spectra obtained in both cases by using the same IC detector with the laser parameters used in the hydrodynamic simulations. The TOF spectrum recorded from ions generated by a super-Gaussian pulse (in black) shows a much higher signal than the Gaussian case (in red). Moreover, the TOF signal starts to rise much earlier for the super-Gaussian pulse, thus demonstrating a clear enhancement of the maximum ion energy, as previously summarized in Figure 4.

### 3.3. Ion Diagnostic Benchmark

The online ion diagnostic data were benchmarked with results estimated using ex situ techniques. A good agreement between the results from the TOF diagnostics and the estimation carried out using the SIMS (secondary-ion mass spectrometry analysis) technique, carried out on a sample implanted with ions from the laser plasma source, was demonstrated. For this particular measurement, the Bivoj laser beam was focused with an intensity of $1.4 \times 10^{15}$ W/cm$^2$ onto an Fe target. The laser-accelerated Fe ions were implanted on Si substrates ($2 \times 2$ cm$^2$) placed at a 10 cm distance from the Fe target and different angles with respect to the target normal and were simultaneously monitored online with the IC-TOF diagnostics.

An example of a TOF spectrum recorded with the IC positioned at an angle of 15$^\circ$ and 63 cm away from the target, obtained during a run of 3600 consecutive laser shots, is shown in Figure 6a. The TOF spectrum shows an intense and narrow photo-peak used as the starting signal (0 ns), which corresponds to the X-ray plasma radiation produced by the laser–target interaction. This is followed by a broad signal, corresponding to XUV radiation coming from electron recombination processes in the plasma. The beginning of the peak ascribable to ions at approximately 0.4 µs corresponds to protons (the fastest positively charged particles in the plasma) and shows maximum energies of $\sim$10 keV. The most intense and broad part of the signal ascribable to Fe ions and other contaminants present on the target surface (mainly hydrocarbons) starts at $\sim$1 µs and returns a maximum Fe ion energy of 65 keV. Since ion signals of different species in the TOF spectra can overlap with each other, a technique of signal decomposition was applied to distinguish the different components [24]. Figure 6a shows the original TOF spectrum (black line) and the signal (dashed red line) obtained using the revelation of individual ion components (proton signal in green, C ion signal in orange, and Fe ion signal in blue). Such analysis also allowed us to estimate a total Fe ion flux of $\sim$1 $\times$ 10$^{11}$ ions/cm$^2$ at 10 cm from the target.

After ion implantation, all the samples were accurately characterized at Fondazione Bruno Kessler (FBK). Figure 6b shows a result from the SIMS analysis performed in one of the irradiated Si samples placed 10 cm far from the target and at 17$^\circ$ with respect to the target normal and implanted with laser-accelerated Fe ions. The ion intensity profile (relative intensity vs. depth of implantation) for the Si substrate (black line) and the implanted material (Fe in red line) are shown.

The estimated penetration range of Fe ions into the Si substrate between 60 and 70 nm corresponded to a maximum Fe ion energy of 75 keV, which was estimated using the Monte-Carlo-based software SRIM [31].

Additionally, the SIMS analyses allowed us to estimate a flux of $3.4 \times 10^{10}$ Fe ions/cm$^2$/shot. Both values (the maximum ion energy and ion flux) were in agreement with those found in the TOF analyses. The penetration depth of Fe ions shown in blue in Figure 6b was estimated from the energy distribution extracted from the TOF signal using the SRIM code to convert the Fe ion energy into the corresponding range in the Si substrate. As shown, the calculated Fe ion range matches well with the one measured via SIMS analyses. The ion source features demonstrated experimentally at high repetition rates are of interest for future user applications. For example, ion implantation on large samples, e.g., coating various materials with homogenous or nanostructured layers of the desired
material (e.g., carbon) [32], requires an overall ion dose in the substrate of the order of $10^{15}$ atoms/cm$^2$.

![Figure 6](image)

**Figure 6.** (a) TOF spectrum recorded with an IC at 63 cm from the target and angle of 15° with respect to the target normal. The Fe target was irradiated with a laser intensity of $1.4 \times 10^{15}$ W/cm$^2$. The decomposition of the signal into subcomponents (red dashed line) is in good agreement with the TOF signal (black line). For completeness, the proton (green), C (orange), and Fe ion signals (blue) are also shown. (b) SIMS analysis of a Si sample placed at 17° with respect to the target normal implanted with Fe ions with a maximum energy of 75 keV. For comparison, the blue dashed line is shown to represent the depth profile obtained with the IC detector reported in (a).

As a proof-of-principle demonstration of such an application, herein, it was demonstrated that by assuming an ion rate of ~$5 \times 10^{10}$ Fe ions/cm$^2$/shot, it is possible to implant $10^{15}$ Fe ions/cm$^2$ into a Si substrate with a depth of 50 nm in ~30 min at a repetition rate of 10 Hz.

As an additional feature, the commissioned laser–plasma ion sources showed unique characteristics in terms of ion beam current in the order of a few amperes in the energy range of several tens of keV, as shown in Figure 7. This is of high relevance in the field of laser ion sources. In fact, heavy ions with a high charge state can be injected into a radiofrequency cavity [33,34] for post-acceleration. In particular, the ion source characterized in the present manuscript can produce a much higher current with respect to the previously published results (where the injected current is in the order of a few hundred mA per shot), which is of interest for applications requiring accelerators that can deliver a relatively high average beam power.

![Figure 7](image)

**Figure 7.** Example of TOF spectra after the interaction between Al (black), Fe (red), and Sn (blue) targets with the Bivoj laser. The corresponding energies are specified in Figure 2a (several tens of keV).
As a potential perspective, the 100 J arm of the Bivoj laser system could be used to enhance the performances of such a laser-driven ion source. In fact, considering the same laser characteristics in terms of the pulse duration and spot size as in the 10 J arm, the 10× higher laser energy would allow it to reach a 10× higher laser intensity in the order of $10^{16}$ W/cm². As a result, higher ion energies could be reached (of ~400 keV, considering the scaling law in Formula (4) extracted from Figure 4c) and, thus, pave the way toward additional applications (e.g., [35]).

4. Conclusions

The results from the commissioning experiment of the laser–plasma ion source platform at the HiLASE Centre were presented. The 10 J auxiliary beam of the ns class Bivoj laser system was operated at a high repetition rate (of up to 10 Hz), thus demonstrating the capability of such an experimental platform to accommodate future user experiments requiring laser-driven ion beams with energies of up to 150 keV as a repetitive source for applications. Various target materials (Al, Ti, Fe, Si, Cu, and Sn) were investigated in the laser intensity range of $10^{13}$–$10^{15}$ W/cm² (with a 5–10 ns pulse width) with the goal of demonstrating the versatility of the produced laser–plasma ion sources.

The described results represent a statistically robust experimental study enabled by the high repetition rate capability of the experimental chain (laser system, target refreshing device, ion diagnostics, data acquisition, and real-time data analysis), which allowed us to average laser–plasma shot-to-shot fluctuations out and, thus, investigate the experimental scaling laws and, consequently, tune the ion source parameters based on user requirements for future applications.
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