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Abstract: Precisely estimating the yield of paddy rice is crucial for national food security and
development evaluation. Rice yield estimation based on satellite imagery is usually performed with
global regression models; however, estimation errors may occur because the spatial variation is not
considered. Therefore, this study proposed an approach estimating paddy rice yield based on global
and local regression models. In our study area, the overall per-field data might not available because
it took lots of time and manpower as well as resources. Therefore, we gathered and accumulated
26 to 63 ground survey sample fields, accounting for about 0.05% of the total cultivated areas, as
the training samples for our regression models. To demonstrate whether the spatial autocorrelation
or spatial heterogeneity exists and dominates the estimation, global models including the ordinary
least squares (OLS), support vector regression (SVR), and the local model geographically weighted
regression (GWR) were used to build the yield estimation models. We obtained the representative
independent variables, including 4 original bands, 11 vegetation indices, and 32 texture indices,
from SPOT-7 multispectral satellite imagery. To determine the optimal variable combination, feature
selection based on the Pearson correlation was used for all of the regression models. The case study in
Central Taiwan rendered that the error rate was between 0.06% and 13.22%. Through feature selection,
the GWR model’s performance was more relatively stable than the OLS model and nonlinear SVR
model for yield estimation. Where the GWR model considers the spatial autocorrelation and spatial
heterogeneity of the relationships between the yield and the independent variables, the OLS and
nonlinear SVR models lack this feature; this led to the rice yield estimation of GWR in this study be
more stable than those of the other two models.

Keywords: yield estimation; geographically weighted regression; support vector regression; vegetation
indices; grey-level co-occurrence matrix

1. Introduction

With the improvement of agricultural science and technology, pests, bacteria, and environmental
factors are having less of an effect on the growth of rice. On the authority of the FAOSTAT database
from Food and Agriculture Organization of the United Naitons, the harvested area and yield of
paddy rice reached a historic high of 145.4 million hectares and 672.5 million tons in Asia in 2013.
Although the harvested area decreased by 2.9%, the yield only slightly decreased by 0.1% from 2013 to
2016 [1]. The aforementioned data infers the growth of the rice yield per unit area, and also reflects the
development of the national economy. Therefore, precisely mapping the cultivation area and estimating
the yield of paddy rice are both crucial for national food security and national development evaluation.

Concerning the paddy rice yield, ground-based field survey is still an essential process for
regional and national level estimation, although this necessary survey is usually thought of as being
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time-consuming, subjective [2], and costly [3]. By utilizing data well, such as ground survey data,
the rice yield can be estimated in multiple ways. Remote sensing is a common method of estimation.
However, in many studies, satellite data selection, application, analysis, and verification methods
differ from one another; therefore, effectively attenuating the limitations of previous studies is an
essential aspect of estimation.

Numerous studies used and combined satellite imagery with regression models for the yield
estimation of agricultural crops [4–6]. However, early rice yield estimation studies used nonderived
elements for regression analysis; for instance, one study employed the reflection spectrum and the
actual rice yield [7,8]. However, this method is only applicable to the spatial distribution of the
relative yield of rice. Some studies have consequently used the normalized difference vegetation
index (NDVI), ratio vegetation index (RVI), transformed vegetation index (TVI), or meteorological
variables to build yield estimation models [4–6] towards establishing a regression model for rice yield
estimation. The prerequisite of using most vegetation indices is radiometric calibration or surface
reflectance retrieval of remote sensing images to decrease the influence of atmospheric effects. Being
unable to achieve the prerequisite may limit the usage of vegetation indices for yield estimation.

With the improved use of a single element for regression analysis, to avoid the limitations of
acquisition time and space effects on imagery, previous studies have combined aerial photographs
equipped to establish regression models with visible, near-infrared, and vegetation indices [9,10].
Some research used ground-based remotely sensed high-resolution spectral reflectance, the leaf area
index (LAI), and the actual rice yield to establish a regression model for predicting rice yield [9,11].
The data were divided and extracted in as many ways as possible, so as to improve the observation
accuracy. Vegetation indices are the best data extraction representative with the widest coverage
of land; thus, they constitute a crucial factor in many studies. Researchers have added multiple
bands, vegetation indices, and rice yields in order to establish a multiple regression model for
predicting rice yield [9,12,13]. Previous studies have used a time series of NDVI, enhanced vegetation
index [14], or LAI [15] to employ empirical model filtering in order to establish a regression model,
including linear regression, a metering mode, and quadratic equations. In summary, vegetation indices
can be found in studies of optical satellite imagery, as a key element to improve analysis results.
However, obtaining suitable optical satellite imagery is difficult because of the weather effects in
cloudy areas [16]. To overcome the limitations of optical imagery, some studies used synthetic aperture
radar (SAR) imagery to map the spatial distribution [17,18], crop height [19,20], and yield estimation
of paddy rice [21–23]. Similar to the studies using optical imagery only, the integration of optical
and SAR imagery for yield estimation also involved regression models [15,24] and artificial neural
networks [25]. Besides remotely sensed data, the ORYZA rice growth model includes local water, and
C- and N-balance factors in order to improve the accuracy [26]. The other is model is the Simulation
Model for Rice–Weather Relations (SIMRIW), used for simulating the growth and yield of rice under
different weather conditions [27]. SIMRIW can simulate the rice phenology and yield in different
ecological zones by using optimized parameters. Users have to collect parameters dependent on
different climate conditions and rice varieties among ecological zones [28]. In Japan, Homma et al.
developed a simulation model combined with remote-sensing, to evaluate rice production, including
the water budget, nitrogen uptake, phenological development, leaf area index (LAI) growth, dry matter
production, and yield formation [29]. Both the ORYZA and SIMRIW models are based on weather
conditions, and simulate the growth and yield of rice. Although the ORYZA and SIMRIW models can
adapt to different climates to estimate rice yield, it is hard to obtain local data, such as soil and climate
data, because of the manpower limitation. Therefore, in this study, satellite imagery is used to obtain
large-area data to estimate rice yield, instead of the ORYZA and SIMRIW.

Before the spatial econometrics theory was being widely applied, the ordinary least squares (OLS)
model was typically used to analyze relationships among the variables in the geographic analysis.
However, OLS does not possess spatial autocorrelation or spatial heterogeneity; it is more suitable for
evaluating the variables that have no spatial variation characteristics. Support vector machines (SVM)
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were originally used for classification problems, and support vector regression (SVR) was applied for
linear regression. SVR converts a nonlinear data space into a higher dimensional kernel feature space
through nonlinear mapping, in order to accurately predict the plane of data distribution and to address
the ever-present prediction problems. With the advantages of small samples and nonlinearity, SVR is
widely used in medical [30,31], energy consumption [32–34], transportation [35–37], environmental
protection [38–40], agriculture [41,42], and so on. Concerning crop and biomass applications, previous
studies have used multitemporal Sentinel-1A for rice crop classification [43] or to estimate the rice
height and dry biomass [44]. The nonlinear fitting of SVR may derive better results than the linear
ones. However, parameter setting plays an important role in the calculation process. If the setting is
slightly wrong, over-fitting or under-fitting will occur.

The limitations of the OLS and SVR models are that the local (regional) problems cannot be
considered. In other words, the estimation errors that occurred from the spatial variation are not
considered in the OLS and SVR models. Therefore, geographically weighted regression (GWR) is one
of the models commonly used to consider spatial variation in the local region. GWR has been widely
used in crop or fruit yields estimation [45–50], industrial economy [50–53], animal and vegetation
distributions [54–60], and environmental security [61–64]. Therefore, this study used GWR as another
yield estimation model for paddy rice.

In previous studies regarding rice yield estimation, data selection and image-processing methods
have served as crucial factors influencing the accuracy of estimation. This study extracted ten
characteristics from vegetation indices with multispectral images in multiple periods, and combined
them with other possible derivative indicators of images, to serve as independent variables for
regression analysis. Using the ground survey data as the dependent variable, OLS, nonlinear SVR, and
GWR were used to build yield estimation models. In addition, the combination of indicators that most
accurately predicted rice yield was explored.

2. Materials and Methods

2.1. Feature Selection

Considering the accessibility of the collection and cost of the practical rice yield estimation for
agricultural authorities, SPOT-7 multispectral satellite imagery with a six-meter spatial resolution was
employed to build the yield estimation model. There are four original (blue (B, 0.455 µm–0.525 µm),
green (G, 0.530 µm–0.590 µm), red (R, 0.625 µm–0.695 µm), and near-infrared (NIR, 0.760 µm–0.890 µm))
bands from the satellite imagery. Various spectral feature indices (Table 1) were extracted from the
ground survey data in our study area. These indices have been used for rice or other crop yield
estimations in the previous studies listed in Table 1, and thus we took them as possible factors
for estimating rice yield. The ρnir(Soil) and ρred(Soil) parameters of the Transformed Soil-Adjusted
Vegetation Index (TSAVI), Perpendicular Vegetation Index (PVI), and Generalized Soil-Adjusted
Vegetation Index (GESAVI) represent the soil surface reflectance of the NIR and R bands. We collected
the surface reflectance by sampling the soil land cover in our study areas. Coefficients a and b were
estimated using the collected soil samples and the OLS regression.
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Table 1. Vegetation indices used for rice yield estimation.

Vegetation Indices Variables Formula Reference

Cropping Management Factor Index CMFI CMFI = ρred
ρnir+ρred

[65]

Transformed Soil-Adjusted Vegetation
Index TSAVI

TSAVI = b×(ρnir−ρnir(Soil))
ρred+b(ρnir−a)+X×(1+b2)

ρnir(Soil) = a + b×
ρred(Soil), a = 0.011, b = 1.16, X = 0.08

[66,67]

Optimized Soil-Adjusted Vegetation
Index OSAVI

OSAVI = ρnir−ρred
ρnir+ρred+Y

Y = 0.16
[66,68]

Infrared Percentage Vegetation Index IPVI IPVI = ρnir
ρnir+ρred

[12]
Ratio Vegetation Index RVI RVI = ρnir

ρred
[9,12]

Modified Soil Adjust Vegetation Index MSAVI
MSAVI =

2×ρnir+1−
√
(2×ρnir+1)2−8×(ρnir−ρred)

2

[69]

Greenness Index GI GI = ρgreen−ρred
ρgreen+ρred

[70]

Perpendicular Vegetation Index PVI
PVI = ρnir−ρnir(Soil)√

(1+b2)

ρnir(Soil) = a + b×
ρred(Soil), a = 0.011, b = 1.16

[71,72]

Soil Adjusted Vegetation Index SAVI SAVI = ρnir−ρred×(1+L)
ρnir+ρred+L

L = 0.5
[9,12,72]

Normalized Difference Vegetation
Index NDVI NDVI = ρnir−ρred

ρnir+ρred
[9,12,68]

Generalized Soil-Adjusted Vegetation
Index GESAVI

GESAVI = ρnir−ρnir(Soil)
ρred+Z

ρnir(Soil)= a + b×
ρred(Soil), a = 0.011, b = 1.16, Z = 0.35

[73]

In addition to the spectral information obtained from the satellite imagery, texture indices
representing the shape, edge, and roughness of paddy rice were also extracted based on the grey-level
co-occurrence matrix (GLCM) (Table 2). For the four original bands of SPOT satellite imagery, the
following eight indices were used to generate texture: contrast, correlation, dissimilarity, entropy,
second moment, homogeneity, mean, and variance. The reason we included the texture indices is
because they can help indicate the structural differences between the different amounts of the paddy
rice yield. Regarding the plant structure, paddy rice with a higher yield has a denser canopy cover,
less shadows, and less bare soil than the lower yield does. Additionally, the canopies of mature paddy
rice usually cover most of the soil surface. Therefore, mature paddy rice exhibits a smoother texture
than immature paddy rice does. The relationship between the aforementioned ecological meanings
and the GLCM indices alongside the formulas of each index are shown in Table 2; among them, i is
the row number, j is the column number, Pi,j is the normalized frequencies at which two neighboring
pixels separated by a constant shift occurs in the imagery, and N is the number of grey levels presented
in the imagery.
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Table 2. Descriptions of the input grey-level co-occurrence matrix (GLCM) variables used for rice yield estimation.

GLCM Indices Variable Formula Description Expected Sign Reference

GLCM Mean Mea
N−1
∑

i,j=0

Pi,j

N2

The local mean grey level value in a given area. This measure helps distinguish the spectral
difference between higher and lower paddy rice yield. Rice fields with a higher yield absorb more
blue and red light, and reflect more green and near infrared light.

B/G/R/NIR
−/+/−/+ [74–76]

GLCM Variance Var
N−1
∑

i,j=0
pi,j(i− µi)

2
A measure of heterogeneity. The variance increases when the grey level values differ from their
mean. Paddy rice with higher yields usually show denser canopy cover, less shadows, and less bare
soil; and thus, its surface shows little variation and lower variance.

− [74–76]

GLCM Contrast Con
N−1
∑

i,j=0
pi,j(i− j)2

Measures the linear dependency of the grey levels of the neighboring pixels. High contrast
represents heavy textures. Similar to the characteristics of the paddy rice with higher yields
mentioned above, this usually shows lower contrast.

− [74–77]

GLCM Dissimilarity Dis
N−1
∑

i,j=0
pi,j|i− j| Defines the variation of grey level pairs in an image. It is the closest to Contrast with a difference in

the weight. Contrast will always give slightly higher values than Dissimilarity. − [74–76]

GLCM Homogeneity Hom
N−1
∑

i,j=0

Pi,j

1+(i−j)2
Measures the level of variation in a given area. A high homogeneity refers to the textures that
contain ideal repetitive structures. Paddy rice with higher yields usually show a higher homogeneity. + [74–76]

GLCM Correlation Cor
N−1
∑

i,j=0
pi,j

(
(i−µi)(j−µj)

σiσj

)
A measure of the grey level linear dependence between the pixels at the specified positions relative
to each other. Paddy rice with a higher yield usually shows a higher correlation. + [74–76]

GLCM Entropy Ent
N−1
∑

i,j=0
pi,j

(
− ln pi,j

) Measures the level of chaos in a given area. A completely random distribution would have a very
high entropy because it represents chaos. A solid tone image would have an entropy value of 0.
Paddy rice with higher yields usually show lower entropy.

− [74–76]

GLCM Angular
second moment Sec

N−1
∑

i,j=0
p2

i,j

Measures the textural uniformity that is pixel pair repetitions. High angular second moment values
occur when the grey level distribution is constant or periodic. Paddy rice with higher yields usually
show higher angular second moment values.

+ [74–77]
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To determine the optimal combination for building the yield estimation model, this study referred
to the manipulation methods of previous studies to obtain multiple variables from the SPOT-7
multispectral satellite imagery. Before the yield estimation regression analysis, 47 variables (including
4 original bands, 11 vegetation indices, and 32 texture indices) were confirmed through the Pearson
correlation analysis. For the correlation and significance of the actual rice yield, we selected variables
consistent with theories, previous experiments, and statistical studies.

As shown in Table 3, there were three available variable combinations. The first one with no
filter used 47 variables in the regression model. For the second combination, firstly, the Pearson
correlation coefficient between the rice yield and each variable was calculated, and the variable with
a correlation coefficient opposite to the expected sign was removed. Secondly, the variable with a
regression coefficient opposite to the expected sign was removed when performing the OLS regression
model. Taking the 11 vegetation indices in Table 1 as the examples, the expected signs of the vegetation
indices are all supposed to be positive. However, if the Pearson correlation coefficients between the
rice yield and TSAVI, PVI, and SAVI were negative, these three variables were removed first; the other
vegetation indices and variables, whose correlation coefficients corresponded to the expected signs,
were then used to build the regression model. It was also checked whether the signs of the estimated
regression coefficients corresponded with the expected signs. If the regression coefficient signs of
the Cropping Management Factor Index (CMFI), Optimized Soil-Adjusted Vegetation Index (OSAVI),
Infrared Percentage Vegetation Index (IPVI), and GESAVI were negative, then these four vegetation
indices were removed as well. Finally, the Greenness Index (GI), Modified Soil Adjust Vegetation Index
(MSAVI), NDVI, RVI, and other variables with correct signs were retained for yield estimation.

Table 3. Explanation of variable combinations.

Variable Combination Selection Methods of Variables

Combination 1 47 variables
Combination 2 47 variables + Pearson correlation + Regression calculation
Combination 3 47 variables + Pearson correlation + Multiple Regression calculation

The third combination was based on the result of the second combination. The OLS regression
model was iteratively performed until all of the variable signs corresponded with the expected signs.
That is to say, the regression was performed again, as the second iteration with GI, MSAVI, NDVI,
RVI, and other variables was retained in Combination 2. The variables were removed after the second
iteration, if their estimated regression coefficient signs did not correspond with the expected signs.
The remaining variables were imported into the next iteration. The iteration was stopped if no
discrepant sign existed after performing the regression.

2.2. Study Area

Taiwan is located between a tropical and subtropical zone where it is rainy and warm. There are
two harvest seasons of rice in Taiwan; the first harvest season is called the “first cultivation”. The first
cultivation period is from February to June, and the other one is from July to November. This study is
mainly based on the first cultivation. According to the Taichung District Agricultural Research and
Extension Station (TDARES) in Taiwan, the first cultivation’s heading period of mid–late maturity rice
in central Taiwan is approximately late May, and the harvesting period is late June.

We chose Erlin in Changhua County, located in the latitude and longitude ranges of 23.855–23.999 N
and 120.342–120.470 E, and Dapi in Yunlin County, located in the ranges of 23.609–23.680 N and
120.365–120.476 E, as the study areas (Figure 1). Both of the two areas are located in west-central Taiwan
and serve as key agricultural production areas. The rainy season is mainly May through September,
and the drought period is October through January [78]. The starting dates of the most active tillering
stages in these two areas are slightly different. Paddy rice grows faster in Dapi because the weather is
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warmer and more humid. In 2016, the area of all of the rice fields in Erlin and Dapi was 3075.02 ha and
2856.92 ha, respectively; in 2017 the area was 3372.78 ha and 2767.09 ha, respectively.
Remote. Sens. 2019, 11, 111 7 of 19 
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Figure 1. Study area and rice field distribution maps.

2.3. Image and Yield Data Acquistion

The following principles were applied in image selection so as to diminish interference from the
images toward the estimation of the rice yield. Firstly, the imagery that was not affected by cloud cover
or cloud shadow was preferred; secondly, the date of the captured images was close to the harvest
date. However, because the optical satellite imagery was subject to differences in weather, acquisition
time, and region, the dates of the images used in the study are shown in Table 4.

Table 4. Descriptive statistics of the yields in the ground survey samples and the actual total yields in
the Erlin and Dapi townships.

Year Date of
SPOT 1 Num. Max.

(t. ha−1)
Min.

(t. ha−1)
Aver.

(t. ha−1)
Std.

(t. ha−1)

Proportion
to All Rice

Fields

Actual Total
Yield (ton)

Erlin
2016 19/05/2016 40 8.473 6.462 7.500 0.583 0.514% 21.882.4
2017 07/05/2017 63 10.205 6.347 7.858 0.709 0.655% 24.661.3

Dapi 2016 28/03/2016 26 11.530 4.864 8.230 1.393 0.242% 21.311.2
2017 07/05/2017 57 9.679 3.726 8.127 1.036 0.547% 22.232.1

1 Note: dd/mm/yyyy.

The yield data used in this study contained ground survey data and total yield data. As for the
ground survey data, the Agriculture and Food Agency [79] uses sample data to survey the per-unit
rice yield in Taiwan; these data include an orthophoto base map, a map of result of the investigated
land use, and rice field distribution maps, which systematically extract sample fields. The data of the
ground survey were collected and compiled from hand sampling. Four datum marks are selected from
the sample field as the basis for estimating the rice yield of the current year. The sampling method
commonly used in Taiwan is shown in Figure 2. For one given sample field, the collection area for each
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datum mark is around 1.2 m × 1.2 m, including 25 rice plants (the gray dots illustrates in Figure 2);
where a total of 100 rice plants were collected and weigh measured, and the average weight per unit
section (t. ha−1) for this given sample field was calculated at well. The average weight of the rice per
unit section was regarded as the dependent variable in this study, to build up the regression models.
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Because the ground survey data were limited in Erlin and Dapi in 2016 and 2017, this study
combined the ground survey data along with the surrounding area in Changhua and Yulin County,
respectively, as the dependent variable. After the removal of the ground survey data affected by cloud
shadow and cloud cover in the acquired SPOT images, the number and the spatial distribution of the
ground survey data for the analysis are illustrated in Table 4 and Figure 3, respectively.
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Because of the data acquisition limitation, the yield data for each paddy rice land parcel is not
available. Therefore, we used the total yield data as the substitute for the model validation and error
rate calculation. The total yield data acquired from the official statistical reports were published by
AFA, which provides the yield data for each township in Taiwan by each cultivation period. The total
yield data was counted by summing up the investigation results, which were provided by each
township office after the harvest season of paddy rice at the end of the cultivation period. Therefore,
in this study, we called these data the actual total yield data (Table 4).
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2.4. Regression Models

OLS, SVR, and GWR were used to build the yield estimation models. The following is a brief
description of SVR and GWR.

SVM was originally used for the classification problems, and SVR was applied for linear regression.
Converting a nonlinear data space into a higher dimensional kernel feature space through nonlinear
mapping accurately predicts the plane of the data distribution, and addresses the ever-present
prediction problems.

ŷi = f (xi,w) = φT(xi)w + b (1)

where ŷi represents the estimation of yi, w is a weight vector in the feature space, and b is the bias term
in the regression. The kernel function is usually used to switch the transition function T(xi) in order
to avoid the complex high-dimension calculation. In this study, we choose a nonlinear radial basis
function (RBF) to build the yield estimation models.

The uniform distribution in geospatial space is hindered by the regional variation, and commonly
used linear or nonlinear regression models were used to cover the local spatial characteristics because
of the model hypothesis. To accurately explore the spatial attributes, Brunsdon et al. (1996) proposed
a GWR model. According to the neighboring relationships and the spatial attributes of the spatial
units, weights were established for the individual features, and regression calculations were performed
between their own spatial units and the neighboring units. This method is commonly used to analyze
the marginal effect of x on y, caused by the differences in geospatial space.

GWR4 was developed and programmed by Professor Tomoki Nakaya from Ritsumeikan
University, Kyoto, Japan. The main purpose of GWR4 is to provide fitting GWR models, including
conventional Gaussian models, Poisson models, and logistic regression models. The present study
adopted Gaussian models. According to the geographic (fixed or adaptive) and kernel function
(Gaussian or bi-square), four kernel types are available in GWR4. With a fixed kernel and constant
local coefficients, the local extent of the adaptive kernels is controlled by the kth nearest neighboring
distances for each regression location. Because the ground survey data were extracted from the
sample field through systematic sampling, where the ground survey data were uniformly distributed,
we tended to use the bi-square of the kernel functions. In addition to the criteria described previously,
we used Akaike’s Information Criterion corrected for small sample size (AICc) as the selection criterion.

Yi = β0(ui , vi) + βi(ui , vi)Xi + εi (2)

β =
(

XT WX)
−1

XTWX (3)

where Yi and Xi are the dependent and independent variables, respectively; (ui , vi) represents the x
and y coordinates of location I, respectively; β is the coefficient of the (ui , vi) location; εi is the error
term; and W is the spatial weights matrix. The fixed bi-square kernel used in this study is as follows:

wij =

{
(1− d2

ij/θ2)
2 dij < θ

0 dij > θ
(4)

where wij is the weight value of the observation at location j for estimating the coefficient at location
I, dij is the Euclidean distance between i and j, and θ is a fixed bandwidth size defined by a distance
metric measure.

The OLS model, nonlinear SVR model, and linear spatial econometrics GWR model were used in
this study. Multiple statistical models were utilized to build and apply a yield estimation model. Based
on an OLS model, this study compared nonlinear SVR, which has a multidimensional feature space,
and the linear spatial econometrics GWR, which builds the weight for each grid, so as to determine
which statistical model is more suitable for estimating the rice yield.
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2.5. Constructing the Yield Estimation Model

A detailed flowchart is shown in Figure 4. This study conducted its analysis by using OLS,
SVR, and GWR. On account of the small number of ground survey data samples, this study used
the actual rice yield of the ground survey data as the dependent variable, and four original (blue,
green, red, and near-infrared) bands in the satellite imagery, as well as the spectral information and
textural information, as the independent variables. The adjusted R2 applied the verifying and further
explaining power and error rate of the model.
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The original bands, spectral information, and GLCM texture indices were extracted from the
first-cultivation ground survey data in 2016 and 2017, from Erling and Dapi, along with the surrounding
area in Changhua and Yunlin County, which served as the dependent variable. To avoid the influence
of extreme values, we extracted the average value of all of the pixels in the ground survey data.
After estimating the total rice yield, we calculated the error rate (ER) with actual total data and the
following equation:

ER =
Pest − Preal

Preal
× 100% (5)

where Pest is the estimated rice yield and Preal is the actual total data.
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3. Results

Table 5 illustrates the results by summarizing the data from the estimation of the rice yield in
Erlin in 2016 and 2017. The percentage in Table 5 is the error rate (ER) calculated using Equation (5).
Among the 2016 first-cultivation yield estimations of the three yield estimation models, the results of
the rice yield were most unfavorable for the Combination 1 model, and the GWR model could not
even be calculated. The rice yield error rates of the OLS model and SVR model were −6.50% and
5.42%, respectively. In Combinations 2 and 3, the SVR rice yield errors were no different, and the OLS
model error was reduced through the process of feature selection. As for the results of the GWR rice
yield, the errors were quite different when compared with the combinations. The rice yield error result
of Combination 3 was the best result for 2016; the error was −2.47%.

Table 5. Rice yield estimation in the first cultivations of 2016 and 2017 in Erlin. OLS—ordinary least
squares; SVR—support vector regression; GWR—geographically weighted regression (GWR).

Year Combination Selected Variable OLS SVR GWR

2016
1 47 −6.50% 5.42% F 2

2 B, G, R, NIR, GI, MSAVI, NDVI, RVI, SecR 1 −2.59% 6.31% 7.46%
3 B, MSAVI, RVI, SecR −2.53% 6.31% −2.47%

2017
1 47 5.13% 7.16% F
2 G, NIR, GI, RVI, TSAVI, HomG, VarR, VarNIR 6.96% 6.84% 6.91%
3 G, NIR, GI, RVI, TSAVI, VarR 6.87% 6.64% 6.80%

Note: 1 The GLCM variable name with the suffix R represents that this GLCM variable is derived from the red band;
and suffixes B, G, and NIR represent blue, green, and near-infrared bands, respectively. 2 F represents the estimation
failed in the given regression model and combination.

For the first-cultivation yield estimation of 2017, the OLS model was most accurate when
Combination 1 was used; the rice yield error was 5.13%. The GWR model could not be calculated for
2017. In Combination 2, the rice yield errors were similar among all three of the models; the same
result was also observed for Combination 3.

A comparison of the rice yield errors in Erlin revealed that the rice yield errors of 2016 and 2017
were stable with SVR, but the accuracy was not optimal. The OLS model was unstable. Through the
process of feature selection, the rice yield accuracy using the GWR model improved.

For the estimation of the rice yield in the first cultivations of 2016 and 2017 in Dapi, images
were taken in 28 March 2016 and 7 May 2017. Compared with the images used from Erlin, the image
acquisition time for Dapi in 2016 was closer to the appearance of the transplanting time, and that in
2017 was affected by the cloud cover and cloud shadow. Therefore, the estimation error for the rice
yield in both years in Dapi was more severe than that in Erlin.

Regarding the 2016 first-cultivation yield estimation for Dapi in Yunlin County, all of the rice
yield errors were close to 12% (Table 6). In Combination 1, the rice yield error of the nonlinear SVR
model was 11.34%, and the GWR model could not be calculated. In Combination 2, the rice yield
errors with the GWR model were the smallest among the three yield estimation models; the error was
10.34%. This result for Combination 2 was also observed for Combination 3; the GWR model was the
best of the three yield estimation models, with an error of 10.32%. The rice yield error of OLS shifted
greatly from underestimation to overestimation. Specifically, SVR with feature selection engendered a
large yield estimation error.
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Table 6. Rice yield estimation in the first cultivations of 2016 and 2017 in Dapi.

Year Combination Selected Variable OLS SVR GWR

2016
1 47 −10.35% 11.34% F
2 B, G, R, NIR, GI, MSAVI, RVI, SAVI, VarNIR 11.07% 11.34% 10.34%
3 B, NIR, GI, SAVI, VarNIR 10.91% 13.22% 10.32%

2017
1 47 −3.64% 2.78% F

2 B, R, MSAVI, SAVI, CorNIR, DisNIR, EntNIR,
HomNIR, MeaNIR −1.47% 3.20% −1.81%

3 B, GI, MSAVI, SAVI, EntNIR, MeaNIR −1.79% 2.75% 0.06%

A comparison of the overall estimation error values of Dapi revealed that according to the
analysis results of the rice production in 2016 and 2017, whether the accuracy of OLS and SVR could
be improved through the screening of variables could not be determined. Additionally, the acquisition
date in the first cultivation was 28 March 2016, which was close to the appearance of the transplanting
time. This was inconsistent with the dates in the first cultivations in 2016 and 2017 between Erlin and
Dapi. It was speculated that this was the cause of the severe error in rice yield.

In order to increase the number of training samples and considering the spatial and temporal
variation for the regression models, we also tried to combine the ground survey samples from different
locations and years (hereafter referred to as mixed samples). Taking Combination 1 as an example, the
error of OLS and SVR in the same year, in 2017, was −3.64% and 2.78%, respectively, and the error rate
with the mixed samples became −2.00% and −0.33%, respectively. The error rate of Combinations 2
and 3 in Dapi were also reduced. Even if it is estimated through mixed samples, the error of estimation
is much more likely to be larger. Conversely, if the area with less estimation error in the same year is
estimated with mixed samples, it is possible to reduce the estimation error. As Table 7 show, compared
to the OLS and SVR results, the GWR estimation results are relatively stable, and most of the error
rates are reduced by using mixed samples. The error rates of Combinations 2 and 3 in Erlin in 2017
were 6.91% and 6.80%, but the error rates decreased to 6.31% and 3.89% with the mixed samples.
Although the results in Dapi were not obviously improved with the mixed samples, the error rates
were all below 2%.

Table 7. Rice yield estimation for 2017 in the first cultivations with mixed ground survey data from
Erlin and Dapi in 2016 and 2017.

Area Combination Selected Variable OLS SVR GWR

Erlin
1 47 6.36% 9.39% F

2 B, R, CMFI, GI, CorN, EntNIR,
HomNIR, MeaNIR 7.84% 8.68% 6.31%

3 B, GI, HomNIR, MeaNIR 7.71% 10.69% 3.89%

Dapi
1 47 −2.00% −0.33% F

2 B, R, CMFI, GI, CorN, EntNIR,
HomNIR, MeaNIR −1.11% 1.16% −0.81%

3 B, GI, HomNIR, MeaNIR −0.98% 1.84% −1.03%

4. Discussion

Overall, in the results of rice yield estimation in the first cultivations of 2016 and 2017, the rice
yield error values were high, and the estimated yields were unstable in the OLS and nonlinear SVR
models. We believe that problems such as spatial autocorrelation and spatial heterogeneity may not be
considered and result in the poor accuracy of SVR production estimation. The rice yield error of Dapi
in 2016 was evidently significant; it was speculated that the image acquisition date was close to the
appearance of the transplanting time. According to the website of the TDARES, the first cultivation’s
rice seedlings of mid–late maturity rice in central Taiwan is from the end of February to the beginning of
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March. The image of Dapi on 28 March 2016 was compared with the image on 7 May 2017 in the same
area. Figure 5 show that some fields still did not present a spectral vegetation pattern. A comparison
of the SPOT-7 images and the actual ground survey data distribution showed that the transplanting
times in the first cultivation in Dapi were relatively consistent and synchronized; furthermore, making
mistakes in image classification was difficult. The results showed that the transplanting times were
more consistent, which was more favorable for rice yield estimation.
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Through feature selection for Erlin, the error of the first-cultivation rice yield in the OLS model
slightly underestimated the yield in 2016; however, in 2017, the yield was overestimated. With the
nonlinear SVR model for yield estimation, the error in the rice yield estimation of the first cultivation
in 2016 increased, whereas it was noticed that a slight decrement in 2017 slightly decreased. When
the first-cultivation rice yield of 2016 and 2017 in Dapi was estimated through OLS, the error was
marginally reduced. The SVR model estimate error of Combination 2 was higher than those toward
the other variable combinations.

Through feature selection, Combinations 2 and 3 were estimated using the GWR model, and the
rice yield error was lower than the number in Combination 1. The GWR model performed relatively
steadily, the number of variables still needed to be considered when it was being conducted by GWR
though. In this study, the 47 variables of Combination 1 failed to estimate the yield with the GWR
model; this may infer the importance of feature selection before the input of independent variables to
the GWR model.

To sum up all of the experiments from Tables 6 and 7, we found that the original blue, green, and
red bands, along with MSAVI, RVI, and near-infrared derivative GLCM Hom and Var indices, were
selected more frequently than the other variables for rice yield estimation in both of the study areas
and years. Therefore, we thought that these variables would be the key factors for yield estimation.
As for the limitations of three regression models, OLS is constructed from linear variables and tries to
find a regression line with the smallest residual. It can be completed quickly in the calculation process.
However, in most of the studies, it cannot be explained by linear regression, it will be adjusted by the
situation of the study. Second, SVR applies SVM to the discussion of the regression calculation, and
finds the minimum distance of all of the observation samples to the hyperplane. Because SVR belongs
to nonlinear model, the fitting effect is better. However, the parameter setting plays an important role
in the calculation process. If the setting is slightly wrong, over-fitting or under-fitting will occur [80].
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The above two calculation methods are based on the overall situation, but the regional problems cannot
be considered. Therefore, in this study, GWR is used to consider the regional issues. GWR considers
the case of spatial variability. According to the first law of geography, the distance has an obvious
influence on the observation points, and the neighboring relationship and spatial attributes are used to
establish different weights [81]. From the actual situation, it can be found that the yield production is
obviously related to the regional factors. Therefore, when GWR is applied to observe the rice yield, the
regional factors should be properly considered.

5. Conclusions

Most studies using optical satellite imagery cannot obtain identical conditions, including location,
acquisition time, and cloud cover, all of which affect the study results. The first cultivation’s rice
seedlings for mid–late maturity rice in central Taiwan are found between the end of February and late
June. Because the yield estimation in the first cultivation in Dapi in 2016 could be achieved only using
SPOT-7 on 28 March 2016, the date was evidently close to the appearance of the transplanting time;
this caused a large error in the rice yield.

Overall, for the rice cultivation rice yield estimates for Erlin and Dapi, the results of the GWR
model were the most suitable. The feature selection revealed that for 2016 and 2017 in Erlin, which
was not affected by the date of image capture or cloud cover, the estimation errors were −2.47% and
6.80%, respectively. The image data of the rice yield for the first cultivation in Dapi were affected by
cloud cover, but the error values were −1.81% and 0.06%, which were the lowest errors in this study.

In this study, OLS, nonlinear SVR, and linear spatial econometrics GWR models were used to
build and apply a yield estimation model. The SVR model builds a hyperplane of higher dimensional
feature space, whereas the GWR model considers the spatial distribution problem, corrects spatial
autocorrelation and spatial heterogeneity, and adds the concept of a marginal effect. Where the GWR
model establishes different weight values for spatial grids, the OLS and nonlinear SVR models lack
this feature; this led to the rice yield estimation of GWR in this study outperforming those of the other
two models.

The ground survey data were difficult to obtain. In addition, the cultivation of the sample fields
and the cooperation of farmers are not necessarily the same every year. Therefore, because of the
spatial autocorrelation and heterogeneity observed in this study, in future research, we intend to
estimate the rice yield in different regions or in the same regions in the same period, by using ground
survey data to reduce the instability of such data or several samples of such data.
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