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Abstract: Based on a long-time series (1982–2015) of remote sensing data, we analyzed the change
in surface albedo (SAL) during summer (from December to the following February) for the entire
Antarctic Sea Ice Region (ASIR) and five longitudinal sectors around Antarctica: (1). the Weddell Sea
(WS), (2). Indian Ocean, (3). Pacific Ocean (PO), (4). Ross Sea, and (5). Bellingshausen–Amundsen
Sea (BS). Empirical mode decomposition was used to extract the trend of the original signal, and then
a slope test method was utilized to identify a transition point. The SAL provided by the CM SAF
cloud, Albedo, and Surface Radiation dataset from AVHRR data-Second Edition was validated at
Neumayer station. Sea ice concentration (SIC) and sea surface temperature (SST) were also analyzed.
The trend of the SAL/SIC was positive during summer over the ASIR and five longitudinal sectors,
except for the BS (−2.926% and −4.596% per decade for SAL and SIC, correspondingly). Moreover,
the largest increasing trend of SAL and SIC appeared in the PO at approximately 3.781% and 3.358%
per decade, respectively. However, the decreasing trend of SAL/SIC in the BS slowed down, and the
increasing trend of SAL/SIC in the PO accelerated. The trend curves of the SST exhibited a crest
around 2000–2005; thus, the slope lines of the SST showed an increasing–decreasing type for the ASIR
and the five longitudinal sectors. The evolution of summer albedo decreased rapidly in the early
summer and then maintained a relatively stable level for the whole ASIR. The change of it mainly
depended on the early melt of sea ice during the entire summer. The change of sea ice albedo had a
narrow range when compared with composite albedo and SIC over the five longitudinal sectors and
reached a stable level earlier. The transition point of SAL/SIC in several sectors appeared around the
year 2000, whereas that of the SST for the entire ASIR occurred in 2003–2005. A high value of SAL/SIC
and a low value of the SST existed in the WS which can be displayed by the spatial distribution of
pixel average. In addition, the lower the latitude was, the lower the SAL/SIC and the higher the SST
would be. A transition point of SAL appeared in 2001 in most areas of West Antarctica. This transition
point could be illustrated by anomaly maps. The spatial distribution of the pixel-based trend of
SAL demonstrated that the change in SAL in East Antarctica has exhibited a positive trend in recent
decades. However, in West Antarctica, the change of SAL presented a decreasing trend before 2001
and transformed into an increasing trend afterward, especially in the east of the Antarctic Peninsula.

Keywords: Antarctica; ensemble empirical mode; sea ice albedo; sea ice concentration; sea surface
temperature

1. Introduction

Antarctica is sensitive to climate change despite its isolation from human beings [1,2]. Interestingly,
the Antarctic is also known as an “indicator” of global climate change [3]. One of the deepest warming
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rates on Earth has been recorded in the Antarctic Peninsula (with an increase of 0.056 ◦C per year
since 1950) which was reported by Turner et al. (2005) [4]. The recent results of Turner et al. (2016)
indicated that this trend has weakened in recent years [5]. However, several works have presented
preliminary evidence that the warming trend has slowed down since the beginning of the 21st century,
and a cooling trend has occurred in the recent two decades [6–9]. The variations in sea ice in Antarctica
have played a key role in climate changes [10–13]. Therefore, to improve our understanding of the
climate change, we must analyze the changes in the Antarctic sea ice in recent decades.

The changes in Antarctic sea ice considerably affect the change in climate over Antarctica [14–17].
The increased absorption of sunlight through the earth–atmosphere system results in increasing
temperature and the warming of the ocean, thereby further causing a decrease in the sea ice extent and
surface albedo (SAL). This effect is called ice–albedo feedback [18–20]. The Arctic sea ice is becoming
thin and young, whereas the sea ice extent in Antarctica has slightly increased over the last four
decades [21–23]. Parkinson et al. (2012) used satellite passive–microwave data and found a substantial
increasing trend (17100 ± 2300 km2 year−1) of sea ice extent over Antarctica from 1978 to 2010 [24].
Turner et al. (2016) determined an increasing trend by 195 × 103 km2 per decade for the total Antarctic
sea ice extent from 1979 to 2013 [25]. However, on the basis of the transition of the Interdecadal Pacific
Oscillation from the positive to the negative phases around the year 2000, Meehl et al. (2016) reported
that the Antarctic sea ice extent during summer showed a slightly decreasing trend before the 2000s
and a considerable increasing trend afterward [7]. De Santis et al. (2017) analyzed the variability and
trend of satellite-derived Antarctic sea ice extent from 1979 to 2016 and discovered an increasing trend
of 1.6± 0.4% per decade [21]. Then, the satellite-derived sea ice extent during 1979 to 2015 was studied
by Jena et al. (2018) who declared that the increasing trend of sea ice extent in the Indian Ocean was
about 2.4 ± 1.2% per decade [9]. Thus, understanding the changes in sea ice in the Antarctic sea ice
region (ASIR) is essential to global climate research.

The albedo, an important factor that affects the radiation balance of the earth–atmosphere system,
has frequently been used for research on global climate change [26–28]. Given the high albedo of snow
and ice surfaces, most of the solar radiation on the surface of snow and ice in the ASIR are reflected
back to the atmosphere [29–31]. The albedo of unfrozen ocean is between 5% and 20% and is affected
by solar zenith angle. Snow/ice albedo, which is strongly dependent on incident solar irradiance,
snow grain size, and soot content, ranges from 50% to 90%, and fresh snow albedo reaches 90% [32].
However, substantial incident solar radiation is absorbed by the Antarctic sea ice during summer;
thus, the physical state of the snow/ice surface changes rapidly, such that the melting of snow and ice
leads to dramatic changes in snow/ice surface albedo [33,34]. A suitable albedo parameterization of
ASIR is crucial for the assessment of ice-albedo feedback in Antarctic climate change [35,36]. For ASIR,
the composite albedo is estimated using the area fractions and albedos of sea ice and open water.
Because the albedo of open water is very small [32], the albedo of sea ice is the key variable of the
parameterization of the composite albedo. Therefore, studying the change in albedo is one step in
understanding the variation of sea ice and recognizing the trend of climate change in Antarctica.

The Antarctic albedo has been extensively studied owing to its important relationship with
climate change. On the basis of SAL data from several Antarctic sites, Pirazzini (2004) indicated
that the albedo variability is remarkably correlated with snow/ice metamorphism [27]. Brandt et al.
(2005) utilized three ship-based field experiments and measured spectral albedos at ultraviolet, visible,
and near-infrared wavelengths for open water, grease ice, nilas, young “gray” ice, young gray-white
ice, and first-year ice, with and without snow cover [37]. Data from Advanced Very High-Resolution
Radiometer (AVHRR) Polar Pathfinder (APP) product was used by Laine (2007) to analyze the changes
in albedo in the Antarctic ice sheet and sea ice region from 1981 to 2000 [38]. Shao et al. (2015) used a
dataset consisting of 28 years of homogenized satellite data to calculate the spring–summer albedo
of the entire ASIR [39]. Using the Satellite Application Facility on Climate Monitoring (CM SAF) in
the European Organisation for Exploitation of Meteorological Satellite “The CM SAF Cloud, Albedo,
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and Surface Radiation dataset from AVHRR data”—first edition (CLARA-A1) product, Seo et al. (2016)
analyzed the temporal and spatial variabilities of albedo over the Antarctic ice sheet [40,41].

Climate change detection is one of the core issues in climate change research, and it plays a crucial
role in accurately estimating global and regional climate change trends [42]. Conventionally, linear
regression [38], least squares [43], moving average [3] and polynomial [44] are used for trend estimation
in climate change research and for many studies of sea ice, particularly in the Polar Regions. In fact,
climate change presents a complex nonlinear trend, and most long-term variations in many climatic
factors, such as albedo and temperature, show nonlinear and non-stationary complex processes of
change [45,46]. Therefore, a variety of scales or periodic climate factors changes are hidden due to the
limitation of the conventional methods. To analyze nonlinear and non-stationary data, Huang et al.
(1998) proposed a new time series signal processing method: the empirical mode decomposition
(EMD), which has strong self-adaptability and local variation characteristics based on the signal [47].
The core idea of the EMD is the so called Hilbert-Huang transform, in which any complicated signal
can be decomposed into finite numbers of ‘intrinsic mode functions’ (IMFs) and a residual mode:
long-term trend. Compared with conventional methods, it can extract long-term trends of changes in
climate factors more efficiently [48]. Shu et al. (2012) used the EMD method to analyze the change in
sea ice in Antarctica and found that the rate of increased trend of sea ice has been accelerating in the
past decade [49]. By decomposing the long-term (from February 1947 to January 2011) temperature
data observed at Faraday/Vernadsky station using EMD, Franzke (2013) demonstrated that most of the
temperature variability occurred on intraannual time scales [50]. By using the EMD method, the cyclic
and non-cyclic components of sea level change were separated by Galassi and Spada (2017) [51].
Furthermore, the EMD method has been gradually applied in the field of climate change research,
and some significant results have been achieved [52–54].

In this study, we aim to analyze the SAL of sea ice in recent decades (1982–2015) and investigate
climate change over the ASIR. Considering the Antarctic polar night phenomenon, we only analyze the
changes in albedo during summer (December to the following February); these changes also contain
interesting albedo variations. To study the regional features of climate change over the ASIR, the region
is divided into five longitudinal sectors around Antarctica [37,55]. Empirical mode decomposition
(EMD) is applied to the SAL, sea ice concentration (SIC), and sea surface temperature (SST) to extract
the residual component, which represents their change trend. Then, we use a slope-test method to
identify the transition point. After the time series and trend analysis, the transition points of SAL,
SIC and SST are estimated, and then the spatial distributions of SAL, SIC and SST are illustrated.
Following the introduction, the second section briefly presents the research region and datasets.
The methodology is described in Section 3. In Section 4, the SAL is evaluated by comparison with the
measurements at the Neumayer (GVN) station. The analysis results and discussion are displayed in
Section 5. The last section provides the conclusions drawn from this study. To increase the readability
of this paper, all the acronyms used here are listed in Table 1.

Table 1. List of acronyms.

Acronym Full Name

APP-x AVHRR Polar Pathfinder-Extended
ASIR Antarctic Sea Ice Region
AVG Average

AVHRR Advanced Very High Resolution Radiometer
BS Bellingshausen–Amundsen Sea

BSRN Baseline Surface Radiation Network
CDR Climate Data Record

CLARA-A2 The CM SAF cloud, Albedo, and Surface Radiation dataset from AVHRR data-Second Edition
CM SAF Climate Monitoring Satellite Application Facility
DMSP Defense Meteorological Satellite Program
EMD Empirical Mode Decomposition
GVN Neumayer
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Table 1. Cont.

Acronym Full Name

IMFs Intrinsic Mode Functions
IO Indian Ocean

NOAA National Oceanic and Atmospheric Administration
NSIDC National Snow and Ice Data Center

PO Pacific Ocean
RS Ross Sea

SAL Surface Albedo
SIC Sea Ice Concentration

SMMR Scanning Multichannel Microwave Radiometer
SSM/I Special Sensor Microwave/Imager
SSMIS Special Sensor Microwave Imager/Sounder

SST Sea Surface Temperature
SW Shortwave
WS Weddell Sea

2. Research Region and Datasets

2.1. Research Region

The research region includes the ASIR and five longitudinal sectors ((1). the Weddell Sea (WS),
(2). Indian Ocean (IO), (3). Pacific Ocean (PO), (4). Ross Sea (RS), and (5). Bellingshausen–Amundsen
Sea (BS)) around Antarctica (Figure 1), from approximately 53◦S to 90◦S and 180◦E to 180◦W. The sea
surface in the research region varies from open water to a 100% SIC given the research region being on
a large scale. The “sea ice region” considered in this study refers to the pixel with a SIC that is greater
than 15%, which has been extensively used in other studies [26,38,56]. The monthly SIC products
provided by the National Snow and Ice Data Center (NSIDC) are selected as the mask files. If the
SIC value of a pixel is greater than 15%, then it will be assigned a value of 1; by contrast, the pixel
will be masked. Then, the monthly SAL and SST images are extracted in accordance with the mask
file (the mask file is used to multiply the SAL and SST image, month by month). The “sea ice region”
varies monthly because the SIC changes dramatically during summer. Thus, using a dynamic mask
file to extract the SAL and SST could be justified.
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Figure 1. Map of the ASIR and the five longitudinal sectors. The thick black longitude line represents
the boundaries of the five longitudinal sectors. The blue star in the map indicates the location of GVN
station. (Modified from the Landsat Image Mosaic of Antarctica) [57].
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2.2. Datasets

The long-term variations of SAL, SIC and SST were analyzed in this study. The composite albedo
of ASIR was provided by the second edition of the satellite–derived climate data record CLARA
(“The CM SAF Cloud, Albedo and Surface Radiation dataset from AVHRR data”—second edition
denoted as CLARA-A2). The ice concentration data was obtained from SIC products with a spatial
resolution of 25 km provided by NSIDC. The National Oceanic and Atmospheric Administration
Climate Data Record of the extended APP (APP-x) provided a long-term (1982–present) surface
temperature. The ground-site dataset was obtained at the GVN station, which was provided by the
Baseline Surface Radiation Network (BSRN).

2.2.1. CLARA-A2

The SAL is provided by the second edition of the satellite-derived climate data record called
CLARA-A2 [58,59]. The data record covers a 34-year period from 1982 to 2015. It contains cloud, SAL
and surface radiation budget products, which are derived from the AVHRR sensor [60]. The main
improvements of CLARA-A2 are cleaning and homogenizing the basic AVHRR level-1 radiance
record and systematic use of CALIPSO-CALIOP cloud information for development and validation
purposes. The SAL, which is affected by the inherent optical properties of the surface material and
atmosphere, depends on atmosphere effects. It is divided into two kinds, namely, black- and white-sky
albedos. Black-sky albedo can be defined as the ratio of the radiant flux for light reflected by a unit
surface area into the view hemisphere to the illumination radiant flux, when the surface is illuminated
with a parallel beam of light from a single direction. Whereas white-sky albedo is the ratio of the
radiant flux reflected from a unit surface area into the whole hemisphere to the incident radiant flux of
hemispherical angular extent, when the incident radiation is pure diffuse isotropic [61]. The CLARA-A2
SAL terrestrial product is a black-sky albedo (wavelength of 0.25–2.5 µm), which is calculated using
cloud mask and AVHRR radiance data. The pentad and monthly mean CLARA-A2 SAL product with
a 25 km resolution is used in this study. The CLARA-A2 albedo has been validated against in situ
albedo observations from the Baseline Surface Radiation Network, the Greenland Climate Network,
and the Tara floating ice camp. Results show a typical accuracy of 3%–15% over snow and ice [62].
The composite albedo (α) of each pixel which comprises open water and sea ice can be defined as:

α = Ciαi + Cwαw (1)

where Ci and Cw are the area fractions of sea ice and open water, and αi and αw are their albedos,
respectively. Due to the narrow range in the albedo of open water, it can be set to a constant value of
7% [63]. The area fractions of sea ice refer to the ice concentration, and only those pixels with an ice
concentration greater than 15% are considered in the calculation of sea ice albedo. The pentad mean
CLARA-A2 SAL product has been used to estimate the seasonal variation in sea ice albedo. To match
the temporal resolution of sea ice albedo, the pentad average of ice concentration is calculated by the
average of the daily SIC product.

2.2.2. NSIDC

The Scanning Multichannel Microwave Radiometer on the Nimbus-7 satellite of the National
Aeronautics and Space Administration and the Special Sensor Microwave Imager/Sounder sensors on
the Defense Meteorological Satellite Program’s -F8, -F11, -F13, and -F17 provide a long-time series of
the SIC for investigating the surface characteristics of sea ice covers [11,64–66]. The dataset has been
generated using the Advanced Microwave Scanning Radiometer-Earth Observing System Bootstrap
Algorithm [67]. It is also a key factor in Antarctic climate research and has a significant correlation with
the SAL [68]. The monthly SIC data for the South Polar Region are provided by the NSIDC (Bootstrap
Sea Ice Concentrations from Nimbus-7 SMMR and DMSP SSM/I-SSMIS, Version 3), with a 25 km
spatial resolution. The detailed description of the data and its accuracy can be found in Comiso (2017).
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2.2.3. APP-x

The variation in surface temperatures can be used to explain the Antarctic climate change [4,69,70].
The rise in temperature causes snow/ice melt, thereby resulting in an apparent negative correlation
between SAL and sea ice surface temperature. The NOAA’s CDR of the extended APP (APP-x) provides
a long-time (1982—present) calibrated surface skin temperature data for the Polar Regions [71–73].
The APP-x data products are mapped onto a 25-km Equal-Area Scalable Earth-Grid at two local solar
times (i.e., 04:00 and 14:00 for the Arctic and 02:00 and 14:00 for the Antarctic). The detailed description
and process of the data can be found in the study of Key et al. (2016) [72]. In this study, the surface
skin temperature data of the APP-x over the ASIR is used as the SST. The uniformity of illumination
is ensured by adopting only the afternoon data (14:00 LT). However, the data for November and
December in 1994 and January in 1995 are missing from the archives.

2.2.4. BSRN

The World Climate Research Programme BSRN is established to provide surface radiation
measurements of high quality and temporal resolution at a limited number of sites worldwide.
Such measurements provide typically 1-min averaged shortwave (SW) surface radiation fluxes. Since
the wavelength range of the CLARA-A2 SAL product is between 0.25–2.5 µm, the downwelling and
upwelling SW radiation fluxes can be used to estimate the station albedo (αs), as follows:

αs =
SW ↑
SW ↓ (2)

where ↓ and ↑ represent the downwelling and upwelling SW radiation fluxes, respectively. The GVN
station is selected to evaluate the SAL products of CLARA-A2 considering that it is located at the edge
of the Antarctic continent. The GVN station (70.65◦S, 8.25◦W) is located on the Ekstrom Ice Shelf in
the northeastern WS. The data is available at the GVN station since 1993. For temporal resolution,
the daily and monthly averages are calculated by the average of per minute and day, respectively.

3. Methodology

3.1. EMD

The EMD developed by Huang et al. (1998) was used to analyze the non–linear and non–stationary
time series data [47]. The EMD was the base of the Hilbert–Huang transform, which included a
Hilbert spectral analysis and an instantaneous frequency computation. After the EMD sifting process,
a signal would be decomposed into a finite number of intrinsic mode functions (IMFs) and a residual
component, which represents the overall trend of the original signal [44,49,74]. The sifting process was
performed as follows:

(1) The local maxima and minima are determined in the original time series data.
(2) A lower/upper envelope (u1(t)/u2(t)) is estimated by fitting cubic splines to the local minima

(maxima).
(3) The difference between the original time series data x(t) and the mean of the envelopes m1(t) as

the first component h1(t) are defined in accordance with the following equations:

m1(t) =
u1(t) + u2(t)

2
(3)

h1(t) = x(t)−m1(t) (4)

(4) h1(t) is identified as the first IMF c1 if it satisfies the two conditions as follows: (1) throughout the
whole length of a single IMF, the numbers of extrema and zero-crossings must either be equal
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or differ at most by 1; (2) at any data point, the mean value of the envelope defined by the local
maxima and the envelope defined by the local minima is 0.

(5) If h1(t) does not satisfy one of these conditions, then it is regarded as a new parameter x(t), and the
step in Formulas (1) and (2) is repeated k times until h1k(t) satisfies the conditions or until the
difference between the successive sifted results is smaller than the given limit, which is fixed as
σthr = 0.3 in our case.

h1k(t) = h1(k−1)(t)−m1k(t) (5)

σ =
N

∑
t=0


∣∣∣h1k(t)− h1(k−1)(t)

∣∣∣2
h2

1(k−1)(t)

 (6)

(6) The first IMF is identified as c1 = h1k, and the residual r1(t) can be obtained by subtracting c1 from
the original data.

r1(t) = x(t)− c1(t) (7)

(7) Taking the residual r1(t) as the new data, we repeated Steps 1–6 to determine the next IMF.
(8) The sifting process is stopped until ri(t) becomes a monotonic function or |ri(t)| is very small.

Finally, the original signal can be written as follows:

x(t) =
n

∑
i=1

ci(t) + rn(t)

In this study, we defined the residual component rn(t) as the original data trend, which has been
extensively used in different fields.

3.2. Slope Test

After the EMD processing, the residual component (trend curve) of the original signal was
extracted. It was smoother and more stable than the original signal. The trend curve approximated
a straight line over a short time interval. Hence, the first order difference method could be used to
study the features of the change trend of the original signal, such as increases in acceleration and
deceleration, the transition point of trend curve [75,76]. In this study, the slope test method was used
to find the transition point. Its core idea is based on the first order difference method. The method can
be expressed as follows:

(1) A subsample s(t) is selected from the original data y(t), and the lengths of the subsample and
original data are denoted as j and k, respectively.

s(l) =
j

∑
l=1

y(l), j < k (8)

s(l) =
j

∑
l=1

y(l), j < k (9)

(2) The slope of the subsample used in the linear regression equation is calculated as

slope
(

j
2
+ start_time

)
= regress(s(l), timeseries(l)) (10)

where start_time refers to the starting year of the timeseries(l), which corresponds to the subsample;
and the function regress is provided by MATLAB R2014b. The function regress is used to estimate
the regression coefficients in the linear model at 95% confidence level.
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(3) l ∈ (2, j + 1) is set, and Steps 1 and 2 are repeated until l ∈ (k − j + 1, k).
(4) Normally, a slope value that is greater/smaller than 0 indicates an increasing/decreasing trend;

in addition, if the sign of the slope transforms from the positive (negative) to the negative
(positive) phases, then the trend of the original data has changed and will be defined as the
transition point.

The original data are nonlinear and nonstationary; thus, the slope test fails to process these data.
The residual component is smoother and more stable than the original data. Thus, the slope test
method is adopted to process the residual component to determine the transition point.

4. Validation

The location of the GVN station is shown in Figure 1. Following the evaluation of surface radiation
fluxes in Antarctica, the ‘verification area’ refers to the area within 100 km of the GVN station [77,78].
The monthly average of the composite albedo is calculated on the basis of the ‘verification area’ and
compared with the data from the GVN site. The statistical parameters contained the mean bias and
root mean square error (RMSE).

The average albedo derived from the CLARA-A2 SAL product in summer and the months of
December, January and February from 1993 to 2015 were validated with those of the GVN station in this
study (Figure 2). As shown in the scatter plot (Figure 2a), the albedo estimated from the CLARA-A2
dataset underestimated those in the GVN station during the summer. For each month, the monthly
average albedo of CLARA-A2 was also generally lower than those from the GVN site (Figure 2b–d).
Hence, the mean biases of summer and each month were less than 0 (Table 2). The mean bias was
−2.02% with RMSE of 2.68 during the summer. Moreover, the mean biases and RMSE for each month
were greater than −2.5% and lower than 4, respectively. In the light of these results, the accuracy of
CLARA-A2 albedo seemed to be consistent with that estimated by Dybbroe et al. (2005) [62].
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Figure 2. Comparison of summer and monthly means of albedo observed in Summer (a), December
(b), January (c), and February (d) at GVN station with those derived from the CLARA-A2 dataset.

Table 2. Assessment results of albedo (%) between CLARA-A2 dataset and GVN station.

Summer December January February

Mean Bias (%) −2.02 −2.17 −1.91 −1.86
RMSE 2.68 2.64 3.15 3.69



Remote Sens. 2019, 11, 821 9 of 25

5. Results and Discussion

5.1. Long-Term Changes and Trends

The variability and trends of the SAL, SIC and SST were presented in the form of a time series
of summer averages for 1982–2015. The time series were calculated for the ASIR as a whole and
for the five longitudinal sectors. The SAL, SIC and SST for these sectors were calculated by time-
and area-averaging all the values from pixels identified as sea ice for each region. The residual
component could present the trend of the original signal; thus, it was used to estimate the slope values.
To determine the optimal linear fit for the residual component, the slope values were estimated through
the least squares method. The statistical significance of each slope value is tested using a standard
F-test with a confidence of 95% and 99%. The yearly relationship between these variations is illustrated
in Figures 3–5.

The trend of SAL for the ASIR and the five longitudinal sectors exhibited various degrees of
the increasing trend throughout the time series during summer, except for the BS, which showed
a significant decreasing trend (Figure 3). This was generally contrary to that in the Arctic [56].
Furthermore, the trend of the BS also showed negative for each month (Figure 3d,f,h), thereby
indicating that the climate in the BS presents a warming trend during summer [13,79]. In December,
the lowest values of SAL were found in the IO, except for after 2010 (Figure 3c). This was consistent
with the results by Shao et al. (2015) [39]. The SAL in the WS and the RS clearly increased before
2002 and slightly decreased after 2002 (Figure 3f), which may have been caused by a negative sea
level pressure which occurred in the early 2000s [80]. However, that in BS showed a decreasing and
increasing trend before and after 2000, correspondingly (Figure 3h). This finding suggested that further
analysis of the trend of SAL is required.
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(e,f); and February (g,h) provided by the CLARA-A2 dataset for the ASIR and the five longitudinal
sectors. The left and right columns represent the original signal and residual components, respectively.
The dashed lines in the right column refer to the linear fitting lines.
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The slope values of SAL in the BS were negative during summer and for the 3 months (Table 3)
due to an anticyclonic circulation trend and equatorward winds in the Bellingshausen Sea enhanced
the heat exchange with lower latitudes [7]. However, those in the ASIR and other sectors were positive,
except for those in the RS during February. These results demonstrated that the climate of the ASIR
exhibits a cooling trend during summer [24], except for the BS [81]. The trend of the SAL in the RS
during December and January could dominate that of February, thereby causing a positive slope value
during summer. The steepest positive trend was identified in the PO during summer (3.781% per
decade), largely caused by the trade winds in the Pacific, have significantly strengthened during the
past two decades [82]. This result was consistent with the results of Laine (2007) [38]. The maximum
averages of the SAL existed in the WS (50.38%) during summer, which could be partly explained by
the fact that maximum sea ice extents existed in WS [21].

Table 3. Slope values (% per decade) and averages (%) (AVG) of the SAL during summer and for
3 months for the ASIR and the five longitudinal sectors.

Region
Summer December January February

Slope AVG Slope AVG Slope AVG Slope AVG

ASIR 0.851 ** 46.75 0.842 ** 45.42 0.672 ** 44.75 1.387 ** 50.14
BS −2.926 ** 48.88 −1.652 ** 49.55 −1.183 ** 47.47 −0.701 ** 49.65
WS 0.605 ** 50.38 0.306 * 46.17 0.836 ** 48.38 0.133 ** 56.50
IO 1.619 ** 43.37 2.392 ** 38.10 1.527 ** 43.55 1.069 ** 48.46
PO 3.781 ** 44.70 2.004 ** 44.82 4.529 ** 43.95 3.780 ** 45.66
RS 0.502 ** 42.60 1.120 ** 47.06 1.044 ** 38.94 −0.179 ** 41.98

Note. * and ** indicate statistical significance at the 95% and 99% confidence level, respectively. No * indicates a
confidence level that is lower than 90% using a standard F-test.

Similar to the trend of the SAL, that of the SIC showed an evidently increasing trend during the
summer, except for the BS (Figure 4b), as estimated by Holland (2014) and Hobbs et al. (2016) [55,83],
thus illustrating a significant positive correlation between the SAL and the SIC. This can be explained
by the slowdown of the global warming trend and a deepening of the Amundsen Sea Low near
Antarctica [25,84]. In contrast to the change of SIC in the BS, that in the PO presented an increasing trend
(Figure 4d,f,h), and the fastest increasing trend was observed in January when the Southern Annular
Mode had positive results in more and stronger cyclones [85]. Interestingly, the decreasing/increasing
trend of the SIC in the BS/PO became relatively flat after 2000 (Figure 4h), this may be caused by
the fact that the temperature has remained flat for the past 15 years [84]. However, the trend of
the SIC showed a crest/trough for the RS/IO around 2000 (increasing/decreasing before 2000 and
decreasing/increasing after 2000) (Figure 4d). This finding indicated that a transition point of climate
change may have existed in the RS/IO around the year 2000.

Consistent with the trend of SAL, the slope values of SIC were mostly positive, except for the
BS (Table 4) [25], which further demonstrated that the climate of the ASIR exhibits a cooling trend
in recent decades. The steepest increasing trend could be observed in the PO during the summer
and each month [7], and the largest slope values were determined in January (5.968% per decade).
Clearly, the increasing rate of sea ice was slower in West Antarctica (WS, BS, and RS) than in East
Antarctica (IO and PO), which is consistent with the changes in the surface net radiation reported by
Zhang et al. (2019) [78]. This result was due to the more severe climate change in West Antarctica than
in East Antarctica [4,86]. The average of the SIC in the WS was highest during the summer and the
3 months considering substantial multiyear sea ice [87]; however, simultaneously, that in the IO was
the lowest largely because of substantial solar radiation absorbed by the East Antarctica sea ice due to
the low solar zenith angle [88,89].
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Table 4. As in Table 2 but for SIC. The units of slope and AVG are ‘% per year’ and ‘%’, respectively.

Region
Summer December January February

Slope AVG Slope AVG Slope AVG Slope AVG

ASIR 0.721 ** 65.39 0.065 ** 65.76 0.169 63.75 0.881 ** 66.60
BS −4.596 ** 66.05 −2.480 ** 70.28 −4.354 ** 66.25 −2.911 ** 61.49
WS 0.924 ** 70.99 0.851 ** 66.92 1.076 ** 68.70 0.759 ** 77.20
IO 1.804 ** 57.47 0.171 54.10 1.176 ** 60.88 −0.029 57.22
PO 3.358 ** 65.40 1.176 ** 65.47 5.968 ** 67.62 4.347 ** 63.23
RS 0.971 ** 59.25 0.447 * 68.82 0.779 ** 54.61 −1.350 ** 54.36

Note. * and ** indicate statistical significance at the 95% and 99% confidence levels, respectively. No * denotes a
confidence level that is lower than 90% using a standard F-test.

The change in SST in the ASIR and the five longitudinal sectors presented a significant increasing
trend during the summer and the 3 months (Figure 5). This change was largely caused by the low SST
values before 1988. Notably, the time series curves of the SST in the ASIR and the five longitudinal
sectors had considerable peak values near 2002/2003 (Figure 5a,c,e,g); moreover, a crest appeared
between 2000 and 2005 for the trend curves of the SST (Figure 5b,d,f,h); this may be caused by the
Interdecadal Pacific Oscillation which transitioned from positive to negative in the late 1990s [7].
This result indicated that a climate transition point exists around the year 2000; this change was similar
to that of SAL/SIC. Although the solar zenith angles were lowest in the ASIR during summer [27,90],
its SST was below 0 ◦C.
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The low SST values in the ASIR and the five longitudinal sectors before 1988 would dominate
given the evident increasing trend of temperature, and it seems to be a noisy signal due to the
AVHRR-7/9 which had some serious calibration issues; therefore, the slope values (◦C per decade)
and the average of the SST during the summer and the 3 months for the ASIR and the five longitudinal
sectors in 1988–2015 were calculated (Table 5). The trends of SST were nearly positive (with a 99%
confidence level) despite the low values of temperature before 1988 were removed; these were similar
to the results indicated by Shu et al. (2012) [49]. This result illustrated that the long-term slope values
of temperature may conceal the short-term features of climate change. The slope values of the SST
were greater in East Antarctica than in West Antarctica during summer and the 3 months because East
Antarctica was basically under an ice-free state during the summer [66]. Thus, the average of the SST
was also higher in East Antarctica than in West Antarctica [39]. The average of the SST for February
was the lowest in the 3 months due to the fact that the end of summer is February in Antarctica.

Table 5. As in Table 2, but for SST. The units of slope and AVG are ‘◦C per decade’ and ‘◦C’, respectively.

Region
Summer December January February

Slope AVG Slope AVG Slope AVG Slope AVG

ASIR 0.392 ** −2.44 0.350 ** −1.49 0.365 ** −1.44 0.175 ** −4.44
BS 0.473 ** −2.30 0.348 ** −1.55 0.404 ** −1.40 0.599 ** −3.99
WS 0.300 ** −2.78 0.337 ** −1.53 0.083 −1.60 0.094 ** −5.23
IO 0.840 ** −1.81 0.739 ** −1.12 0.951 ** −1.03 0.608 ** −3.45
PO 0.568 ** −1.89 0.622 ** −1.40 0.467 ** −1.06 0.343 ** −3.30
RS 0.103 −2.50 0.354 ** −1.65 0.292 ** −1.50 0.052 ** −4.34

Note. * and ** indicate statistical significance at the 95% and 99% confidence level, respectively. No * denotes a
confidence level that is lower than 90% using a standard F-test.
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5.2. Seasonal Evolution of Composite Albedo, SIC and Sea Ice Albedo

To study the changes in composite albedo, SIC and sea ice albedo during summer, their seasonal
evolution were presented in the form of 5-day averages from 1 November to 28 February over
1982–2015 (Figure 6). Table 6 presents the relationships of composite albedo and SIC or sea ice albedo.
For the ASIR, the changes in composite albedo, SIC and sea ice albedo showed a decreasing trend
throughout the time series during summer, and the relationship between composite albedo and SIC
(0.992, above 99% confidence level) or sea ice albedo (0.980, above 99% confidence level) exhibited a
strong correlation. This finding could be explained by the substantial incident solar irradiance absorbed
by the ice-ocean system due to the low solar zenith angles during summer [78]. The decreasing process
during the entire summer could be divided into two phases. The first phase lasted until late December,
wherein the composite albedo and SIC presented a rapidly decreasing trend, from 60% and 85% to 45%
and 70% for composite albedo and SIC, respectively. However, that of sea ice albedo was distinctly
slow, from 70% to 60%, which may be caused by the convergent winds in early summer, thereby
driving the ice edge retreat poleward and activating the ice-albedo feedback [91]. The decreasing trend
was relatively slow after late December, largely due to the negative sea level pressure anomalies that
occurred around Antarctica during late summer [55]. Therefore, the evolution of composite albedo,
SIC and sea ice albedo depended mainly on the early melting of sea ice during summer.

The evolution of composite albedo closely followed the change in SIC (with a strong correlation
coefficient (0.99) at 99% confidence level). Thus, a rapid decrease in composite albedo was observed
before mid-January over RS (from 60% to 37%), and a stable level (35%) was maintained subsequently.
These findings could be partly explained by the presence of deep cyclones, which would efficiently
break up and export the sea ice equatorward [85]. However, after a slightly decease before
mid-December, the sea ice albedo maintained a relatively stable level (60%) and reached a stable
level earlier, at approximately one month before composite albedo, which was similar to that in the
Arctic reported by Lei et al. (2016). Consistent with other studies [14,21,92], the composite albedo and
SIC in BS presented a steady decreasing trend during the entire summer. However, the decreasing
trend of sea ice albedo was evidently slower than that of composite albedo and SIC. Interestingly,
the time series plots of composite albedo, SIC and sea ice albedo showed a significant trough by the
end of December in WS. This phenomenon may be due to the predominantly westerly wind trends
over most of the Southern Ocean during summer and enhanced equatorward winds that existed in
mid-summer over WS, thereby increasing the sea ice [80].

The sea ice extent in East Antarctica was relatively lower than that in West Antarctica and was
accompanied by complex change in wind field and dramatic melt during summer [16,93]. The changes
in sea ice in the IO and PO did not show a monotonic downward trend. After a rapid decline before
mid-December, the sea ice in the IO maintained a short increasing process (approximately half a
month). From then onward, a gradually decreasing trend was observed. The evolution characteristics
of sea ice in the PO were similar to those in the IO, but had a slow change trend and long rising
process (approximately one and a half months). This phenomenon was mainly caused by the change
in sea-level pressure in East Antarctica which was stable and the enhanced westerly winds that would
transport sea ice from the IO to the PO during summer [7]. The relationships between composite
albedo and SIC were 0.975 and 0.957 in the IO and PO (with a 99% confidence level), respectively.
However, the correlation between composite albedo and sea ice albedo were both below 0.9 (with a
99% confidence level) in the two regions, indicating that the evolution of composite albedo during
summer depends more strongly on the change in SIC than on the variation in sea ice albedo.
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Figure 6. Seasonal evolutions of SIC (%), composite albedo (%) and sea ice albedo (%) within the ASIR
and five longitudinal sectors from 1 November to 28 February averaged over 1982–2015.

Table 6. Correlation coefficients between composite albedo and SIC or sea ice albedo for ASIR and five
longitudinal sectors.

ASIR RS BS WS IO PO

SIC 0.992 0.990 0.955 0.913 0.975 0.957
Sea Ice Albedo 0.980 0.738 0.779 0.809 0.761 0.874

Note: The statistical significance of all correlation coefficients are at 99% confidence level.

5.3. Transition Points of the SAL, SIC, and SST

According to the abovementioned time series and trend analysis, a climate transition point existed
in the entire ASIR around 2000–2005. Moreover, for the SAL, SIC and SST, the slope values of the
long_time series would obscure the short-term characteristics of climate change. Therefore, the slope
test method was used to estimate the residual components of the SAL, SIC and SST to determine the
transition point. The time series curves of the residual component were smooth; thus, the length of the
subsample was defined as 5 years. If the slope line had passed through the zero line, then a transition
point would exist at that moment. For a detailed analysis of the SAL, SIC and SST variation trends
during summer and the 3 months for the ASIR and the five longitudinal sectors, we performed a
morphological analysis of the residual component and found that morphological variations can be
broadly divided into four categories, namely, increasing, increasing–decreasing, decreasing–increasing,
and decreasing types.

The time series of the slope values of the SAL during summer and the 3 months are plotted
in Figure 7. The transition point of the SAL only existed in the WS during summer, and the
increasing/decreasing trend of the SAL exhibited deceleration in the IO/BS (Figure 7a), similar
to those observed in the Antarctic ice sheet [41]. The SAL of the ASIR presented a slightly upward
trend despite the fact that in the BS decreased rapidly, this was opposite to that in the Arctic sea ice
zone [56]. For each month, the slope lines of the IO and the PO were constantly greater than the zero
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line (Figure 7b–d), which were located in East Antarctica. The change trend types and transition point
of the SAL are presented in Table 7. The decreasing–increasing type existed in December and February,
and the increasing–decreasing type appeared in January. The transition point in West Antarctica
occurred in February 2000 which is consistent with the climate change on the Antarctic Peninsula [94].
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Table 7. Change trend types and transition points of the SAL for the ASIR and the five longitudinal
sectors during the summer and the 3 months.

Region
Summer December January February

Type Point Type Point Type Point Type Point

ASIR ↑ / ↓–↑ 1987 ↑–↓ 2009 ↑ /
BS ↓ / ↓–↑ 2008 ↓ / ↓–↑ 2001
WS ↓–↑ 1992 ↓–↑ 1996 ↑–↓ 2004 ↓–↑ 1996
IO ↑ / ↑ / ↑ / ↑ /
PO ↑ / ↑ / ↑ / ↑ /
RS ↑ / ↑ / ↑–↓ 2003 ↓–↑ 2000

Note. ↑, ↑–↓, ↓–↑, and ↓ represent the four categories, namely, increasing, increasing–decreasing,
decreasing–increasing, and decreasing types, respectively.

Although the slope values of the SIC were approximately greater than 0, except for the BS
during summer (Figure 8a) [24], the time series of the slope lines for different regions showed different
features. For example, the increasing trend in the PO and the RS exhibited acceleration and deceleration,
correspondingly [21,24,95], whereas the slope values of the SIC in the IO were essentially constant.
The slope lines of the PO and the BS were above and below the zero line during the 3 months
(Figure 8b–d), respectively; these slope lines were similar to the SAL. However, the features of the
slope lines for the different months were complex and changeable over other regions. This result was
largely due to the dramatic climate change during the ASIR summer [13,44]. The transition points of
the SIC in the ASIR appeared in December 2001 and January 1999 because that in the five longitudinal
sectors appeared around the year 2000, except for the BS and PO (Table 8).
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Table 8. As in Table 5 but for SIC.

Region
Summer December January February

Type Point Type Point Type Point Type Point

ASIR ↑ / ↑–↓ 2001 ↑–↓ 1999 ↑ /
BS ↓ / ↓ / ↓ / ↓ /
WS ↓–↑ 1986 ↓–↑ 1995 ↑–↓ 2002 ↑ /
IO ↑ / ↓–↑ 1997 ↓–↑ 1986 ↓–↑ 2000
PO ↑ / ↑–↓ 2009 ↑ / ↑ /
RS ↑ / ↑–↓ 2000 ↑–↓ 2001 ↓ /

Note. ↑, ↑–↓, ↓–↑, and ↓ correspond to the four categories, namely, increasing, increasing–decreasing,
decreasing–increasing, and decreasing types.

The slope lines of the SST for the ASIR and the five longitudinal sectors were positive before
2000–2005 and negative afterward (Figure 9a). This result demonstrated that a cooling trend of climate
occurs in the whole ASIR in 2000–2005 [80]. During summer, the slowest increasing trend of the
SST appeared in the PO before 2000 [96,97]. Although the slope lines were above the zero line in
February (Figure 9d), the warming trend in the IO and the PO presented acceleration and deceleration,
respectively. In contrast to the characteristics of the slope lines of SAL/SIC, the morphological
type of the SST in the ASIR and the five longitudinal sectors during summer and the 3 months
was increasing–decreasing, except for that in the PO and IO in February (Table 9). Furthermore,
the transition points of the ASIR and the five longitudinal sectors were around 2003–2005 and are
generally in step with global surface temperature change [98].

Table 9. As in Table 5 but for SST.

Region
Summer December January February

Type Point Type Point Type Point Type Point

ASIR ↑–↓ 2003 ↑–↓ 2003 ↑–↓ 2003 ↑–↓ 2003
BS ↑–↓ 2003 ↑–↓ 2004 ↑–↓ 2004 ↑–↓ 2006
WS ↑–↓ 2003 ↑–↓ 2004 ↑–↓ 2002 ↑–↓ 2003
IO ↑–↓ 2005 ↑–↓ 2004 ↑–↓ 2005 ↑ /
PO ↑–↓ 2004 ↑–↓ 2006 ↑–↓ 2004 ↑ /
RS ↑–↓ 2001 ↑–↓ 2006 ↑–↓ 2003 ↑–↓ 2003

Note. ↑, ↑–↓, ↓–↑, and ↓ represent the four categories, namely, increasing, increasing–decreasing,
decreasing–increasing, and decreasing types, respectively.
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5.4. Spatial Distribution

To illustrate the average spatial distributions of the SAL, SIC and SST, the maps were prepared
for the average summer SAL, SIC and SST of the whole ASIR for the entire 33 years (Figure 10).

Because positive sea-level pressure anomalies and northward winds appeared in the Southern
Atlantic Ocean [7], the SIC in the WS was high during summer (Figure 10b); thus, the high SAL
could also be found in the WS (Figure 10a) [37,83]. Moreover, the low values of the SST existed in
the WS (Figure 10c), thereby indicating that the spatial correlation between the SAL and the SIC was
significantly positive, and that between SAL/SIC and SST was negative [99]. The low pixel average of
SAL/SIC and high pixel average of the SST appeared on the edge of the sea ice, which was largely due
to the solar radiation that was absorbed when the latitude was low [31], and positive (negative) cyclone
density anomalies emerged around Antarctica (mid-latitudes) [85]. Minimal sea ice existed in East
Antarctica; thus, the SAL and SIC were evidently smaller in East Antarctica than in West Antarctica.
The average SAL (Table 3), SIC (Table 4), and SST (Table 5) for the total ASIR were 46.75%, 65.39%,
and −2.44 ◦C during summer.

For further analysis of the sea ice albedo variations from 1982 to 2014 during the summer,
the anomaly maps of the summer SAL could provide an illustrative way of estimating the overall
changes from year to year (Figure 11). These maps were generated by taking the difference between the
summer SAL for each year and the corresponding average for the entire 33 years [12]. In Figure 11, the
SAL varied significantly from year to year during the study period. The anomaly values in several areas
of the WS were negative before 2001, and they turned into positive after 2001, thereby demonstrating
that the SAL of these areas in the WS has a transition point around 2001, which was highly consistent
with the climate change in the Antarctic Peninsula during recent decades [5,94]. Moreover, for the
whole ASIR, the anomaly values of the SAL were clearly higher after 2001 than before 2001. Relatively
strong negative SAL anomalies for the WS and Haakon VII Sea occurred in 1984 and 1987.
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The abovementioned research indicated that the climate in the whole ASIR may have warmed
before 2001 and changed to cooling after 2001. Thus, we selected 2001 as the transition point to
calculate the pixel-based spatial trend distribution maps of the SAL (Figure 12). The trends were
calculated pixel-by-pixel through the least squares method for determining the best linear fit for the
data. The trends were positive for most of East Antarctica before 2001 (Figure 12a). A deeply negative
trend was observed along the coast of Ellsworth Land and east of the Antarctic Peninsula due to
a negative phase of sea-level pressure and a poleward wind would strengthen heat exchange [16];
this result is consistent with the results of Shao et al. (2015) [39]. The strongly positive trend of the SAL
was found only on the coast of Coats Land before 2001. Although the trend of the SAL in many areas
of West Antarctica increased after 2001, the increasing speed was lower in West Antarctica than in East
Antarctica (Figure 12b) and was mainly caused by the deeply negative trend that existed in the RS and
the BS [38]. However, the trend of the SAL in most areas of West Antarctica after 2001 was opposite
to that before 2001, especially in the east of the Antarctic Peninsula; this finding is similar to that of
Oliva et al. (2017) [94]. The SAL in the coast of the Dronning Maud Land exhibited a strongly positive
trend; however, the SAL in low latitudes (57◦S–67◦S,30◦E–40◦W) showed a significant negative trend
(Figure 12b). This could result in stable SAL for the entire WS throughout the time series.
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6. Conclusions

In this study, the climate change of the entire ASIR has been studied in recent decades by analyzing
the long-term changes in SAL, SIC and SST. The EMD method was used to extract the trend of the
original signal, and the slope-test method was applied to determine the transition points of SAL,
SIC and SST. The SAL derived from the CLARA-A2 product was compared with measurements
obtained at the GVN station. The analysis showed that the transition point of climate for the entire
ASIR can be observed around 2000–2005. A further study of the spatial distribution of the SAL
demonstrated that the transition point is around 2001. The detailed analysis results are presented
as follows:

The trend of the SAL and SIC for the ASIR and the five longitudinal sectors exhibited a positive
trend throughout the time series, except for the BS, which showed a significant negative trend (−2.926%
and −4.596% per decade for the SAL and SIC, correspondingly) during the summer. Moreover, the
steepest increasing trend of the SAL and SIC occurred in the PO, with approximately 3.781% and
3.358% per decade (at a 99% confidence level). The average of the SAL and SIC (50.38% and 70.99%,
respectively) were higher in the WS than in other sectors during summer. In contrast to the changes in
SAL/SIC, the trend curves of the SST for the ASIR and the five longitudinal sectors peaked around
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2000–2005 during summer and the 3 months, and the maximum average of the SST occurred in
2002/2003. The trends of the SST presented a positive trend (basically with a 99% confidence level).

The seasonal evolution of composite albedo, SIC and sea ice albedo for the ASIR illustrated that
their changes had a rapidly decreasing trend during early summer, and then maintained a relatively
stable level or decreased gradually. Moreover, the relationship between composite albedo and SIC
or sea ice albedo exhibited a significant correlation coefficient, at approximately 0.992 or 0.98 (at 99%
confidence level), respectively. The change in summer albedo depends mainly on the early melt of sea
ice during summer. For the five longitudinal sectors, the change trend of sea ice albedo was slower
and reached a stable level earlier than those of composite albedo and SIC. The correlations between
composite albedo and SIC or sea ice albedo were basically higher than 0.9 or 0.7 (with a 99% confidence
level), respectively.

The slope lines of SAL/SIC for the ASIR and the five longitudinal sectors were nearly above
the zero line during summer, except for the BS. Evidently, the increasing trend of SAL/SIC in
the PO accelerated, and the decreasing trend of them in the BS slowed down. Although the
slope lines of SAL/SIC were changing for the 3 months, their transition point was around 2000.
The change trend types of the SST for the ASIR and the five longitudinal sectors mostly presented an
increasing–decreasing trend during summer and the 3 months. Furthermore, the transition points of
the SST were around 2003–2005.

For the spatial distribution of pixel average, the high values of SAL and SIC appeared in the
WS during summer; and the low values of the SST could also be observed there in the meantime.
Furthermore, the pixel average of SAL/SIC decreased with latitude, but this result was contrary to that
of the SST. The anomaly maps of the SAL illustrated that the transition point has occurred around 2001
in West Antarctica, especially in the WS. Then, 2001 was selected as the transition point for calculating
the pixel-based trend of the SAL. We found that the climate of West Antarctica has transformed from
warming before 2001 to cooling after 2001 for most areas, except for the BS. This phenomenon was
particularly significant in the east of the Antarctic Peninsula. However, the climate of East Antarctica
had shown a cooling trend in recent decades.

A long-term analysis of several factors will mask short-term features of climate change,
and removing some point or changing the starting or ending times of the linear regression analysis
can alter the linear trend or the value of slopes. In addition, the change in summer sea ice albedo also
depends strongly on the ice surface melting and melt ponds. In the future, the characteristics of climate
change for regional areas of Antarctica will be further analyzed. Moreover, an analysis of other factors,
such as sea ice thickness, solar radiation, melt pond fraction, and cloud cover, will be carried out.
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