Estimating Structure and Biomass of a Secondary Atlantic Forest in Brazil Using Fourier Transforms of Vertical Profiles Derived from UAV Photogrammetry Point Clouds
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Abstract: Knowing the aboveground biomass (AGB) stock of tropical forests is one of the main requirements to guide programs for reducing emissions from deforestation and forest degradation (REDD+). Traditional 3D products generated with digital aerial photogrammetry (DAP) have shown great potential in estimating AGB, tree density, diameter at breast height, height, and basal area in forest ecosystems. However, these traditional products explore only a small part of the structural information contained in the 3D data, thus not leveraging the full potential of the data for inventory purposes. In this study, we tested the performance of 3D products derived from DAP and a technique based on Fourier transforms of vertical profiles of vegetation to estimate AGB, tree density, diameter at breast height, height, and basal area in a secondary fragment of Atlantic Forest located in northeast Brazil. Field measurements were taken in 30 permanent plots (0.25 ha each) to estimate AGB. At the time of the inventory, we also performed a digital aerial mapping of the entire forest fragment with an unmanned aerial vehicle (UAV). Based on the 3D point clouds and the digital terrain model (DTM) obtained by DAP, vertical vegetation profiles were produced for each plot. Using traditional structure metrics and metrics derived from Fourier transforms of profiles, regression models were fit to estimate AGB, tree density, diameter at breast height, height, and basal area. The 3D DAP point clouds represented the forest canopy with a high level of detail, regardless of the vegetation density. The metrics based on the Fourier transform of profiles were selected as predictors in all models produced. The best model for AGB explained 93% (R² = 0.93) of the biomass variation at the plot level, with an RMS error of 9.3 Mg ha⁻¹ (22.5%). Similar results were obtained in the models fit for the tree density, diameter at breast height, height, and basal area, with R² values above 0.90 and RMS errors of less than 18%. The use of Fourier transforms of profiles with 3D products obtained by DAP demonstrated a high potential for estimating AGB and other forest variables of interest in secondary tropical forests, highlighting the value of UAV as a low-cost tool to assist the implementation of REDD+ projects in developing countries like Brazil.
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1. Introduction

Typically, aboveground biomass (AGB) estimates are made based on field campaigns that employ traditional forest inventory techniques. However, these campaigns have high operational and logistical costs, and demand a significant length of time for the work involved [1]. The rapid effects of climate change associated with the long length of time needed for data collection in the field can compromise the achievement of reducing emissions from deforestation and forest degradation (REDD+) programs [2–4]. REDD+ is a mechanism that has been proposed to provide financial incentives to developing countries to reduce emissions associated with forest loss and promote conservation, sustainable management, and increased forest carbon stocks [5]. The use of remote sensing data in the construction of models that facilitate estimating AGB in forests was one of the main guidelines indicated by the Intergovernmental Panel on Climate Change [6], with REDD+ mechanisms in developing countries such as Brazil [7]. With the use of remote sensing data, it is possible to model, map, and thus estimate carbon dynamics and other forest variables of interest with greater temporal efficiency and flexibility [8,9].

Remote sensing data associated with field inventory campaigns and modeling techniques have enabled increasingly reliable estimates of AGB [10–12]. Even where repeated inventory data are available, they have limited spatial coverage, which is insufficient for continuous spatial predictions of forest biomass [13]. This problem can be solved by associating the forest inventory with remote sensing data [14]. Three-dimensional products derived from light detection and ranging (LiDAR) have been used successfully in AGB estimation models in different types and forest formations [15–18]. However, despite the excellent accuracy of these models, the cost of this technique is still considered high, especially when the survey is carried out in large areas or when there is a need for different mappings in a short period of time, making it difficult or even impossible to use a LiDAR database. With the accelerated technological advancement of unmanned aerial vehicle (UAV) and image processing techniques, 3D products derived from digital aerial photogrammetry (DAP) have been showing satisfactory results in estimating AGB and other forest variables [19–28]. Several studies show that errors in forest attribute estimates with 3D products generated by DAP are comparable to those found using LiDAR data [29–35].

DAP is generated by overlapping image-matching algorithms, with their position and orientation parameters collected during the aircraft’s flight [21,22,24,26,27]. In addition to the lower cost and high spatial resolution (<1 m), the products generated by DAP in areas with open and fragmented vegetation are similar to LiDAR products [33]. On the other hand, in large areas of dense forests, the 3D DAP point cloud reconstitutes only the crown of the trees, no longer representing the lower strata of vegetation and the terrain under it [33]. An essential component in the estimation of AGB and other vegetation characteristics based on 3D remote sensing products is the ability to accurately characterize the terrain topography in the form of a digital terrain model (DTM) [22,33]. Therefore, depending on the structure, type of vegetation, and complexity of the terrain, the DAP technique may not be suitable for studies of estimation of AGB and other variables[36–40]. Alternatively, in DAP studies conducted in an area with dense forest, the normalization of the 3D point clouds can be performed with the DTM constructed with LiDAR data or other techniques [22,24,26,33]. However, it is not always possible to have access to DTMs obtained from other sources, which can make the use of the DAP tool unfeasible. Studies carried out in forest fragments and areas with open vegetation show a good performance of DAP in the construction of the DTM. Some studies suggest that there is no significant difference in the estimates of AGB obtained only by DAP data (point clouds + DTM) or by DAP (point clouds) + LiDAR
(DTM) [41,42]. Therefore, the DAP technique can be used to estimate characteristics of vegetation in fragmented areas and in open and planted forests.

Usually, models for estimating AGB and other forest characteristics from 3D remote sensing use metrics [43] that represent the vertical structure of the vegetation, such as the average height, maximum height, and height percentiles, among others. The problem is that height-based metrics use only a part of the structural information contained in the data, as shown by References [44,45], thus failing to explore much of the information contained in the 3D point clouds and reducing the full potential of the models for estimating characteristics of interest in the forest. Alternatively, vertical vegetation profiles can be created, and metrics based on the Fourier transform can be used to explore most of the forest structural information contained in the 3D point clouds [44–46].

Despite the low cost and the great potential of 3D products generated by DAP in areas with vegetation, few studies have been carried out to estimate AGB and other variables of interest in tropical forests in Brazil and other regions of Latin America [47–49]. Currently, most studies of AGB estimation using 3D remote sensing data are carried out in the Amazon rainforest using LiDAR [50–52] and interferometric synthetic aperture radar (InSAR) [53–55], as these technologies tend to perform well even in continuous areas of dense forest cover, where the generation of DTMs may be challenging for DAP. The Atlantic Forest biome is also highly important for Brazil, mainly because of its relationship with the country’s history and its high biodiversity [56]. This biome is found along the entire Brazilian coast (3°S to 31°S), and in a significant portion of land going from the coast to the interior of the country (35°W to 60°W). On the coast, the relief is characterized by being flatter, while in the interior it is highly undulating, producing hills and valleys with a wide variation in altitude [57]. Of the original Atlantic Forest area present in the national territory (∼1.8 million km²), only approximately 8% remains, being restricted to isolated forest fragments and protected areas [57]. Despite the reduced area, secondary tropical forests of the Atlantic Forest biome are important carbon sinks [58,59]. However, little is known about the amount and dynamics of AGB in these secondary areas in Brazil, making it difficult to implement REDD+ mechanisms [60,61].

In this way, the main objective of this work was to evaluate the potential of digital aerial photogrammetry and Fourier transforms of vertical vegetation profiles to estimate aboveground biomass, tree density, mean diameter at breast height, mean height, and basal area in a fragment of secondary Brazilian Atlantic Forest.

2. Materials and Methods

2.1. Characterization of the Study Site

The work was carried out in a fragment of secondary tropical forest in Brazil. The fragment is located (37°11’W, 10°55’S) in an experimental farm of the Federal University of Sergipe (UFS), in the municipality of Sáo Cristóvão, close to the Atlantic coast (Figure 1). With an area of approximately 100 ha, the forest fragment is within the Brazilian Atlantic Forest [62] and has characteristics that vary from initial secondary to late secondary forest. The major tree species found are pau-pombo (Tapirira marchandii), biriba (Eschweilera ovata), camboát (Cupana vernalis), louro (Laurus nobilis) and amescla (Protium heptaphyllum). Overall, the forest canopy has many openings. In the study area, it was observed several types of disturbances, such as selective logging of trees, scars from forest fires, and areas of conversion to agricultural crops.

The climate classification of the area is As’ [63], being a humid tropical climate with a dry period in the summer (October to March) and rainy winter (April to September), with a total annual rainfall of approximately 1200 mm. The predominant soil is classified as red yellow argisol (EMBRAPA, 1999). The relief is smooth, with altitude values varying between 14 and 57 m and an average slope of 6%.
2.2. Methods

To assess the potential of DAP to estimate AGB in a secondary fragment of the Atlantic Forest, we followed a structured sequence of steps, which is presented in detail in Figure 2. Initially (step 1), a field campaign was carried out to measure the diameter at breast height and the height of the trees in 30 permanent forest inventory plots (∼0.25 ha). The AGB values per plot were estimated using allometric equations from the literature, and the uncertainties associated with the estimates were calculated and propagated. Simultaneously to the forest inventory, images were collected using a UAV with a multi-engine platform (step 2). The images were processed and the 3D point cloud and DTM were generated for the entire study area. After normalizing the point cloud with the DTM, vertical profiles of the forest were synthesized for each plot, and structural metrics were extracted from them. With the AGB values estimated in the field and the structural metrics derived by DAP, multiple linear regression models were adjusted and validated for the prediction of AGB and other dendrometric variables (step 3). Each step is explained in more detail the sessions below.

2.2.1. Collection of Forest Inventory Data

The field inventory was carried out between August and October 2018, in the beginning of the dry season, using a random sampling process with fixed area plots. Thirty permanent square plots with approximate dimensions of 50 m × 50 m (∼0.25 ha) were allocated. The location of these plots was previously planned to cover all the variation in biomass existing in the study area Figure 1. The four vertices of the plots were georeferenced (UTM-24S, SIRGAS 2000) with a GNSS receiver model FOIF A60 (www.foif.com), resulting in a medium horizontal (X and Y) error of 0.92 m. In the younger plots, where the height of the trees was less than three meters, or in plots with clearings located near the corners, the X, Y, and Z coordinates of the vertices were collected with GNSS in real-time kinematic (RTK) mode. In plots where it was not possible to use the RTK mode, the coordinates of the vertices were collected with GNSS in the differential, post-processed mode. The collection time of the coordinates of each vertex in the differential mode was five minutes.
The circumference of the trunk of each tree in the plot was obtained with a tape measure at the height of 1.30 m above the ground level. The circumference was converted into diameter at breast height (D). In plots in an advanced successional stages, all individuals above 5 cm D were measured. In the initial-stage plots, in addition to individuals over 5 cm, the number of individuals with D between 2 and 5 cm was counted. The total height values ($H_{obs}$) of the trees were estimated visually by a trained observer.

Before the beginning of the inventory of each plot, five height estimates of the trees were performed with the aid of a Haglöf electronic clinometer ($H_{cor}$) (http://www.haglofsweden.com), resulting in a total resampling effort of 2%. The trees were chosen at random in an attempt to cover all height variation in the plot. Following the methods of Gonçalves [46], these heights were used to correct the observer’s height estimates ($H_{obs}$) using a linear regression model adjusted between the two observations ($H_{cor} \times H_{obs}$). While ideally clinometer measurements could be taken for all sampled trees, in practice this approach is time-consuming and not cost effective. The method used here offered a convenient alternative that can produce accurate results [46].

In the trees selected for height measurement with the aid of a clinometer, the D values were also remeasured to estimate the measurement error. Tree-level data were used to calculate the following plot-level variables: biomass (AGB), number of individuals per ha$^{-1}$ (N), mean diameter at breast height ($D_{plot}$), mean height ($H_{plot}$), and basal area (BA). $D_{plot}$ and $H_{plot}$ values were estimated by the arithmetic mean of all individuals in the plot.

### 2.2.2. Estimation of Biomass and the Associated Uncertainty

The biomass (M) value of each live tree ($M_{tree}$, kg) was estimated using a general tropical allometric equation (Equation (1), Table 1) based on measurements of D, $H_{cor}$, and wood density ($\rho$) [64]. The wood density of each species identified in the plot was obtained in the literature [65] at the species or genus level. The biomass of the identified palm species was estimated based on Equation (2) in Saldarriaga et al. [66]. In plots in initial stage of development, in addition to the D measurements of trees above 5 cm, the number of individuals with D between 2 and 5 cm was counted. For these plots, the $M_{tree}$ values for individuals with D between 2 and 5 cm were estimated considering the center of the diameter class (3.5 cm), the fixed height of two meters, and the average wood density value of the plot. Two meters was the average height value estimated for individuals with D between 2 and 5 cm. The biomass value found was multiplied by the number of individuals in the plot. After estimating...
the individual biomass of each tree, the values were added and divided by the plot area, resulting in an estimate of the AGB values per hectare (Mg ha\(^{-1}\)).

In most studies of AGB estimation using 3D remote sensing data, the biomass values in the field are estimated by allometric Equations (3)–(6) available in the literature [67–70]. As a result, the final model fit with remote sensing data provides an estimate of the AGB performed by the allometric equations. In this study, the uncertainties in the field biomass were estimated and propagated to the final models based on the study of Goncalves et al. [71].

Table 1. Allometric equations used to calculate individual tree biomass in a secondary Atlantic Forest in Brazil.

<table>
<thead>
<tr>
<th>Equations</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M_{\text{tree},1} = \exp[-2.997 + \log(\rho D^2 H_{\text{cor}})])</td>
<td>[70]</td>
</tr>
<tr>
<td>(M_{\text{palm}} = \exp[-6.378 - 0.877 \log(D^2 - 2 + 2.151 \log(H_{\text{cor}}))])</td>
<td>[66]</td>
</tr>
</tbody>
</table>

Alternative equations

<table>
<thead>
<tr>
<th>Equations</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M_{\text{tree},2} = \exp[-2.134 + 2.53 \log(D)])</td>
<td>[69]</td>
</tr>
<tr>
<td>(M_{\text{tree},3} = \rho \exp[-1.499 + 2.148 \log(D) + 0.933 \log(D)^2 - 0.0281 \log(D)^3])</td>
<td>[70]</td>
</tr>
<tr>
<td>(M_{\text{tree},4} = \exp[-0.37 + 0.333 \log(D) + 0.933 \log(D)^2 - 0.122 \log(D)^3])</td>
<td>[67]</td>
</tr>
<tr>
<td>(M_{\text{tree},5} = \exp[-3.1141 + 0.9719 \log(D^2 H_{\text{cor}})])</td>
<td>[68]</td>
</tr>
</tbody>
</table>

where \(M_{\text{tree}}\) = dry aboveground biomass of the tree (kg); \(M_{\text{palm}}\) = dry aboveground biomass of palm species (kg); \(\rho\) = wood density (g cm\(^{-3}\)); \(D\) = diameter at breast. \(H_{\text{cor}}\) = corrected tree height (m).

With the measured values of tree diameter and height (Section 2.2.1), measurement errors were described in total, systematic, and random terms [71]. The total error was quantified by the root-mean-square deviation (RMSD), while the systematic and the random errors were quantified by the Bias and the standard deviation (SD) of the measurement differences \(e_i\), respectively

\[
\text{RMSD} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (e_i)^2}, \quad \text{with } e_i = (m1_i - m2_i) \tag{1}
\]

\[
\text{Bias} = \frac{1}{n} \sum_{i=1}^{n} e_i \tag{2}
\]

\[
\text{SD} = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (e_i - \text{Mean})^2}, \tag{3}
\]

where “\(n\)” is the number of pairs of repeated measurements for \(D\) and \(H_{\text{cor}}\); \(m1_i\) = the first measurement of \(D\) or \(H_{\text{cor}}\); and \(m2_i\) = the second measurement of \(D\) or \(H_{\text{cor}}\).

The error in the wood density values was obtained in the literature [65]. The measurement errors in diameter at breast height (\(\sigma_D\)), height (\(\sigma_{H_{\text{cor}}}\)), and wood density (\(\sigma_\rho\)) were propagated to the allometrically estimated biomass by expanding the equations in Table 1 \(M_{\text{tree}1}\) with the Taylor series and maintaining only first order terms. For a biomass model of the type \(M_{\text{tree}} = a D^k H_{\text{cor}} \rho\), with \(\rho\) not correlated with \(D\) and \(H_{\text{cor}}\), the uncertainty in the biomass estimate of each live tree (\(\sigma_M\)) was estimated in terms of measurement errors by [64]

\[
\sigma_M = M_{\text{tree}} \left( \frac{\sigma_D^2}{D^2} + \frac{\sigma_{H_{\text{cor}}}^2}{H_{\text{cor}}^2} + \frac{\sigma_\rho^2}{\rho^2} + 2k \frac{\sigma_{DH}^2}{DH} \right)^{1/2} \tag{4}
\]

where “\(k\)” = 2, and \(DH\) is the covariance between \(D\) and \(H_{\text{cor}}\).

The uncertainty of the allometric model was estimated in terms of the model selection error (\(\sigma_s\)) and the residuals of the selected model (\(\sigma_e\)). The \(\sigma_s\) was calculated by the standard deviation of the biomass values of each tree estimated by the original equation (\(M_{\text{tree}1}\)) and by the four
alternative equations shown in Table 1 ($M_{tree2}$, $M_{tree3}$, $M_{tree4}$, $M_{tree5}$). The $\sigma_A$ was estimated by the equation [64,72,73]

$$
\sigma_A = \sqrt{CF^2 - 1(AGB)},
$$

(5)

where “CF” is the correction factor.

The $\sigma_M$, $\sigma_S$, and $\sigma_A$ errors were calculated at the tree level and added in quadrature to obtain plot-level estimates on a per-hectare basis. These plot-level errors, in turn, were combined in quadrature to obtain a total estimate of uncertainty $\sigma_{AGB}$ under the premises of additivity and statistical independence [71].

2.2.3. Digital Aerial Photogrammetry (DAP)

UAV Data

High spatial resolution images were acquired by a DJI Phantom 4 PRO (SZ DJI Technology Co., Ltd., Shenzhen, China) quadcopter UAV platform on 27 September 2018. The climatic conditions were clear sky and moderate winds ($<10$ m s$^{-1}$). Two flights were made with intersection areas to cover the entire area of interest. With a single charge, the average flight time was 14 min and covered an area of about 50 ha. The flights were conducted by the operator using the visual line of sight (VLOS) method at 120 m above ground level (AGL), following the Brazilian UAV piloting standards (https://publicacoes.decea.gov.br). The parameters for each flight and the sensor are shown in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coverage area (ha) 52 (flight 1)/45 (flight 2)</th>
<th>Flight height (m) 120</th>
<th>Flight speed (m/s) 10</th>
<th>Flight time (min) 15</th>
<th>Forward overlap (%) 75</th>
<th>Lateral overlap (%) 70</th>
<th>Sensor 1&quot; CMOS 20M pixel</th>
<th>Spectral bands Red, Green, Blue</th>
<th>Ground sample distance (cm) 3.2</th>
<th>Number of images 221 (flight 1)/213 (flight 2)</th>
<th>Image format JPG</th>
</tr>
</thead>
</table>

Photogrammetric Processing of UAV Imagery

The photogrammetric processing software Agisoft Metashape Professional Edition 1.6 [74] (www.agisoft.com) was used to generate the DTM and the 3D point clouds. The software offers a combination of structure-from-motion (SfM) algorithms [22,75] used to align the camera, find the homologous points in the overlapping images, and perform the reconstruction of the 3D geometry [76] (Table 3).

An intermediate process was used to optimize the positioning and alignment of the cameras, allowing a more precise construction of the 3D model, as performed by Domingo et al. [77]. For georeferencing the images, 41 three-dimensional ground control points (GCPs) were randomly distributed across the study area, 31 of which were used as control and ten as checkpoints. The coordinates of the GCPs were collected by a GNSS receiver model FOIF A60 (http://www.foif.com) in RTK mode, with a horizontal accuracy of ±0.007 m and a vertical accuracy of ±0.011 m. The dense cloud module was used to build the dense point clouds with the average densification quality option. At the end of the process, the horizontal and vertical root mean square error (RMSE) values, calculated with the ten checkpoints, were 0.04 and 0.11 m, respectively. Finally, the generated point clouds were exported in LAS format.

The DTM was built from the DAP point cloud using the Adaptive Triangulated Irregular Network (TIN) algorithm developed by Axelsson et al. [78], implemented in Agisoft Metashape Professional.
Edition 1.6 [74]. In this iterative algorithm, the point cloud is divided into a square grid. In each cell, the lowest point in the point cloud is detected and then triangulated to produce the first TIN. Subsequently, the grid points not used for the construction of the initial TIN are classified according to the linear distance to the nearest triangular face and the angles formed with the vertices of that triangular face. The points are classified as terrain when the distance and the angle formed are less than that established by the user. This process is repeated until there are no more points to be checked. We used a cell size of 50 m, a linear distance of 1 m, and an angle of 15°. In a study that evaluated the impact of different values of horizontal distance and angle on the generation of DTM from DAP point clouds obtained in a tropical forest area, no significant difference was observed between the generated DTMs [42].

**Table 3.** Processing steps and parameter settings used in Agisoft Photoscan Professional software for 3D point generation using UAV imagery.

<table>
<thead>
<tr>
<th>Task</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Image alignment</td>
<td>Accuracy: high</td>
</tr>
<tr>
<td></td>
<td>Pair selection: reference</td>
</tr>
<tr>
<td></td>
<td>Key points: 40,000</td>
</tr>
<tr>
<td></td>
<td>Tie points: 4000</td>
</tr>
<tr>
<td>(ii) Guided marker positioning</td>
<td>Manual relocation of markers on the 31 control points and 10 check points</td>
</tr>
<tr>
<td>(iii) Building dense point clouds</td>
<td>Quality: medium</td>
</tr>
<tr>
<td></td>
<td>Depth filtering: mild</td>
</tr>
</tbody>
</table>

DAP Assessment

The quality of the generated DTM was evaluated by two methods: (i) comparing the altitude values of the DTM with those measured with a GNSS at 73 points randomly distributed in the study area, and (ii) comparing the dominant height values of each plot measured in the inventory with the 99th percentile height values extracted from the 3D point clouds normalized by the DTM. Comparisons were performed using simple linear regression [79], and calculating the RMSE, the systematic error (Bias), and the SD. The terrain altitude values were measured in the field with the GNSS in RTK mode, with an altimetric precision of ±0.02 m. The dominant height was estimated by the average of the 25 tallest trees in the plot.

2.2.4. Structural Metrics

With the normalized point clouds, traditional metrics based on height information were estimated, as were metrics based on the Fourier transform of DAP vertical vegetation profiles of each inventory plot [44,45]. The vertical profiles of each plot were generated by dividing the 3D point clouds into vertical bins of 50 cm and counting the number of points present in each bin. Traditional metrics were estimated using FUSION/LDV 3.42 (US Forest Service, Washington, DC, USA) [43]. Fourier metrics, on the other hand, were calculated with custom scripts implemented in R [80].

Traditional Metrics

Traditional canopy height metrics and metrics that represent different aspects of canopy cover were calculated from the DAP point cloud to describe the structure of each plot. The height cutoff value of 1.5 m was used as a threshold to separate points representing the ground and the understory vegetation from those associated with the trees of interest (D ≥ 5 cm). The canopy height metrics included basic distribution statistics (mean, mode, variance, maximum, percentiles, etc.) and statistics describing the shape of the point cloud height distribution (skewness, kurtosis, linear moments), while the canopy cover metrics included ratios of points above a specified height threshold to the total
number of points. All metrics were extracted in the FUSION/LDV 3.42 software [43] and are described in Table 4.

Table 4. Traditional metrics extracted from normalized height values for each point cloud derived from UAV digital aerial photogrammetry (DAP).

<table>
<thead>
<tr>
<th>Type of Metric</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Height</td>
<td>$H_{\text{min}}$</td>
<td>Minimum</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{max}}$</td>
<td>Maximum</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{mean}}$</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{mode}}$</td>
<td>Mode</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{CV}}$</td>
<td>Coefficient of variation</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{SD}}$</td>
<td>Standard deviation</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{V}}$</td>
<td>Variance</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{IQ}}$</td>
<td>Interquartile distance</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{skew}}$</td>
<td>Skewness</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{kurt}}$</td>
<td>Kurtosis</td>
</tr>
<tr>
<td></td>
<td>($H_{01}, H_{05}, H_{10}, H_{20}, H_{25}, H_{30}, H_{40}, H_{50}, H_{60}, H_{70}, H_{75}, H_{80}, H_{90}, H_{95}, H_{99}$)</td>
<td>Percentiles values (1st, 5th, 10th, 20th, 25th, 30th, 40th, 50th, 60th, 70th, 75th, 80th, 90th, 95th, 99th)</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{sqrt}}$</td>
<td>Generalized mean for the 2nd power</td>
</tr>
<tr>
<td></td>
<td>$H_{\text{curt}}$</td>
<td>Generalized mean for the 3rd power</td>
</tr>
<tr>
<td></td>
<td>HAAD</td>
<td>Average absolute deviation</td>
</tr>
<tr>
<td></td>
<td>$HMAD_{\text{median}}$</td>
<td>Median of the absolute deviations from the overall median</td>
</tr>
<tr>
<td></td>
<td>$HMAD_{\text{mode}}$</td>
<td>Mode of the absolute deviations from the overall mode</td>
</tr>
<tr>
<td></td>
<td>$HL_{\text{skew}}$</td>
<td>L-moment skewness</td>
</tr>
<tr>
<td></td>
<td>$HL_{\text{kurt}}$</td>
<td>L-moment kurtosis</td>
</tr>
<tr>
<td></td>
<td>$HCRR$</td>
<td>Canopy relief ratio ($H_{\text{mean}} - H_{\text{min}})/(H_{\text{max}} - H_{\text{min}})$</td>
</tr>
<tr>
<td>(ii) Canopy cover</td>
<td>CCH</td>
<td># of points above 3.0 m</td>
</tr>
<tr>
<td></td>
<td>$CCH_{\text{mean}}$</td>
<td># of points above the mean height</td>
</tr>
<tr>
<td></td>
<td>$CCH_{\text{mode}}$</td>
<td># of points above the mode height</td>
</tr>
<tr>
<td></td>
<td>$CC_{3m}$</td>
<td># of points above 3.0 m/total # of points $\times$ 100</td>
</tr>
<tr>
<td></td>
<td>$CC_{H_{\text{mean}}}$</td>
<td># of points above the mean height/total # of points $\times$ 100</td>
</tr>
<tr>
<td></td>
<td>$CC_{H_{\text{mode}}}$</td>
<td># of points above the mode height/total # of points $\times$ 100</td>
</tr>
</tbody>
</table>

Fourier Metrics

According to the work of Treuhaft et al. [44], traditional height-based metrics use only part of the structural information contained in the 3D remote sensing data. To make better use of the information contained in the DAP point clouds, we produced vertical vegetation profiles for each plot and calculated metrics based on the Fourier transform of the profiles [46]:

$$
\gamma(f) = \frac{\int_{-\infty}^{\infty} w(z)e^{-2\pi f z} dz}{\int_{-\infty}^{\infty} w(z) dz},
$$

where $\gamma(f)$ is the Fourier transform of the profile at spatial frequency $f$ and $w(z)$ is the number of points found in the bin centered at height $z$.

The vertical profiles were decomposed into 30 Fourier frequencies ranging from 0.3 to 0.01 cycles/m (vertical wavelengths from 3.3 to 100 m), with a step of 0.01 cycles/m. This resulted in 30 additional metrics, which were represented by the modulus (or amplitude) of the resulting complex number (amp.01, amp.02, amp.03, ..., amp.30).

2.2.5. Statistical Methods

The structural metrics obtained by DAP were related to AGB, tree density (trees/ha, N), mean height ($H_{\text{plot}}$), mean diameter at breast height ($D_{\text{plot}}$), and basal area (BA) using multiple linear regression models. The best subset of explanatory variables was selected with an exhaustive
search of all possible combinations of variables, considering models with a maximum of six predictors. The best subset was selected based on the values of the Bayesian information criterion (BIC) and the coefficient of determination $R^2$. The errors in the field biomass estimates ($\sigma_{AGB}$), calculated for each of the 30 inventory plots, were used as weights in the AGB regression model estimated by weighted least squares. The errors in measuring height and diameter at breast height ($\sigma_D$ and $\sigma_{H\text{corr}}$), at the plot level, were also used as weights in their respective regression models.

The normality and homoscedasticity of the residuals of the selected models were verified with the Shapiro-Wilk and Bartlett’s tests, respectively, at a significance level of 5%. The existence of multicollinearity in the models was diagnosed by the variance inflation factor (VIF). Monte Carlo cross-validation was used to evaluate the predictive ability of the selected models, using 1000 random splits of the dataset into training (80%) and validation (20%) data. The prediction error was taken as the average of the RMSE values obtained in the 1000 repetitions. All statistical analyses were performed using the software R [80].

3. Results

3.1. Forest Inventory

The differences between the tree heights ($n = 150$) estimated by the trigonometric (clinometer) and visual methods are presented in Figure 3. The RMSD was approximately 2.5 m, and the most significant differences were observed in the tallest trees. In general, visual height estimates of the observer were underestimated by the clinometer in trees smaller than $\sim 9$ m and overestimated in trees larger than $\sim 15$ m. A random behavior of the differences is also noted between the heights of 9 and 15 m. In the equation fit to correct the visually-estimated heights ($H_{\text{cor}} = -1.1466 + H_{\text{obs}} \times 1.0792$), the coefficients were significant at the 5% level, and the $R^2$ was 0.74. With this model, all heights estimated with the visual method in the field were corrected ($H_{\text{cor}}$) for use in this study.

![Figure 3](image-url)

**Figure 3.** Differences in tree heights ($n = 150$) estimated in the field using the trigonometric (clinometer, $H_{\text{cor}}$) and the visual ($H_{\text{obs}}$) methods.

The errors calculated for the tree diameter (D) and height ($H_{\text{cor}}$) measurements are shown in Table 5. As expected, the errors observed in the D measurements ($\text{RMSE} = 2.8\%$) were significantly lower than those observed in the height measurements ($\text{RMSE} = 24\%$). The systematic error was close to zero; that is, there was no trend. Regarding the wood density ($\rho$), the values obtained in the literature indicated an average error of 23%.
Table 5. Measurement errors calculated with the re-measurement of 150 trees in 30 inventory plots in a secondary Atlantic Forest located in northeast Brazil. Statistics include total error (RMSD), systematic error (Bias), and random error (SD), in absolute and relative terms.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Range</th>
<th>RMSD (Absolute)</th>
<th>Bias (Absolute)</th>
<th>Standard Deviation (Absolute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter (cm)</td>
<td>16.0–95.8</td>
<td>1.0 (2.8%)</td>
<td>−0.008 (0.02%)</td>
<td>1.0 (2.8%)</td>
</tr>
<tr>
<td>Height (m)</td>
<td>3.1–21.5</td>
<td>2.5 (24.2%)</td>
<td>−0.3 (3.4%)</td>
<td>2.5 (24.9%)</td>
</tr>
</tbody>
</table>

The secondary Atlantic Forest showed AGB values ranging from near zero to 135 Mg ha\(^{-1}\) (Table 6). The mean diameter (\(D_{plot}\)) and the tree density (N) varied widely among plots. In terms of mean height, the average value observed can be considered low (~7 m) for the type of forest analyzed, despite the high variation observed. The basal area also showed a significant variation, following the trends observed for the mean diameter.

Table 6. Summary statistics of the field plot attributes (\(n = 30\)).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Mean</th>
<th>Range</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tree density (ha(^{-1}))</td>
<td>N</td>
<td>970.7</td>
<td>3.3–1959.5</td>
<td>581.8</td>
</tr>
<tr>
<td>Diameter (cm)</td>
<td>(D_{plot})</td>
<td>9.7</td>
<td>0.5–149.2</td>
<td>5.9</td>
</tr>
<tr>
<td>Height (m)</td>
<td>(H_{plot})</td>
<td>7.0</td>
<td>1.0–23.5</td>
<td>3.3</td>
</tr>
<tr>
<td>Basal area (m(^2)ha(^{-1}))</td>
<td>BA</td>
<td>9.7</td>
<td>0.002–25.9</td>
<td>6.4</td>
</tr>
<tr>
<td>Biomass (Mg ha(^{-1}))</td>
<td>AGB</td>
<td>43.1</td>
<td>0.2–134.78</td>
<td>36.7</td>
</tr>
</tbody>
</table>

3.2. Biomass Uncertainty

The measurement errors in diameter at breast height (2.8%), height (24.2%), and wood density (23.0%) resulted in an average error in the biomass estimate at the tree level of approximately 50% (Table 7). However, this error was reduced to 6.7% on average, when biomass was estimated at the plot level (\(\sigma_M\), Table 4). The error associated with the selection of the allometric equation ranged from 0.8% to 10% and was 6.5% on average, similar to the measurement error. The error associated with the residuals of the allometric model was 2.6% on average, contributing only 16% of the total biomass variance. The total uncertainty in the plot-level biomass estimates ranged from 2.9% to 37.5%, with an average of 9.7%.

Table 7. Plot-level uncertainties in field biomass estimates in a secondary Atlantic Forest in northeast Brazil.

<table>
<thead>
<tr>
<th>Error Source</th>
<th>Mean Error (Minimum–Maximum)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement ((\sigma_M))</td>
<td>6.7% (2.6–33.4%)</td>
</tr>
<tr>
<td>Allometry (model selection, (\sigma_S))</td>
<td>6.5% (0.8–10.0%)</td>
</tr>
<tr>
<td>Allometry (model residuals, (\sigma_A))</td>
<td>2.6% (1.0–13.6%)</td>
</tr>
<tr>
<td>Total ((\sigma_{AGB}))</td>
<td>9.7% (2.9–37.5%)</td>
</tr>
</tbody>
</table>

3.3. Dap Assessment

Figure 4 presents the orthomosaic (Figure 4a) and the DTM (Figure 4b) for the entire study area, and the detail of the orthomosaic for two field plots highlighted in red and yellow (Figure 4c,d). The figure also shows scatterplots for the evaluation of the accuracy based on the terrain elevation (Figure 4e) and the dominant tree height values (Figure 4f). In addition, it shows the distribution of the 73 points used for validating the elevation in the field (circles) and the limits of the 30 inventory plots. The elevation values of the DTM varied between 14.5 and 56 m and the plots were distributed over this entire interval. The elevation values collected with the GNSS in RTK mode varied between 15 and 45 m.
Figure 4. Orthomosaic (a) and digital terrain model (b) produced for the study area using digital aerial photogrammetry (DAP). (c,d) show the details for two inventory plots, highlighted in red and yellow, respectively. The scatterplot in (e) show DTM elevations vs. elevations measured in the field with GNSS in RTK mode for 73 checkpoints (filled circles), while (f) shows dominant tree heights measured in field plots (empty polygons) vs. height values derived with the H99 metric in the same locations.

The RMSE found for the terrain elevation was 4.0% (1.0 m), while the RMSE obtained for the dominant tree height was significantly higher (3.0 m or 24.7%). The terrain elevations measured in the field were highly correlated with ($R^2 = 0.98$), and slightly overestimated by (Bias = −0.53 m) the DTM. For plots with dominant heights up to ~12 m, the H99 metric extracted from the DAP point cloud overestimated the field height, whereas for plots with dominant heights above 12 m an opposite trend was observed (Figure 4e).

The point density of the DAP cloud was 200 pts/m$^{-2}$. In Figure 5, it is possible to observe the DAP point cloud, the DTM, and the associated elevation values extracted over the transect represented by the dotted line for two inventory plots in the study area: a plot with 1510 trees ha$^{-1}$ and 78.1 Mg ha$^{-1}$.
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(a–e); and a plot with 738 trees ha$^{-1}$ and 8.2 Mg ha$^{-1}$ (f–j). In general, the 3D DAP point clouds represented the structure of the top of the canopy well, regardless of the tree density. However, the DTM better represented the variation of the terrain under the canopy in the plots with lower density (red line in Figure 5h), when compared to plots with a more closed canopy (e.g., Figure 5c).

![Figure 5. Representation of the DAP point cloud (a,f) and DTM (b,g) for two field plots with tree densities of 1510 ha$^{-1}$ (first column) and 738 ha$^{-1}$ (second column). (c,h) show elevations obtained from the point cloud and the DTM over the longitudinal transects (dotted lines) shown in the previous figures. The figure also shows the point clouds in 3D (d,i) and the corresponding vertical profiles (e,j) produced for the plots.](image)

3.4. Statistical Models

The best model fit to estimate AGB showed a high performance, with a $R^2$ of 0.93 and a RMSE at the plot level of 9.3 Mg ha$^{-1}$ (22.5%) (Table 8 and Figure 6a,b). The explanatory variables selected were the amplitude of Fourier transform at four different frequencies (amp.12, amp.13, amp.14, and amp.15), the 20th percentile of the point cloud height values (H20), and the percentage of points with height values above the mode height of the plot (CC% $H_{\text{mode}}$).
The diagonal line represents $x = y$. The histograms show the distribution of the RMSE values obtained in the 1000 repetitions in the cross-validation procedure. Pred. = predicted, Est. = field-estimated, AGB = aboveground biomass, N = tree density, H = mean height, D = mean diameter, BA = basal area, and RMSE = root mean square error.

**Figure 6.** Field-estimated values versus those predicted by traditional and Fourier metrics derived from DAP: (a,b) biomass, (c,d) tree density, (e,f) mean height, (g,h) mean diameter, and (i,j) basal area. The diagonal line represents $x = y$. The histograms show the distribution of the RMSE values obtained in the 1000 repetitions in the cross-validation procedure. Pred. = predicted, Est. = field-estimated, AGB = aboveground biomass, N = tree density, H = mean height, D = mean diameter, BA = basal area, and RMSE = root mean square error.
Table 8. Summary statistics of models selected to estimate aboveground biomass (AGB), tree density (N), mean diameter ($D_{plot}$), mean height ($H_{plot}$), and basal area (BA).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Equation</th>
<th>$R^2$</th>
<th>RMSE</th>
<th>BIC</th>
<th>$R^2_{cv}$</th>
<th>RMSE$_{cv}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGB (Mg ha$^{-1}$)</td>
<td>amp.12, amp.13, amp.14, amp.15, H20, CC% $H_{mode}$</td>
<td>0.93</td>
<td>9.3 (22.5%)</td>
<td>−60.9</td>
<td>0.87</td>
<td>12.6 (30.6%)</td>
</tr>
<tr>
<td>N (trees.ha$^{-1}$)</td>
<td>amp.06, $H_{skew}$, $H_{MAD}$, $H_{60}$, HCRk, CC% $H_{mean}$</td>
<td>0.96</td>
<td>113.8 (12.0%)</td>
<td>−73.1</td>
<td>0.94</td>
<td>145.1 (14.9%)</td>
</tr>
<tr>
<td>$D_{plot}$ (cm)</td>
<td>amp.08, amp.25, HL3, HL4, $H_{mean}$, $H_{01}$, $H_{05}$, $H_{10}$</td>
<td>0.90</td>
<td>0.67 (9.1%)</td>
<td>−60.0</td>
<td>0.84</td>
<td>0.9 (12.0%)</td>
</tr>
<tr>
<td>BA (cm$^2$)</td>
<td>amp.21, $H_{mean}$, H50, CC% $H_{mean}$</td>
<td>0.93</td>
<td>1.75 (18.0%)</td>
<td>−59.2</td>
<td>0.89</td>
<td>2.2 (22.6%)</td>
</tr>
</tbody>
</table>

* all coefficients significant at 5% level; $R^2$ = coefficient of determination; RMSE = root mean square error; BIC = Bayesian information criterion; cv = cross-validation; amp.# = amplitude of the Fourier transform at the given spatial frequency.

The model residuals showed normal distribution with constant variance, confirmed by the Shapiro-Wilk ($p = 0.25$) and Bartlett’s ($p = 0.24$) tests. Also, the existence of multicollinearity between the selected explanatory variables was not observed, as indicated by VIF values less than 10. The cross-validation process resulted in a maximum error of 30.5 Mg ha$^{-1}$ (74%). However, the error was below 18.3 Mg ha$^{-1}$ (44.4%) in 95% of the repetitions, with an average value of 12.6 Mg ha$^{-1}$ (30.6%) (Figure 6b).

Besides AGB, it was possible to estimate the values of N, $H_{plot}$, $D_{plot}$, and BA with a high level of accuracy in the studied forest fragment (Table 8 and Figure 6). For all models fitted, the $R^2$ values were above 0.9, and the RMSE values were below 20%. In the cross-validation, the average $R^2$ values were above 0.84 and the RMSE was below 22.6%.

In the models selected for estimating tree density, mean diameter, and basal area, the explanatory variables selected included at least one Fourier amplitude, traditional height-based metrics, and one canopy cover metric (Table 8), as observed for the AGB model. As for the mean height model, only metrics based on the Fourier transform and height-based metrics were selected (Table 8). The normality and homoscedasticity of the residuals were confirmed by the Shapiro-Wilk and Bartlett’s tests ($p > 0.05$) in all models. In addition, multicollinearity issues were not observed among the selected explanatory variables (VIF < 10).

4. Discussion

4.1. Uncertainties in the Estimation of Field AGB

In a study conducted by Gonçalves et al. [71], the authors evaluated measurement, allometric, temporal, and co-location errors associated with plot-level AGB estimates produced for the calibration of remote sensing data. They found that, although small when considered individually, combined, measurement and allometric errors can result in uncertainties of up to 30%. However, these errors are usually overlooked in the analysis, which can mask the final errors found in AGB models based on remote sensing data.

In this study, the mean total error of the AGB estimates used in the calibration was approximately 10%, lower than that found in other tropical forests [44,66]. It should be noted that the equation by Chave et al. [70] was fit using data from a high number of tropical forest species, covering different classes of diameter, height, and wood density, resulting in reliable estimates of biomass and reduced errors. The measurement error ($\sigma_M$) and the error associated with the choice of the allometric equation ($\sigma_S$) found in this study were 6.7% and 6.5% on average, similar to those found by Gonçalves et al. [71] (6.4% and 7.1%, respectively). The error related to the residuals of the allometric model ($\sigma_A$) was the lowest source of uncertainty, with an average of 2.6%.

The relatively low errors found in this study are also associated with the fact that we were able to overlook two common sources of uncertainty: the error resulting from spatial disagreement between field and remote sensing measurements (i.e., co-location error), and the error introduced when accounting for temporal differences in data acquisition. This is because the four vertices of the plots were georeferenced with high precision (Section 2.2.1), and the time difference between the field
inventory and the remote sensing data acquisition was lower than 30 days. However, despite being small, the calculated errors were still considered in the fit of the regression models.

4.2. Reconstruction of the 3D Forest Structure Using DAP

The products obtained by DAP (DTM and 3D point clouds) represented well the height and the structure of the analyzed forest canopy (Figures 4 and 5), as observed in other studies [29,77,79,81,82]. The results found in this work indicate that the DAP technique can be used as an alternative tool to LiDAR for the characterization of vegetation, with the advantage of presenting a lower cost in the survey of small areas. Despite fundamental differences observed between these techniques, several studies show agreement between the point clouds generated by DAP and LiDAR [41,81,83].

In this study, we chose to use GCPs to assist in the pre-processing of the aerial images and thus guarantee the best quality possible in the DAP products for the estimation of AGB at the plot level (~0.25 ha). The low vertical RMSE (13 cm) found in the process of aligning and georeferencing the photos proves the quality of the three-dimensional information generated with this approach. However, at the scale of several hectares, it should be noted that studies such as that by Swinfield et al. [84] suggest that the use of GCPs tends not to significantly influence biomass estimates, despite its importance in applications that require a high level of spatial and temporal detail. The process of collecting these points is usually slow and expensive, and this activity may not be feasible in large forest areas. It is worth noting that the quality of the point clouds generated by DAP is also related to factors such as weather conditions, overlap rate, ground sample distance (GSD), and type of sensor used, among other characteristics [77,81,85].

The performance of DAP in forest areas is a function of the quality of the DTM used, among other factors [79]. The DTM is used to normalize the 3D point clouds (Figure 5b,g) and thus allow the characterization of the vertical structure of the vegetation. The high agreement found between the measured and estimated elevation values (RMSE = 1 m or 4%, $R^2 = 0.98$) (Figure 4e) prove the strong performance of the DTM generated to represent areas with a low vegetation density (Figure 5, second column), as observed by Kachamba et al. [42] in tropical dry forests (“miombo” woodlands) in northern Malawi, Africa. Despite the low error, the values found in our area were slightly overestimated (Figure 4e), as observed in other DAP studies [79,82]. In addition to the good performance of the point cloud filtering and interpolation processes used, it is worth mentioning that the studied area is quite fragmented and has a high number of clearings (Figure 4a,d), which made it possible to view the terrain at various points inside the vegetation. We note that more than 80% of the Atlantic Forest fragments are smaller than 50 ha, with the average distance between fragments being approximately 1440 m [57]. Therefore, the “patchy” conditions observed in our study area, which facilitate the construction of accurate DTMs, are characteristic of the Atlantic Forest biome. The fragment is inserted in a region with strong agricultural aptitude, bordering annual crops in proximity to roads to evacuate production. This also made it possible to visualize the terrain in areas adjacent to the forest fragment, helping the interpolation process for the generation of the DTM.

Despite the good performance of the DAP in representing the canopy of the studied forest, it is essential to highlight that the point clouds had a less satisfactory performance in representing the terrain and the understory in areas of denser vegetation cover (Figure 5, first column). This result was also found by Dandois et al. [79,82] when comparing forest and non-forest testing areas on The University of Maryland, Baltimore County campus. The use of this tool may, therefore, be impractical in certain types of vegetation, as observed by other authors in different forest formations [42,83]. Dietmaier et al. [40], for example, found that canopy openings should be at least 200 m² in order for DAP to be able to characterize the ground response with accuracy, when working in a disturbed Boreal forest in northern Alberta, Canada.

Even explaining 67% of the variation in the dominant height values observed in the field (Figure 4f), the RMS error found in the study area was approximately 3.0 m (RMSE = 24%). However, in addition to the error associated with the H99 metric, the measurement error (2.5 m, 24.2%)
found for the height of the trees (Table 5) should also be considered when assessing the quality of the DAP products generated in this study. These maximum height values extracted directly from the point cloud (H99) usually underestimate the actual height, as demonstrated in the literature review by Goodbody et al. [21]. The results found in this study confirm the above, with H99 values underestimating the dominant height in taller plots (Figure 4f). Therefore, a direct association of tree height values obtained in the field with those obtained indirectly by DAP is not recommended. Ideally, structural metrics derived from DAP should be employed in the fit of statistical models for height estimation, as demonstrated in this study.

4.3. DAP for Biomass Estimation

REDD+ mechanisms can make use of remote sensing techniques to estimate the amount of AGB in forests over time and space [2]. With the advancement of DAP techniques, point clouds obtained by UAV have also been used in AGB estimation studies [19,83]. However, few studies investigate the estimation of AGB in secondary tropical forests, and virtually no study explores the potential of DAP for the estimation of other variables of interest in these secondary forests, such as basal area, tree density, diameter and height. In the vast majority of studies based on DAP, the point cloud is normalized by a DTM obtained by LiDAR, increasing the cost of the process [29–31]. It is also important to highlight that, unlike most studies that use remote sensing data to fit models for estimating forest structure, in this work, measurement (σM) and allometric (σs and σA) errors were taken into account. The models performed well, with errors similar in magnitude to those found in studies that did not consider the uncertainties in the field biomass [19,42], but with the advantage of using an appropriate weighted fit.

The AGB model developed presented a high R² value and a low RMSE (Table 8 and Figure 6). The results are similar to those found in other studies based on DAP [19,42] and reinforce the potential of products derived by DAP for biomass inventory. The structural metrics selected in the AGB model managed to explain 93% of the variation in biomass at the plot level, with performance comparable to that obtained in studies carried out with LiDAR [17,45,50,86]. The cross-validation process indicated a high predictive ability of the model, with an average RMSE of 12.60 Mg ha⁻¹ (30.6%). This result was better than that observed by Domingo et al. [77] in the estimation of AGB in a tropical woodland forest (RMSE = 31.51%), where a 10 cm ground sample distance (GSD) and a 70% overlap rate were used.

In addition to the quality of the generated DAP product, it is worth highlighting the contribution of metrics based on the Fourier transform, which were demonstrated in the context of DAP profiles for the first time in the present study. In the model selected for the estimation of AGB, four amplitudes of the Fourier transform were included, calculated at spatial frequencies ranging from 0.12 to 0.15 cyc/m (amp.12, amp.13, amp.14 and amp.15). Qualitatively, the selection of these metrics suggests that the biomass in the study site has a strong dependence on variations in the forest structure observed in vertical scales ranging from 6.7 to 8.3 m (vertical wavelength = 1 / frequency). As in the study by Treuhaft et al. [45], the vertical scales associated with the selected frequencies coincide with the average height of the plots, as measured in the field. The use of the Fourier transform makes it possible to explore finer details in the vertical structure, which in general are omitted in traditional height-based metrics [45,46].

In addition to Fourier metrics, the model included two traditional metrics, calculated directly from the point clouds: the relative height associated with the 20th percentile (H20) and a canopy cover metric, calculated as the percentage of points in the DAP cloud with height above the mode height (CC%H_mode). This result suggests that optimal models for the prediction of biomass include a combination of metrics that capture the vertical structure with metrics that describe the canopy cover.

It should be noted that the metrics selected in this study may not be suitable for estimating biomass in forests with different structures. The low density of individuals, the large number of clearings, and the existence of roads and temporary crops close to the analyzed fragment favored the identification of areas with soil response exposed in the images collected by UAV. After identifying
the soil, it was possible to create an excellent DTM, even under the densest vegetation (Figure 5b). The normalization of the point clouds, performed by subtracting the DTM, is a fundamental process in the extraction of structural metrics to describe the forest structure [87,88]. Another fact that should be pointed out is the presence of a relatively flat terrain in the study area, which facilitated the process of interpolation of the DTM in places where it was not possible to obtain elevation values from the ground (Figures 4 and 5b).

4.4. DAP for Estimation of Basal Area, Diameter, Height And Density

Traditionally, forest inventory campaigns are used to define the best vegetation management strategy and formulate effective forest policies [89]. The high cost, the complexity of the survey, and the impact of climate change on forests have motivated the modernization of campaigns and inventory methods [21,43,90]. Several studies have pointed out DAP as an alternative technique to estimate dendrometric parameters of vegetation [28,91–93]. In this study, the 3D DAP point cloud showed great potential for the estimation of basal area, tree density, mean height and mean diameter at breast height at the plot level (Table 8 and Figure 6). The best result obtained was in the prediction of mean diameter values, with an average RMSE in the cross-validation process of 0.8 cm (8.2%). This error was lower than that found by Nurminen et al. [94] (RMSE = ~12%) in a study that tested two different rates of overlap in image acquisition in a forest in Sonkajärvi, in central Finland. Mean height was estimated in this study with a RMSE of 0.9 m (12.0%), slightly higher than the error found by Navarro et al. [92] (RMSE = 1.58 m or 10.71%) in the estimation of height in a managed pine forest located in the north of Madrid, Spain. Ota et al. [95] managed to explain 93% of the height variation in a temperate coniferous forest, with a cross-validation error of approximately 7%. Krause et al. [96] also obtained excellent results in estimating individual tree heights, with a RMSE below 0.5 m. It should be noted that in all studies mentioned above, the DTM was obtained using LiDAR techniques, which is different from the technique used in this study. The model for estimating the number of individuals per hectare explained 94% of the variation, with a RMSE of 145.1 ha⁻¹ (~15%), also yielding satisfactory results when compared to similar studies [92]. The basal area was also estimated with a good performance when compared to other studies, despite showing the highest errors among all variables analyzed (RMSE = 2.2 m² ha⁻¹ or 22.6%). Straub et al. [97], for example, found errors close to 30% when estimating basal area in mixed forests in Europe.

As in the AGB model, the amplitude of the Fourier transform was selected in at least one frequency in all models described above. In the predictive models of tree density and mean diameter, the frequency of 0.06 cyc/m (amp.06) was selected, corresponding to a vertical wavelength of 16.7 m. In the basal area model, the frequency of 0.21 cyc/m (amp.21) was selected, corresponding to a vertical scale of 4.8 m, and in the mean height model, two frequencies (amp.06 and amp.25) were selected, corresponding to vertical scales of 16.7 and 4 m, respectively. These results reinforce the importance of exploring finer details of the vertical forest structure when developing predictive models for inventory attributes.

In addition to the metrics based on the Fourier transform, all models included conventional height-based and/or canopy cover metrics, following the pattern observed in the AGB model. For the tree density model, a traditional metric (Table 8) that describes the structure of the canopy (CC%Hmean) was selected, exploring the close relationship between number of trees and canopy cover. A measure of dispersion of height values (Hskew) was also selected, in addition to three statistics related to the height distribution in the plot (HMADmode, H60, and HCRR). For the height model, traditional metrics were selected that describe the dispersion of height values in the plot (Hkurt) and three relative heights associated with the first (H01), fifth (H05), and tenth (H10) percentiles. For the mean diameter model, only measures that describe the position of the heights were selected, including measures based on the calculation of moments (HL3, HL4, and HLskew), the height corresponding to the first percentile (H01) and the fraction of points with height above the mean height of the plot (CC%Hmean). Finally, in the basal area model, two variables related to measurements of central tendency (Hmean and
H50) and a canopy cover measure (CC%H\text{mean}) were selected. All models, except the height model, included a canopy cover metric as an explanatory variable. Cover metrics contain information on the horizontal structure of the forest, which is not relevant for height estimation. We highlight the CC%H\text{mean} metric, which was selected in the models for N, D\text{plot}, and BA, representing an important structural measure for the estimation of dendrometric variables in the analyzed forest.

5. Conclusions

Digital aerial photogrammetry (DAP) techniques were used to estimate aboveground biomass (AGB), tree density (N), mean diameter at breast height (D\text{plot}), mean height (H\text{plot}), and basal area (BA) in a fragment of secondary Brazilian Atlantic Forest in northeastern Brazil. Decision making based on forest inventory must consider the interactions between forest growth and climate in a climate change scenario. Mapping and accurate estimation of AGB and other dendrometric variables may allow for more versatile planning to minimize carbon emissions, preserve biodiversity, and detect forest degradation processes early.

The results of this study indicate that products derived from DAP, produced without the support of auxiliary data, can be used for the calibration of useful models for estimation of AGB and other forest variables of interest in secondary forest fragments of the Atlantic Forest, supporting the implementation and monitoring of REDD+ projects. The results also demonstrate the potential use of DAP in operational forest inventory to enable quick access to information by forest managers. We conclude that the uncertainties associated with field estimates of biomass using allometric equations provided in the literature should be taken into account in the statistical modeling, providing more reliability in the final results. We also conclude that techniques that make it possible to explore finer details of the forest structure captured by point clouds, such as the Fourier transform of vertical profiles, provide a significant gain in accuracy, especially when combined with traditional metrics that describe canopy cover.

Further studies should be carried out to evaluate the effects of different rates of overlap and flight height, processing parameters, as well as the need to use control points. In addition, studies must be carried out in an area with sloping terrain, which can impair the construction of the DTM. Future studies should also assess the contribution of spectral data to structure-based models to improve forest inventory estimates derived from DAP.
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- AGB: Aboveground Biomass
- AGL: Above Ground Level
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