A Sparse Denoising-Based Super-Resolution Method for Scanning Radar Imaging
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Abstract: Scanning radar enables wide-range imaging through antenna scanning and is widely used for radar warning. The Rayleigh criterion indicates that narrow beams of radar are required to improve the azimuth resolution. However, a narrower beam means a larger antenna aperture. In practical applications, due to platform limitations, the antenna aperture is limited, resulting in a low azimuth resolution. The conventional sparse super-resolution method (SSM) has been proposed for improving the azimuth resolution of scanning radar imaging and achieving superior performance. This method uses the $L_1$ norm to represent the sparse prior of the target and solves the $L_1$ regularization problem to achieve super-resolution imaging under the regularization framework. The resolution of strong-point targets is improved efficiently. However, for some targets with typical shapes, the strong sparsity of the $L_1$ norm treats them as strong-point targets, resulting in the loss of shape characteristics. Thus, we can only see the strong points in its processing results. However, in some applications that need to identify targets in detail, SSM can lead to false judgments. In this paper, a sparse denoising-based super-resolution method (SDBSM) is proposed to compensate for the deficiency of traditional SSM. The proposed SDBSM uses a sparse minimization scheme for denoising, which helps to reduce the influence of noise. Then, the super-resolution imaging is achieved by alternating iterative denoising and deconvolution. As the proposed SDBSM uses the $L_1$ norm for denoising rather than deconvolution, the strong sparsity constraint of the $L_1$ norm is reduced. Therefore, it can effectively preserve the shape of the target while improving the azimuth resolution. The performance of the proposed SDBSM was demonstrated via simulation and real data processing results.
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1. Introduction

Radar has been widely used in military and civilian fields thanks to its all-day and all-weather imaging capabilities. Scanning radar, as a simple radar device, can obtain target information in the imaging area only by antenna scanning [1–3]. Scanning radar has no imaging blind-zone and can achieve forward-looking imaging [4,5], which is of great significance for the precision guidance of weapons, automatic driving of vehicles and airdropping of materials.

In practice, we expect radar to provide high-resolution images. The technology of range resolution enhancement is mature. Range resolution can be expressed as $\rho_r = c/(2B)$ by transmitting a large-bandwidth signal and compressing the received echo, where $\rho_r$ is the range resolution, $c$ is the speed of light and $B$ is the bandwidth. However, in an azimuth, the Rayleigh criterion indicates that its resolution cannot exceed the Rayleigh distance (RD) [6–8]. In radar imaging, RD is approximately equal to the antenna beam width. Thus, at distance $R$, the azimuth resolution is approximately $R\theta$, where $\theta$ is the antenna beam width. For a radar system with a bandwidth of 20 MHz and an antenna beam width of 3°,
the range resolution at 1000 m is approximately 7.5 m, and the azimuth resolution is only approximately 52.3 m. It can be seen that the azimuth and range resolutions are severely mismatched. To improve the azimuth resolution, radar emits a narrow beam, but a narrow beam requires a large antenna aperture. However, in practical applications, due to the limitations of platforms such as airplanes and automobiles, antenna aperture is limited, resulting in limited azimuth resolution.

Since increasing an antenna’s aperture is usually not feasible, researchers have sought to improve the azimuth resolution of scanning radar via signal processing methods. Current research has demonstrated that the azimuth echo after pulse compression and range walk correction can be regarded as a convolution of the antenna pattern and the target scattering distribution [9,10], which indicates that the azimuth resolution can be improved by deconvolution methods. However, deconvolution is extremely ill-conditioned. The effect of noise may cause the deconvolution results to deviate significantly from the true values.

A number of methods have been proposed to improve the poor condition of deconvolution and improve the resolution in radar imaging. In 2000, Sadjadi F utilized the famous Wiener filtering method (WFM) to improve the resolution of radar [11]. This method transforms the signal into the frequency domain for processing while essentially minimizing the mean square of the estimation error. However, WFM has limited resolution improvement, and its performance is susceptible to noise interference. The truncated singular value decomposition method (TSVDM) is based on the theory of matrix decomposition, and it can suppress noise by setting a threshold to truncate smaller singular values [12,13]. In 2019, it was utilized in through-the-wall radar imaging [14]; however, it only achieved limited resolution improvement. Based on an array signal, Capon [15,16] and multiple signal classification (MUSIC) algorithms (such as [17,18]) can also be used to improve radar resolution. However, they need multiple snapshots, as their performance is poor for single snapshots. The iterative adaptive approach (IAA) can provide robust resolution improvements for single snapshots [19,20]. In [21,22], Zhang Y et al. applied IAA to airborne radar forward-looking imaging and achieved good results, but the resolution can be further improved. In 1992, L. Rudin et al. proposed a well-known total variation method (TVM) which can better preserve the contour information of the target [23]. TVM is widely used in many fields because of its excellent contour preservation ability [24–26]. In 2020, we proposed a fast TVM (FTVM) for airborne radar imaging [27]; however, since the TV operator is sensitive to noise, the performance is limited to low signal-to-noise (SNR) conditions. The method, based on probability and statistics, is also a research hotspot. This method assumes the prior distribution of the target and noise and estimates the target via probability and statistics. In recent years, research has mainly focused on maximum likelihood estimation (MLE) [28,29] and maximum a posteriori estimation (MAPE) [30,31]. These methods have also recently been utilized in radar imaging [32–34].

In addition, the sparse super-resolution method (SSM) is another well-studied method and has been widely used to achieve super-resolution imaging for sparse targets [35,36]. This method employs the $L_1$ norm to represent the priors of sparse targets; then, the super-resolution is achieved by solving an $L_1$ regularization problem. It has been proven that SSM achieves better super-resolution performance for sparse strong-point targets than the above methods. In [37], SSM was utilized to improve the azimuth resolution of a scanning radar. The study found that the SSM regards the target as a strong point with sparse characteristics, which is beneficial to the resolution improvement of strong-point targets. However, for some targets with typical shape characteristics, SSM causes the shape characteristics of the target to be lost. In such cases, we cannot determine the specific shape of the target from the SSM processing result, which leads to misjudgment.

Based on the convolution model of azimuth echo in scanning radar imaging, a sparse denoising-based super-resolution method (SDBSM) is proposed to improve the azimuth resolution in this paper. For the research, we assumed that the target is sparse, and we studied the method based on regularization theory. Then, the $L_1$ norm was used to characterize the sparsity of the target and was used for denoising. Next, under the
framework of regularization, we combined denoising and least squares deconvolution to obtain the objective function. The azimuth resolution was improved by cross-iteration. The improved resolution exceeded the Rayleigh limit and achieved super-resolution imaging. The proposed SDBSM uses the $L_1$ norm for denoising, whereas SSM uses the $L_1$ norm for deconvolution. In this way, SDBSM can not only improve the resolution but also weaken the strong sparsity of SSM. For sparse targets with typical shape characteristics, it can effectively preserve the shapes of targets, which is helpful for accurate identification. The performance of the proposed SDBSM is demonstrated herein by experimental data.

The main contributions of the paper are as follows:

- We point out that the azimuth echo of a scanning radar can be regarded as a convolution of the antenna pattern and target scattering distribution, so the azimuth resolution of scanning radar can be improved via deconvolution methods.
- To improve on the shortcomings of traditional SSM, we propose the SDBSM method to improve the azimuth resolution of a scanning radar. The proposed SDBSM uses the sparsity constraint of the target to denoise, and it realizes the scanning radar super-resolution imaging through the cross-iteration of denoising and deconvolution.
- We compare SDBSM with traditional TSVDM, FTVM, MLE, IAA, MAPE and SSM using simulations and real data. This demonstrates that SDBSM can effectively preserve the shape of a main target while resolving the adjacent targets, which is helpful for identifying the main target.

The rest of the paper is organized as follows. In Section 2, we review the traditional SSM. In Section 3, we provide details of the development of the proposed SDBSM. In Section 4, we use simulations and real data to verify the performance of the proposed SDBSM in terms of resolution improvement and shape preservation. In Section 5, we summarize the full paper and present the conclusions.

2. Super-Resolution Imaging Using Traditional SSM

In previous research, we have deduced the signal components of scanning radar images and indicated that the azimuth echo after pulse compression and range walk correction can be modeled as a convolution of the antenna pattern and target scattering distribution \[4,38\]. After discretization, the echo is expressed as

$$r = Au + n$$

where $r$ is the received echo of the radar, $u$ is the target scattering distribution, $n$ is noise and $A$ is the convolution matrix structured by the antenna pattern, i.e.,

$$A = \begin{bmatrix}
h_1 & 0 & \cdots & 0 \\
h_2 & h_1 & \ddots & \vdots \\
\vdots & h_2 & \ddots & 0 \\
h_L & \vdots & \ddots & h_1 \\
0 & h_L & \vdots & h_2 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & h_L
\end{bmatrix}$$

SSM is an excellent tool to recover the target $u$ from the noise-polluted echo $r$. It requires minimization of the following optimization problem:

$$\hat{u} = \min_u \frac{\mu}{2} \|Au - r\|_2^2 + \|u\|_1$$

where $\|u\|_1 = \sum_i |u_i|$. 
To minimize problem (3), we use the split Bregman algorithm. Firstly, a variable $z$ is employed to replace $u$, i.e.,

$$\hat{u} = \min_u \frac{\mu}{2} \| Au - r \|_2^2 + \| z \|_1$$

(4)

Then the constraint of the problem (4) can be relaxed; i.e.,

$$\hat{u} = \min_u \frac{\mu}{2} \| Au - r \|_2^2 + \frac{\lambda}{2} \| u - z \|_2^2 + \| z \|_1$$

(5)

Next, using the Bregman iteration algorithm, we can obtain the iteration strategy [39]:

$$\left( u^{k+1}, z^{k+1} \right) = \min_{u,z} \left\{ \frac{\mu}{2} \| Au - r \|_2^2 + \frac{\lambda}{2} \| z^k - u - g^k \|_2^2 + \| z \|_1 \right\}$$

(6)

where

$$g^{k+1} = g^k + u^{k+1} - z^{k+1}$$

(7)

Finally, (8) is minimized by cross-iteration [27]:

$$u^{k+1} = \left( \mu A^T A + \lambda I \right)^{-1} \left( \mu A^T r + \lambda \left( z^k - g^k \right) \right)$$

(8)

$$z^{k+1} = \zeta \left( u^{k+1} + g^k, 1/\lambda \right)$$

(9)

$$g^{k+1} = g^k + u^{k+1} - z^{k+1}$$

(10)

where $I$ is an identify matrix, $\zeta(u, q) = \text{sign}(u_i) \max(|u_i| - q, 0)$.

3. Super-Resolution Imaging Using the Proposed SDBSM

In this section, the proposed SDBSM is presented in detail to realize super-resolution imaging for scanning radar, and the computational complexity is analyzed.

3.1. Deduction of the Method

The proposed SDBSM uses $L_1$ norm constrain denoising. The objective function is composed of alternate deconvolution and denoising; i.e.,

$$\hat{u} = \min_{u,f} \frac{1}{2} \| Au - r \|_2^2 + \beta_1 \| u - f \|_2^2 + \beta_2 \| f \|_1$$

(11)

where $\beta_1$ and $\beta_2$ are positive regularization parameters.

In (11), the term $\frac{1}{2} \| Au - r \|_2^2$ can be regard as a least square deconvolution process, and the term $\beta_1 \| u - f \|_2^2 + \beta_2 \| f \|_1$ is a standard sparse denoising problem. When comparing (11) with (3), the denoising process is added.

Problem (11) can be solved by decoupling deconvolution and denoising. Beginning from an initial variation $f^0$, this method computes a sequence of iterates $u^1, f^1, \ldots, u^k, f^k, \ldots, u^K$ and $f^K$, where $u^k$ and $f^k$ denote the $k$-th iterative values of $u$ and $f$, and $K$ is the number of iterations.

Using this strategy, (11) is solved by cross-iteration:

$$u^k = \min_u \frac{1}{2} \| Au - r \|_2^2 + \beta_1 \| u - f^{k-1} \|_2^2$$

(12)

$$f^k = \min_f \frac{\beta_1}{2} \| u^k - f \|_2^2 + \beta_2 \| \nabla f \|_1$$

(13)
As the $u$-problem (12) only includes the $L_2$ norm, it can be solved by the gradient method; that is,

$$u^k = \left( A^T A + \beta_1 I \right)^{-1} \left( A^T r + \beta_1 f^{k-1} \right)$$  \hspace{1cm} (14)

As for the $f$-problem (13), it is solved by the split Bregman algorithm. We first introduce a variation $d$ to replace the $L_1$ norm; i.e.,

$$f^k = \min_{f} \frac{\beta_1}{2} \| u - f \|_2^2 + \beta_2 \| d \|_1$$  \hspace{1cm} s.t.  \hspace{0.5cm} d = f  \hspace{1cm} (15)

Then, the constrained problem (15) can be transformed to an unconstrained one:

$$f^k = \min_{f} \frac{\beta_1}{2} \| u - f \|_2^2 + \frac{\alpha}{2} \| d - f - g^{k-1} \|_2^2 + \| d \|_1$$  \hspace{1cm} (16)

where $\alpha = \beta_2 \lambda$ and $\lambda$ is a positive parameter.

Finally, the iteration equations are obtained using the Bregman iteration algorithm:

$$\left( f^k, d^k \right) = \min_{f,d} \frac{\beta_1}{2} \| u^k - f \|_2^2 + \frac{\alpha}{2} \| d - f - g^{k-1} \|_2^2 + \| d \|_1$$  \hspace{1cm} (17)

where

$$g^k = g^{k-1} + f^k - d^k$$  \hspace{1cm} (18)

When fixing $d$ and $g$, the $f$-problem is solved by minimizing the following problem:

$$f^k = \min_{f} \frac{\beta_1}{2} \| u^k - f \|_2^2 + \frac{\alpha}{2} \| d^{k-1} - f - g^{k-1} \|_2^2$$  \hspace{1cm} (19)

It is solved by iterating

$$f^k = \beta_1 u^k - \alpha \left( d^{k-1} - g^{k-1} \right)$$  \hspace{1cm} (20)

While fixing $f$ and $g$, the $d$ problem can be solved by minimizing

$$d^k = \min_{d} \frac{\alpha}{2} \| d - f^k - g^{k-1} \|_2^2 + \| d \|_1$$  \hspace{1cm} (21)

It can be solved by iterating:

$$d^k = \zeta \left( f^k + g^{k-1}, 1/\alpha \right)$$  \hspace{1cm} (22)

Therefore, for using the proposed SDBSM to achieve super-resolution imaging of scanning radar, the flowchart is shown in Figure 1. The pseudocode code of SDBSM is shown in Appendix A.
Input the received echo $r$ and the convolution matrix $A$

Initialize: $f^0=0$, $d^0=0$, $g^0=0$, $k=1$

Set: $\alpha$, $\beta_1$, and $K$

$$u^i = (A^T A + \beta_1 I)^{-1} (A^T r + \beta_1 f^{i-1})$$

$$f^i = \beta u^i - \alpha (d^i - g^{i-1})$$

$$d^i = \zeta (f^i + g^{i-1} - 1/\alpha)$$

$$g^i = g^{i-1} + f^i - d^i$$

$k = k + 1$

$k = K$?

No

Yes

Output the super-resolution image $u$

Figure 1. A flowchart of super resolution imaging using SDBSM.

3.2. Analysis of the Computational Complexity

The above deduction shows that SDBSM can be realized by four-step iteration, i.e., (14), (20), (22) and (18). After analysis, it can be seen that the main computational complexity comes from (14), which reaches the order of $O(N^3)$. As for (20), (22) and (18), only basic operations are included. Compared with (14), their computational complexity is negligible.

For (14), assume that the azimuth samples is $N$. The matrix $A$ is transposed to $A^T$, and the computational complexity is $O(N^2)$. In the iterative process, $A^T A$ and $A^T y$ need to be calculated once, and the computational complexities are $O(N^3)$ and $O(N \log N)$, respectively, where $A^T y$ can be obtained by fast Fourier transform with a computational complexity of $O(N \log N)$ [27]. Let $\Psi = A^T A + \beta_1 I$; then, the computational complexity of each iteration is $O(2N^2)$. For the inversion of $\Psi$, the computational complexity is $O(N^3)$. Let $\Omega = A^T y + \beta_1 x^{-1}$; the computational complexity of each iteration is $O(2N)$ and can be ignored. Then, multiply $\Psi^{-1}$ and $\Omega$ with a computational complexity of $O(2N^2)$. Therefore, the computational complexity of the proposed SDBSM is $O((K+1)N^3 + (4K + 1)N^2 + N \log N)$, where $K$ is the number of iterations. It can be seen that the computational complexity of the proposed SDBSM is high. In the next study, we will analyze the reasons for the high computational complexity and accelerate the algorithm.

4. Experimental Verification of the Proposed SDBSM

In this section, we discuss the experiments conducted to demonstrate the performance of the proposed SDBSM. We consider two aspects of performance: the ability to distinguish adjacent targets and the ability to maintain the shape of the target. In addition, the experimental results are compared with some traditional super-resolution methods, including TSVDM [13], TFM [27], IAA [40], MLE [32], MAPE [34] and SSM [37].

4.1. A Simulation of Strong-Point Targets

The first set of experiments were designed to verify the algorithm’s ability to distinguish adjacent targets. The original scene consisted of two adjacent strong-point targets
at −0.8° and 0.8° with the same magnitude. The beam width of antenna pattern was 4°. The scanning region was ±5°, the pulse repetition frequency (PRF) was 1000 Hz, the scanning speed was 50°/s and the working distance was 2000 m. Based on the parameters, at 2000 m, the resolution of real-aperture imaging was approximately 139.6 m, and the interval between adjacent targets was approximately 62.8 m. The adjacent targets were not distinguished in real-aperture echo, in accordance with the Rayleigh resolution criterion.

The simulation was first conducted under high-SNR conditions. We let α = 10 and β_1 = 1; the simulation results are shown in Figure 2, where the black mark indicates the true distribution of the targets, and the blue mark indicates the processing results of different methods. Figure 2a shows the real-aperture echo with the SNR of 20 dB. It can be seen that the adjacent targets are not distinguishable. Figure 2b–h presents the processed results of different methods. From the results of TSVDM, FTVM and MLE shown in Figure 2b–d, it can be seen that TSVDM and FTVM only smoothed the noise and could not distinguish adjacent targets. Although MLE sharpened the echo, it could not distinguish adjacent targets. Figure 2e shows that IAA distinguished the adjacent targets and suppressed the noise, but the adjacent targets were not completely distinguished. It seems that there was still high adhesion between adjacent targets. Under the high SNR condition, MAPE, SSM and the proposed SDBSM could distinguish adjacent targets and suppress the noise, as Figure 2f–h show.

Then, the above simulation was repeated under the condition of low SNR. In the simulation, SNR was set to 10 dB. The simulated results are shown in Figure 3. Under the condition of low SNR, the performances of all methods were degraded due to strong noise. The adjacent targets were not distinguishable by TSVDM, FTVM, MLE or IAA, as Figure 3b–e shows. Although MAPE seemed to be able to distinguish adjacent targets, the ability to suppress noise deteriorated seriously, resulting in many burrs in the results, as shown in Figure 3f. Figure 3g shows that SSM still can distinguish the adjacent targets and suppress noise. For the proposed SDBSM, the result is shown in Figure 3h. Although adjacent targets are also identified, noise remains in non-target areas. It can be seen that the performance of SDBSM was slightly weaker than SSM under low-SNR conditions, but it was still superior to the other methods.

At high SNR, IAA, MAPE, SSM and SDBSM could distinguish adjacent targets. At a low SNR, IAA could not distinguish adjacent targets. To quantitatively evaluate the performance of distinguishing adjacent targets, we introduced the beam sharpening ratio (BSR) for different methods. The BSR is defined as the ratio of the width of a single point before processing to its width after processing. The larger the BSR, the better the beam sharpening performance of the method, which is conducive to the distinguishing of adjacent targets.

The BSRs of different methods are shown in Table 1. It can be seen that the BSR of SDBSM was higher than that of IAA but lower than those of MAPE and SSM at high and low SNR. However, from the processing results shown in Figures 2 and 3, it can be seen that MAPE amplified noise at a low SNR and the adjacent targets were not fully distinguished. SDBSM, however, was able to completely distinguish adjacent targets despite a decrease in noise suppression. As for SSM, its ability to distinguish adjacent targets (and suppress noise) was superior to that of SDBSM.

For this simulation, because the original scene contained two strong-point targets, it was very beneficial for SSM. Therefore, SSM achieved superior super-resolution performance to SDBSM. For targets with a typical shape, SSM may treat the target as a strong point and lose its shape. The next simulation sought to verify this conclusion.
Figure 2. Point targets simulation results with the SNR of 20 dB. (a) Real-aperture echo. (b) Result processed by TSVDM. (c) Result processed by FTVM. (d) Result processed by MLE. (e) Result processed by IAA. (f) Result processed by MAPE. (g) Result processed by SSM. (h) Result processed by SDBSM.
Figure 3. Point targets simulation results with the SNR of 10 dB. (a) Real-aperture echo. (b) Result processed by TSVDM. (c) Result processed by FTVM. (d) Result processed by MLE. (e) Result processed by IAA. (f) Result processed by MAPE. (g) Result processed by SSM. (h) Result processed by SDBSM.
Table 1. BSRs of different methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>BSR</th>
<th>High SNR</th>
<th>Low SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAA</td>
<td>4.06</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>MAPE</td>
<td>13.3</td>
<td>6.66</td>
<td></td>
</tr>
<tr>
<td>SSM</td>
<td>12.0</td>
<td>9.6</td>
<td></td>
</tr>
<tr>
<td>SDBSM</td>
<td>8.27</td>
<td>5.33</td>
<td></td>
</tr>
</tbody>
</table>

4.2. Simulations of Area Targets

In order to verify the shape-preserving ability of SDBSM, an original scene was composed of five aircraft in a V-shape, as shown in Figure 4. It can be seen that there was an isolated aircraft at 900 m, and there were two adjacent aircraft at 1400 m and 1900 m. The beam width was 4.5°, the scanning region was ±10°, the PRF was 1000 Hz and the scanning speed was 50°/s.

Figure 4. An original scene of the targets simulation.

Similarly, the simulation was first conducted under high-SNR conditions, and the SNR of the real-aperture echo was 20 dB. The simulation results are shown in Figure 5. The red solid rectangle marks an isolated aircraft and was used to measure the performances of different methods in terms of preserving the shape of the target. The red dashed rectangle indicates partial enlarged drawings. Figure 5a presents the real-aperture echo. It can be seen that the adjacent aircraft at 1900 m was distinguished, but not the one at 1400 m, and the shape of the aircraft was blurred.

The results generated by the different methods are shown in Figure 5b–h. It shows that, for TSVDM, the improvement in the resolution was poor, and the adjacent aircraft at 1400 m was not distinguishable. FTVM could distinguish all the adjacent aircraft, but it was sensitive to noise. The noise was amplified to a certain degree. MLE, IAA and MAPE could distinguish the adjacent aircraft and suppress the noise, but the edges of the aircraft were fuzzy. SSM could also distinguish the adjacent aircraft, but because SSM regarded the target as a strong point, the shape of the target was completely lost. For the proposed SDBSM, we let $\beta_1 = 50$ and $\alpha = 0.01$. It can be seen that it could not only distinguish the adjacent aircraft and suppress the noise, but it also maintained the shape of the planes. We can clearly see five planes in the processing results. The results of SDBSM are obviously clearer than those of other methods. Besides, from the partial enlarged drawings, we can obviously see that the edges of the aircraft are fuzzy in the results of TSVDM, FTVM, MLE, IAA and MAPE. The shape was completely lost by SSM. However, the edges of the aircraft are clearly preserved in the result of the proposed SDBSM.
Figure 5. Area targets simulation results with the SNR of 20 dB. (a) Real-aperture echo. (b) Result processed by TSVDM. (c) Result processed by FTVM. (d) Result processed by MLE. (e) Result processed by IAA. (f) Result processed by MAPE. (g) Result processed by SSM. (h) Result processed by SDBSM.
Next, the simulation results under low-SNR conditions are shown in Figure 6, wherein the SNR of the real-aperture echo was 10 dB. At the low SNR, the proposed SDBSM could also distinguish the adjacent aircraft, and the shape of the aircraft was preserved. The super-resolution performance proved superior to the other methods.

Figure 6. Area targets simulation results with the SNR of 10 dB. (a) Real-aperture echo. (b) Result processed by TSVDM. (c) Result processed by FTVM. (d) Result processed by MLE. (e) Result processed by IAA. (f) Result processed by MAPE. (g) Result processed by SSM. (h) Result processed by SDBSM.
Visual observations show that the processing results of SDBSM were clearer than those of other methods. To quantitatively validate this conclusion, image entropy was introduced. According to the principle of minimum entropy, the entropy increases with an increase in the image blurring level [41]. The entropy can be calculated by the equation:

$$ E = -\sum_{i=0}^{1} p_i \log_2 p_i $$  \hspace{1cm} (23)

where $E$ is the entropy, and $p_i$ is the proportion of pixels whose gray value is $i$ after normalization.

By computation, the entropy of the results processed by different methods is shown in Table 2. It can be seen that the entropy of the results of the proposed SDBSM os lower than the entropies generated by other methods in both high and low-SNR conditions. According to the principle of minimum entropy, these findings show that the processing results of SDBSM are clearer than those of other methods, which is also in line with the visual observations.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High SNR</td>
</tr>
<tr>
<td>Echo</td>
<td>5.45</td>
</tr>
<tr>
<td>TSVDM</td>
<td>5.61</td>
</tr>
<tr>
<td>TVM</td>
<td>5.43</td>
</tr>
<tr>
<td>MLE</td>
<td>3.34</td>
</tr>
<tr>
<td>IAA</td>
<td>4.03</td>
</tr>
<tr>
<td>MAPE</td>
<td>1.98</td>
</tr>
<tr>
<td>SSM</td>
<td>2.72</td>
</tr>
<tr>
<td>SDBSM</td>
<td>1.53</td>
</tr>
</tbody>
</table>

4.3. Real Data Verification

The performance of the proposed SDBSM has been demonstrated by simulations. Next, real airborne data were processed to verify the performance of SDBSM in practice. The real data were collected in the ancient town of Luodai, Chengdu. In this experiment, the radar system was suspended on a helicopter, and the antenna’s beam scanned the ground. The system parameters of the radar are shown in Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam width of the antenna</td>
<td>4°</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>30.75 GHz</td>
</tr>
<tr>
<td>Band width of the transmitted signal</td>
<td>200 MHz</td>
</tr>
<tr>
<td>Antenna scanning speed</td>
<td>60° /s</td>
</tr>
<tr>
<td>Scanning region</td>
<td>±30°</td>
</tr>
<tr>
<td>PRF</td>
<td>500 Hz</td>
</tr>
</tbody>
</table>

The results of the experiment are shown in Figure 7. Figure 7a shows the optical scene derived from Google Earth. The original scene contains distinct roads and houses, marked with red dashed rectangles and solid rectangles, respectively. The real-aperture echo with low resolution is shown in Figure 7b. The scene is blurry, and the houses and roads are not clear. Figure 7c,d presents the results processed by TSVDM and FTVM. It can be seen that the resolution improvement was greatly limited. Figure 7e shows the results processed by MLE. Although the resolution was improved, the edges of roads and houses were blurred.
Figure 7f–h presents the results of IAA, MAPE and SSM. Although these methods were able to improve the resolution to a certain degree, the shapes of the roads and houses were not clear. Figure 7i shows the results of the proposed SDBSM. On the whole, the results of SDBSM were clearer than those of other methods, and the houses and roads were very distinct.

Similarly to the area target simulation, we used image entropy to quantitatively evaluate the clarity of the processing results shown in Figure 7. The image entropy is shown in Table 4. We can see that the entropy of the proposed SDBSM was smaller than those of the other methods, demonstrating that the proposed SDBSM achieved a greater resolution improvement than the other methods.
In addition, for the real data shown in Figure 7, we introduced image contrast to further measure their clarity [42]. From the perspective of image processing, the greater the contrast, the clearer the image. The contrast is defined as:

$$C = \sum_{\delta} \delta(i,j)^2 p_\delta(i,j)$$

(24)

where $C$ is the contrast, $\delta(i,j)=|i - j|$ is the gray difference between adjacent pixels and $p_\delta(i,j)$ is the pixel distribution probability of adjacent pixels with a gray difference of $\delta$. The results are also shown in Table 4, which shows that the contrast of Figure 7i is higher than that of other images. It also shows that the processing results of the proposed SDBSM are clearer than those of the other methods.

Table 4. Entropy and contrast of the real data results.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Echo</th>
<th>TSVDM</th>
<th>FTVM</th>
<th>MLE</th>
<th>IAA</th>
<th>MAPE</th>
<th>SSM</th>
<th>SDBSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy</td>
<td>4.84</td>
<td>4.65</td>
<td>4.65</td>
<td>4.71</td>
<td>4.75</td>
<td>4.54</td>
<td>4.51</td>
<td>4.34</td>
</tr>
<tr>
<td>Contrast</td>
<td>5.89</td>
<td>6.01</td>
<td>7.69</td>
<td>7.46</td>
<td>9.21</td>
<td>9.38</td>
<td>10.95</td>
<td>12.21</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, a SDBSM was proposed to improve the azimuth resolution for scanning radar imaging. The proposed SDBSM is an improvement over traditional SSM. Unlike traditional SSM, SDBSM introduces the $L_1$ norm for denoising and then achieves super-resolution imaging by cross-iteration of denoising and deconvolution.

From our experiments, we can draw the following conclusions: for the strong-point targets, the SSM method has a good super-resolution effect and can effectively distinguish the adjacent targets and suppress the noise. In contrast, the performance of SDBSM is slightly inferior. However, for a target with typical shape characteristics, although SSM can distinguish adjacent targets and suppress noise, the shape of the target is lost. SDBSM can not only distinguish the adjacent targets and suppress the noise, but also retain the shape information of the target better, which is helpful in the accurate identification of the specific shape of a target in practical applications.

Of course, as described in Section 3.2, SDBSM has high computational complexity. In practical applications, the real-time imaging ability needs to be improved. In the next step, we will accelerate the algorithm to improve its real-time imaging ability in practical applications.
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Appendix A. Pseudocode of the Proposed SDBSM

function s = SDBSM(r,H,alpha,beta1,K) % r:echo; H: convolution matrix; K: iterations;
N = length(r);
I = eye(N);
s = zeros(N,1);
for i = 1:K
  f = inv(H'*H+alpha*I)*(H'*r+alpha*((s)));
s = denoising(abs(f), beta1,alpha);
end
s = s./max(abs(s));
end

function u = denoising(y,miu,lambda)
N = length(y);
d = zeros(N,1); b = zeros(N,1);
u = miu*y + lambda*(d − b);
d = sign(u + b).*max(abs(u + b) − 1/lambda,0);
b = b + u − d;
end
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