A Machine Learning Based Downscaling Approach to Produce High Spatio-Temporal Resolution Land Surface Temperature of the Antarctic Dry Valleys from MODIS Data
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Abstract: To monitor environmental and biological processes, Land Surface Temperature (LST) is a central variable, which is highly variable in space and time. This particularly applies to the Antarctic Dry Valleys, which host an ecosystem highly adapted to the extreme conditions in this cold desert. To predict possible climate induced changes on the Dry Valley ecosystem, high spatial and temporal resolution environmental variables are needed. Thus we enhanced the spatial resolution of the MODIS satellite LST product that is sensed sub-daily at a 1 km spatial resolution to a 30 m spatial resolution. We employed machine learning models that are trained using Landsat 8 thermal infrared data from 2013 to 2019 as a reference to predict LST at 30 m resolution. For the downscaling procedure, terrain derived variables and information on the soil type as well as the solar insolation were used as potential predictors in addition to MODIS LST. The trained model can be applied to all available MODIS scenes from 1999 onward to develop a 30 m resolution LST product of the Antarctic Dry Valleys. A spatio-temporal validation revealed an $R^2$ of 0.78 and a RMSE of 3.32 $^\circ$C. The downscaled LST will provide a valuable surface climate data set for various research applications, such as species distribution modeling, climate model evaluation, and the basis for the development of further relevant environmental information such as the surface moisture distribution.
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1. Introduction

Land Surface Temperature (LST) is one of the central variables for many research endeavors related to Earth System Science. Especially so in areas subject to extreme solar radiation variability, such as the McMurdo Dry Valleys (MDV) of Antarctica. LST is the Earth’s radiative skin temperature [1] and can be derived from remotely sensed thermal infrared data [2,3]. It drives the exchange of turbulent heat fluxes and long-wave radiation at the interface of land surface and atmosphere [4] and is thus a good indicator for the earth surface energy balance [5]. LST is highly variable in space and time, depending on the light regime and atmospheric column and weather condition, position within the terrain, surface moisture [6] and physio-chemical and reflective properties of the surface [4].

The MDV are one of Antarctica’s few ice-free areas. A terrestrial ecosystem highly adapted to low temperatures, soil dryness and salinity can be found in this cold desert. It is an environment predominantly inhabited by microorganisms and few metazoan consumers and is threatened to be (further) impacted by climate change [7–11]. LST data can help in understanding and monitoring ecological patterns in the MDV [12]. To be able to gain a valuable insight into current species distribution in this environment and to monitor ecosystem change, MDV hydrology as well as weather and climate parameters that are...
linked to the surface energy balance, the LST data set must present certain properties.
These are predetermined by the high spatio-temporal variability LST presents itself, by the
small-scale physical properties of niche defining factors for the present organisms as well
as the fact that long term changes in polar ecosystems may be caused by short term climatic
perturbations [13]. Thus, a high spatio-temporal resolution Land Surface Temperature
(LST) data set is needed, which is currently not available.

While Unoccupied Aerial Vehicles (UAVs) are very useful to acquire high spatial
resolution LST data [14], they have limitations in view to a spatio-temporal monitoring:
First, the high temporal resolution needed to cover diurnal and seasonal LST dynamics
can’t be provided by UAVs, especially not in such remote environments. In the MDV,
field missions are only feasible during the austral summer months December and January
for logistic and climatic reasons. Second, although UAV-based thermal sensors generate
spatially continuous data sets, the spatial footprint is usually limited and not sufficient to
provide valley-wide data. This makes satellite-based systems the only option for acquiring
suitable spatio-temporal LST data.

Thermal data is acquired by multiple non-commercial satellite sensors, such as Landsat,
ASTER (on Terra), AVHRR (on NOAA and MetOp satellites) and MODIS (on Terra and
Aqua). To none of them, however, is it technically feasible to present both, a relatively high
spatial and temporal resolution at the same time. The best temporal resolution is provided
by MODIS on board the polar orbiting satellites Terra and Aqua which capture the MDV at
a sub-daily resolution but 1 km² spatial resolution. The most suitable high spatial resolution
LST data source is Landsat 8, whose Thermal Infrared Sensor (TIRS) gathers thermal
data at 100 m resolution, which is resampled via cubic convolution and distributed at 30 m
resolution [15]. To fulfill the requirement of both, high spatial and temporal resolution, data
from both sensors has to be combined. To generate this high spatio-temporal resolution
LST product, a specifically designed downscaling routine is needed.

Downscaling of satellite data can be performed in two fundamentally different ways,
either process driven, i.e., based on known physical relations between the environment
and LST (also “dynamic downscaling”) [16] or statistically, where high spatial or temporal
resolution data is gained from lower resolution data by employing high resolution predictor
variables [17]. The latter data-driven form is especially promising here as there is an
abundant availability of satellite-based Earth observation data. Therefore, the complex
interaction between environmental factors that shape the LST expression can be handled
adequately by statistical models without having to rely on possibly limited knowledge
about relevant LST influencing factors and processes in this unique research area.

Multiple statistical approaches for the disaggregation of thermal satellite information
have been developed, referred to as downscaling LST, thermal sharpening, subpixel tem-
perature estimation, temperature unmixing, among others [17]. Their central assumption is,
that the predictors are associated with high resolution LST in a similar manner in the low
and high resolution domain [18], so that a statistical model is able to link low resolution
LST and high resolution predictors to a reference (i.e., high spatial resolution LST data
e.g., from Landsat 8).

The predictive performance of such a model highly depends on the availability and ad-
equate choice of suitable high resolution predictors. As described above, the elevation [19],
solar insolation [20], albedo [21] and surface moisture [22] drive LST spatio-temporal
patterns. Thus, aside from the evident predictor elevation, following high resolution pre-
dictors must be considered in the environmental context of the MDV: The influence of
solar insolation can be accounted for using data on the solar incidence angle, topographic
solar shading [23] and terrain-derived aspect. Land cover types (i.e., open soil vs. snow
and ice) can be used to account for the albedo’s influence on LST. Potential accumulations
of surface moisture can be approached via slope information and Topographic Wetness
Indices (TWI) [24], which derive hydrologic flow paths from the terrain. Moreover, spatial
information on the soil type can help in reflecting different water retention capacities of the
surface [25] and potential differences in the albedo.
To link the predictors to the high resolution LST, machine learning algorithms are a promising tool since they are designed to take into account linear and non-linear interactions of predictor and response variables and the relationships between the environmental variables and LST can be assumed to be complex. Machine learning algorithms have already been successfully used to downscale single LST scenes [26] and have also been shown to outperform simple regression-based thermal downscaling approaches [27,28].

In this study a machine learning-based high spatio-temporal resolution LST product for the MDV is developed, which combines the strengths concerning spatial and temporal resolution of MODIS aboard Terra and Aqua and TIRS on board Landsat 8.

The aim of this approach is to not only build a model that is able to generate high resolution LST imagery for one specific scene as in [28–31], but to provide spatio-temporal estimates, i.e high resolution LST maps continuously and ongoing for all available MODIS scenes. To do so, the model is trained with a time series of data and its performance is assessed using spatial, temporal and spatio-temporal external validation data sets.

2. Research Area

The MDV are located in Victoria Land, west of the McMurdo sound. The cold desert of the valley floors features exposed bedrock and arid soils that are interspersed with perennially ice-covered lakes and ephemeral streams that transport alpine glacier melt water in the austral summer months [32]. The valley floors are ice-free because the Transantarctic Mountains block the glacial flow from the East Antarctic Ice Sheet and there is hardly any precipitation, only about 100 mm per year water equivalent in snow [33]. The temperature and light regime variation is large [33] due to the complex terrain and proximity to the pole.

The valley floors consist of very dry (<2% mass water content) desert pavements, i.e., pebbles protecting finer grained substrate [34]. The substrate consists of glacial tills (granites, sandstones, basalts, metamorphic rocks) [33] and lacustrine stands (in the Taylor Valley) [34]. The soil structure features polygons resulting from freeze-thaw cycles, that sort the substrate [35], and present micro climatic habitats for the organisms populating the MDV. In general, the ecosystem is relatively simple, apart from mosses, no vascular plants are present [36] and although the abundance of soil microorganisms is higher and more diverse than assumed before, the communities are comprised of only few trophic levels and invertebrate taxa [33].

The definition of the extent of the MDV used in this study follows the outline for the greater MDV documented in [37] with a total of about 22,700 km² and an ice-free area of 4500 km² (Figure 1).

There is reason to believe that climate change will affect the area of interest: Doran [38] report a net cooling of the MDV from 1966 to 2000. This finding is reevaluated by Bertler [39], who show that the regional cooling is due to a change in atmospheric circulation, which results in ENSO warming events having this cooling effect on the MDV in the short term, but not in the long run. In any case, the MDV are especially vulnerable to climate change because they are influenced by three adjacent climate systems: The Ross Sea; the East Antarctic Ice Sheet and the Ross Ice Shelf system. Thus the probability of overall change is high [39] and the expected changes in LST in the context of climate change and its effect on the ecosystem call for a high resolution monitoring of the temperature in the MDV.
3. Material and Methods

The study aims at developing a high spatio-temporal resolution and spatially continuous LST product of the MDV. This is achieved by training a machine learning model, which is based on MODIS LST as well as auxiliary data as predictor variables and Landsat 8 derived LST as the response variable. The trained model can be applied to a time series of the MODIS LST product to predict sub-daily LST in 30 m resolution from December 1999 on for MODIS data stemming from the Terra satellite, and from May 2002 on for data stemming from Aqua. All processing steps were performed in R version 4.0.2 [40] if not mentioned otherwise. The workflow is available on GitHub under https://github.com/MLezamaValdes/downscaling_LST_MDV, accessed on 21 October 2021.

3.1. Data and Pre-Processing

The satellite data used in this analysis come from sensors on three satellites, Terra and Aqua (MODIS) and Landsat 8, all sun-synchronous, polar-orbiting satellites, which results in many overpasses close to the poles in comparison to the equator. Due to the difference in swath width (Landsat 8 TIRS: 185 km, MODIS: 2330 km) and the fact that MODIS is based on two satellites, there is much more MODIS imagery available than from Landsat 8. As Landsat 8 passes over the research area at about the same time every day, with this data set alone no diurnal variation in LST could be depicted. The trade-off between spatial resolution and spatial coverage was balanced here by using both, MODIS with a good temporal and Landsat 8 with a good spatial resolution in a downscaling approach.
3.1.1. Landsat LST

The Landsat 8 LST scenes used as a reference in model training are prepared based on the Top of Atmosphere Brightness Temperature product from Landsat 8. Suitable scenes were selected via the R package getSpatialData [41], ordered from the USGS’ EROS Science Processing Architecture On Demand Interface and downloaded via the espa_tools R package [42]. Data for the MDV and each day from September to March 2013 to 2019 are queried. During the austral winter months no scenes were available as a 5° sun elevation angle limits the Landsat 8 acquisition (personal communication with Landsat Science Team). Suitable scenes were selected based on >30% overlap with the research area and less than 20% cloud cover. Cloud pixels were removed based on the Pixel Quality Band and only scenes covering more than 10,000 km² of actual land area were retained (n = 68).

LST has been retrieved from Brightness Temperature using a single-channel algorithm for band 10 as recommended by USGS [43] following a well established procedure explained e.g., by [3]: first, the Landsat Brightness Temperature (BT) product was converted from Digital Number to Kelvin temperature range and subsequently to °C (BTC) via the following Equation (1).

\[ BTC = (BT \times 0.1) - 273.15 \tag{1} \]

To derive LST from BTC, the emissivity of the surfaces has to be considered. There is no emissivity product for the MDV at Landsat 8 spatial resolution, thus the most suitable emissivity parameters per surface type from the MODIS LST calculation [44] were used here. As open soil in the MDV consist mostly of granite and basalt [45], the most appropriate categories in the MODIS document’s emissivity look-up table used for the generalized split-window algorithm for MODIS LST are fresh rough basalt, desert vanish coated basalt and igneous granite and basalt. According to [44], they possess an emissivity of 0.92 to 0.96 for MODIS channel 31 (whose wavelength lies between 11.2 and 11.28 µm, which is comparable to the L8 channel 10 with 10.6 to 11.19 µm). The mean (ε = 0.94) was used here as an estimate for open soil surfaces. For snow and ice, a value of ε = 0.97 was used as determined via IR thermometer by [46]. Ref. [47] warn of LST misestimations when disregarding soil moisture content and its impact on emissivity, but as the general soil moisture content in the MDV is extremely low, this was not considered here. Hence, LST was calculated as in Equation (2).

\[ LST = \frac{BTC}{1 + (0.0010895 \times BTC/0.01438) \times \log(\epsilon)} \tag{2} \]

where \( \epsilon \) is the emissivity, the factor to be multiplied with \( BTC \) is the average of the limiting wavelength and the divisor being calculated from the Boltzmann and Planck’s constants and the velocity of light adapted from [3].

3.1.2. MODIS LST

Scenes from the MODIS Aqua and Terra LST Product (“MOD11_L2”, “MYD11_L2”), Version 6 were selected via the getSpatialData package [41] and downloaded from the ‘Level 1 and Atmosphere Archive and Distribution System’ (LAADS DAAC). The LST retrieval in a MODIS swath is constrained to pixels that are on land or inland water and have been gathered in clear-sky conditions according to the MODIS cloud mask product (MOD35_L2) [48].

The MODIS Swath files were converted to raster format using the gdalUtils package [49] using a thin plate spline transformer based on available Ground Control Points and setting the target resolution to match 1000 × 1000 m with a nearest neighbour resampling. Rasters were then projected to EPSG 3031 WGS 84/Antarctic Polar Stereographic and processed according to [48]: values were cropped to the valid range of 7500–65,535 DN and a scale factor of 0.02 was applied to convert to the unit Kelvin, which was then converted to °C.
To ensure comparability between sensors, only MODIS scenes with a time difference of less than 36 min to the Landsat scenes were retained. This is due to the fact, that the temporally closest scenes stemming from the MODIS sensor based on Terra are always between 30 and 36 min apart from the Landsat scenes, while the temporal match with data stemming from Aqua is better with 11 to 14 min of difference. It was assumed that no significant changes in LST occurred within this time. The time difference between selected MODIS and Landsat LST scenes is on average 23 min (13 for Aqua scenes and 33 for Terra scenes).

### 3.1.3. High Resolution Predictors for LST

Apart from the low resolution LST from MODIS, further potential predictor variables that were used here are the elevation, the solar incidence angle and topographic hill shading, slope, aspect, the land surface type, a soil type map, the Topographic Wetness Index (TWI) as well as an indicator whether MODIS data stem from the Terra or Aqua satellite (Table 1).

**Table 1.** Overview of the predictor variables.

<table>
<thead>
<tr>
<th>Predictor Variable</th>
<th>Connection to High Resolution LST</th>
<th>Original Spatial Resolution (m)</th>
<th>Temporal Resolution</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODIS LST variable to be downscaled</td>
<td>1000 subdaily</td>
<td>subdaily</td>
<td>[50,51]</td>
<td></td>
</tr>
<tr>
<td>DEM</td>
<td>meteorological lapse</td>
<td>8 (200 for filling NA)</td>
<td>static</td>
<td>REMA [52] &amp; RAMP [53]</td>
</tr>
<tr>
<td>incidence angle</td>
<td>solar insolation</td>
<td>8 subdaily</td>
<td>DEM + MODIS capturing time</td>
<td></td>
</tr>
<tr>
<td>hillshading</td>
<td>direct or diffuse solar insolation</td>
<td>8 subdaily</td>
<td>DEM + MODIS capturing time</td>
<td></td>
</tr>
<tr>
<td>slope</td>
<td>possibility for water accumulation</td>
<td>8 static</td>
<td>DEM</td>
<td></td>
</tr>
<tr>
<td>aspect</td>
<td>direct or diffuse insolation for different periods of time per day</td>
<td>8 static</td>
<td>DEM</td>
<td></td>
</tr>
<tr>
<td>land surface type</td>
<td>albedo</td>
<td>30 static</td>
<td>Landsat classification [45]</td>
<td></td>
</tr>
<tr>
<td>soil map</td>
<td>water retention capacity of soil types and albedo</td>
<td>from vector</td>
<td>static</td>
<td>Landcare Research [54]</td>
</tr>
<tr>
<td>TWI</td>
<td>water content affects LST, TWI proxy for hydrologic routing</td>
<td>8 static</td>
<td>DEM via SAGA TWI algorithm</td>
<td></td>
</tr>
<tr>
<td>Terra/Aqua</td>
<td>Acquisitions from Terra are temporally further apart from the response variable</td>
<td>whole scene</td>
<td>spatial constant per scene</td>
<td>MODIS filename</td>
</tr>
</tbody>
</table>

The temporal dynamic of LST in the MDV is provided by the low resolution LST from MODIS prepared as reported in Section 3.1.2.

The 8 m resolution Reference Elevation Model of Antarctica (REMA) [52] is the basis for the terrain-derived auxiliary data. Invalid values below −100 m were set to NA. To reduce noise a $3 \times 3$ mean filter was applied and the 200 m resolution Radarsat Antarctic Mapping Project Digital Elevation Model (RAMP) [53] was used to fill areas where data was missing in the REMA DEM.

The most evident driver of LST, the energy received from the sun, depends on the terrain and the sun's position, i.e., elevation (altitude in relation to the horizon in degrees) and azimuth (position relative to N in degrees). Those parameters have been calculated for the MODIS scene capturing time using the oce package [55]. The incidence angle represents the angle between the surface normal and the sun ray, which determines the expected energy reception of the pixel. It was calculated using the solrad package [56]. Topographic hillshading, i.e., the intensity of terrain-derived illumination, was chosen as a further proxy for illumination and calculated via the raster package [57] under consideration of the sun’s position as described above and based on slope and aspect (in degrees). The MDV features two land cover classes with massively distinct albedos (open soil and snow/ice). To include them as potential predictors for the downscaling model, the rock outcrop layer provided by the Antarctic Digital Database [45] is used. The spatial distribution of snow and ice vs. open soil is assumed to be sufficiently static in the MDV as to be constant for the whole modeling period. The soil type map [54] was provided by Landcare Research (NZ) and the TWI was calculated as a proxy for potential soil moisture in order to account for the influence soil moisture has on LST. The index represents the terrain based probability of moisture accumulation and was calculated from the filled 8m DEM using the SAGA Topographic Wetness Index function with 1/cell size area conversion and the topmodel method [58]. Finally, a variable indicating whether the MODIS LST scene comes from
the Terra or Aqua satellite was incorporated because the difference in acquisition time between the Landsat 8 reference LST data and MODIS LST is greater when stemming from Terra than from Aqua. All predictor variables were resampled to match the model spatial resolution (30 m) of the response variable from Landsat 8.

3.2. Compilation of the Training and Validation Data Sets

The downscaling model is intended to be applicable to the entire research area and for the whole time series of MODIS LST. To provide an estimate of the model’s prediction capacity on unseen data, validation data was excluded from model training. Three different validation sets were prepared. To test for spatial transferability of the model, 40% of 6520 km² spatial blocks distributed over the extent of the research area are randomly designated as external validation sites (Figure 1b). This validation set is referred to as ‘spatial validation set’ in the following. To further check for temporal transferability, a third of available months are randomly selected as validation time steps: November 2014, January 2015, February 2017, December 2018 and March 2019 \( n = 5 \). This validation set is referred to as ‘temporal validation set’ in the following. Figure 2 shows which months were selected for validation as well as the amount of available scenes per month. Finally, to provide external data that can be used to test the ability of the model to make predictions for unseen spatial and temporal domains simultaneously, data from the spatial and temporal external validation areas and time frames is pulled together. This validation set is referred to as ‘spatio-temporal validation set’ in the following. This is schematically represented in Figure 3.

![Figure 2](image)

Figure 2. Amount of closely matching MODIS and Landsat 8 scenes by month as well as months selected for training vs. temporal external validation. Training months \( n = 10 \), validation months \( n = 5 \).
Figure 3. Schematic representation of training and validation data sets. Green boxes indicate months that went into training, blue boxes indicate months that were used for temporal external validation. The green and blue areas within the map represent the training and validation areas, respectively.

The remaining areas and months (November and December 2013, December 2014, January, November and December 2016, January 2017, November 2018 and January and February 2019 (\(n = 10\)) remained available for training and comprised an amount of 358,849,290 samples. This is too large to be handled in common machine learning models but at the same time, all relevant information needs to be supplied to guarantee that the model is later applicable to the entire spatio-temporal domain [59]. Thus, the feature space (composed of space, time step, predictor and response variables) should be covered as exhaustively as necessary to allow the model to learn all relevant statistical relations that arise in the combination of those features. Here we decided on a target training sample size of 150,000. To handle the requirement of complete predictor properties, initially three million samples per each of the 15 months were randomly chosen. Subsequently, for each month, the following sample selection was performed, which is targeted at representing each time step’s feature space in the most exhaustive way while maintaining the data distribution structure: first, 150,000 samples are randomly selected. Afterwards, the dissimilarity index [59] is calculated for the remaining potential training samples in comparison to the 150,000 samples already selected as training data via the package CAST [60]. In an iterative process the most dissimilar samples in the pool of potential training samples are added to the training data set until there are no samples left outside the “Area of Applicability” (AOA) [59]. The AOA defines a multidimensional feature space where the model was enabled to learn about statistical relationships based on the training data. It is delimited by a threshold which is the outlier-removed maximum dissimilarity present in the training data—which means the samples already selected to be part of the training data set during the training data compilation.

For reasons of computational speed, the amount of samples added to the training data set in each iteration (\(z\)) was determined as in Formula (3), where \(k\) is the amount of samples that in this iteration still remain outside of the AOA based upon the samples already selected for training (i.e., 150,000 in the first iteration, 150,000 + \(z\) in the second and so forth).

\[
z = \log(k)^{3.5}
\] (3)

This procedure resulted in a training set of 1,803,831 samples, which were reduced to the target sample size of 150,000 using a Latin Hypercube Sampling [61] via R package clhs [62]. To compile the final validation sets, 150,000 random samples for each of the
spatial, temporal and spatio-temporal validation were selected from all samples available in the three categories described above (229,536,200, 906,052 and 75,826,099, respectively).

The LST and predictor data distribution of samples selected for training and validation sets shows that training and validation data sets generally feature a comparable distribution (Figure 4) and cover the same range of predictor properties, although it is clear that with increased difference to the training data (spatial to temporal to spatio-temporal) the distributions differ more (Figure 4), especially in case of LST (a) and elevation (d).

3.3. Training and Validation

Three different machine learning algorithms were tested for their suitability for this modelling task. The algorithms Random Forest (RF), Gradient Boosting (GBM) and Artificial Neural Net (NN) were chosen because they showed good results in similar studies [27,63]. The implementations of the following packages were used: randomForest [64], gbm [65], nnet [66]. The R package caret [67] was used for the implementation and the
models were trained in parallel on the Palma II HPC system available at the University of Münster.

To account for different requirements of the algorithms, for RF, categorical variables were converted to factors, for GBM and NN they were One-Hot encoded and metric data scaled from 0 to 1 using the minimum and maximum values from training and validation data sets.

Geographic data is characterized by a high spatio-temporal autocorrelation, which often results in model overfitting and error underestimation due to a lack of independence between training and validation data [68,69]. To prevent overfitting, suitable hyperparameters and variables were selected via a 3-fold spatio-temporal cross-validation (CV). Predictor variables were selected using a forward feature selection (FFS) to reduce the number of predictor variables to the relevant ones: those that are best suitable for the model to make predictions beyond locations and time steps used for model training. After variable selection, a final model is trained for each tested algorithm with extensive hyperparameter tuning (Table 2) using the predictors selected by the FFS with a 10-fold spatio-temporal CV. To identify optimal model hyperparameters, the models were repeatedly trained based on different hyperparameter values and the performance was accessed using the spatio-temporal CV results.

Table 2. Algorithms and tuning.

<table>
<thead>
<tr>
<th>Algorithm (Caret Method)</th>
<th>Hyperparameter</th>
<th>Tested Value Final Model</th>
<th>Optimal Value Final Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest (rf)</td>
<td>mtry</td>
<td>2 to 4 with increment 1</td>
<td>2</td>
</tr>
<tr>
<td>Gradient Boosting (gbm)</td>
<td>number of trees</td>
<td>100 to 500 with increment 100</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>max depth of interactions</td>
<td>3 to 14 with increment 2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>shrinkage</td>
<td>0.01, 0.05, 0.1</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>min observations in terminal nodes</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Artificial Neural Net (nnet)</td>
<td>size</td>
<td>1, 2, 3, 5, 10, 20</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>decay</td>
<td>0.5, 0.1, $1 \times 10^{-2}$ bis $1 \times 10^{-7}$</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

To select the best performing model, the final model’s prediction accuracy of all used algorithms was accessed on the three external validation sets, i.e., data spatially, temporally and spatio-temporally unknown to the model. The choice of the final model to be used for downscaling was made according to the best performance in space, time and space-time considering the Root-Mean-Square-Error (RMSE) and $R^2$. The selected final downscaling model was then applied to all training and validation samples to assess performance differences in time and per land cover class. Moreover, the AOA was calculated to check for the ability of the model to make predictions over the whole range of expected feature expressions.

4. Results

4.1. Model Selection and Evaluation

The external validation of the final RF, GBM and NN models revealed a relatively similar performance, with RF slightly outperforming the other two algorithms on each validation task (Table 3). For this reason, the RF model was chosen for downscaling MODIS LST for the MDV.

Table 3. Performance of the final models as $R^2$ and RMSE for each of the three algorithms RF, NN and GBM with respect to the three external validation sets.

<table>
<thead>
<tr>
<th></th>
<th>Spatial</th>
<th>Temporal</th>
<th>Spatio-Temporal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>RMSE</td>
<td>$R^2$</td>
</tr>
<tr>
<td>RF</td>
<td>0.83</td>
<td>2.99</td>
<td>0.80</td>
</tr>
<tr>
<td>NN</td>
<td>0.8</td>
<td>3.26</td>
<td>0.75</td>
</tr>
<tr>
<td>GBM</td>
<td>0.73</td>
<td>3.68</td>
<td>0.72</td>
</tr>
</tbody>
</table>
Figure 5 shows that most of the observed 30 m LST samples within the three external model validation data sets can be predicted well by the final RF model, while the temporal and spatio-temporal validation shows a tendency to LST overestimation that can not be witnessed in the spatial validation data set.
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**Figure 5.** External model evaluation for the selected final model using (a) spatially unknown data, (b) temporally unknown data and (c) spatio-temporally unknown data. The scale shows the count of data points per bin (size = 300). Sample sizes are less than 150,000 for validations (a,c) because rare soil types 3 and 19 were not present in the training area.

Figure 6 shows both a clear improvement of the downscaled LST product over the MODIS LST product in terms of spatial resolution and a high agreement with the high resolution LST reference variable measured by Landsat 8. Small spatial extents in Figure 6b,c show that environmentally driven patterns of LST, that are not recognisable in the 1 km resolution MODIS product, are clearly represented in the downscaled MODIS product.
Figure 6. Comparison of original MODIS LST, downscaled LST and high resolution reference LST data from Landsat 8 (in °C) and the LST prediction error, i.e., the difference between the downscaled and the reference scene (in the columns from left to right) in a MODIS scene from Aqua from the 12 November 2018, 13:50 UTC, 2:50 am NZDT with a solar altitude of 29.99° and azimuth of 4.98°. The corresponding Landsat scene was captured 11 min after MODIS at 14:01 UTC. (a) full area of interest and the extents of figures (b,c) as blue (b) and green boxes (c). White areas indicate that data was not available and grey areas indicate that the sample was outside of the AOA.

4.2. Selected Features

Figure 7 shows the most relevant variables for the final RF LST downscaling model determined by the FFS to be MODIS LST, followed by the elevation, the distinction between snow and ice, the soil type, the incidence angle, slope, aspect and the indicator of the MODIS scene stemming from Terra or Aqua.

4.3. Area of Applicability

The AOA was calculated for the three validation data sets and also for the exemplary scene from 12 November 2018 shown in Figure 6. 7.8% of samples in the spatial validation data set were outside of the boundaries of the final model’s AOA, while about 13% of the temporal and spatio-temporal validation sets were determined to be outside of the model’s
area of applicability. For the exemplary scene from the 12th of November 2018, only 3.4% of samples remained outside of the model scope.

Figure 7. Variable importance of the downscaling model, in percent.

4.4. Performance over Time and Land Cover Types

The downscaling model was applied to all training and validation data sets to assess performance differences seasonally and per land cover class. Figure 8 shows the middle 50% of residuals to be relatively close to 0. Estimates for the months December, February and January are more accurate than November and March. The model predicts better on snow and ice data points than on open soil.

Figure 8. Observed and predicted LST in dark and light grey violin plots for all training and validation samples. Residuals (observed-predicted LST values) in red boxplots (a) by month and (b) by land cover type.
5. Discussion

Downscaling of the MODIS Aqua and Terra LST Products (“MOD11_L2”, “MYD11_L2”) to 30 m was achieved for the entire MDV for daylight scenes during the austral summer months (November through February), anticipating the model determined error.

5.1. Variable Selection

The downscaling was based on the predictors MODIS LST, elevation, land cover type, the soil type, incidence angle, slope, aspect and an indication whether the MODIS scene stems from the Terra or Aqua satellite. The variable selection by the spatio-temporal FFS follows the theoretical expectations about relevant predictor variables very closely: the variable that carries information on the momentary condition of LST on a low spatial resolution was selected to be most important for the high resolution prediction. The model secondly identified the meteorological lapse, i.e., the negative relation between elevation and temperature to be relevant, which is a prominent phenomenon over the large elevational gradient in the Transantarctic Mountains. Third, the difference between open soil and snow and ice temperature is used, prior to further differentiation by soil type, which points to the importance of albedo for LST behaviour. The following three selected variables, incidence angle, slope and aspect potentially all together represent the solar insolation during the time of acquisition: due to the low rising sun during a large portion of the Antarctic summer, the solar irradiance is much dependent on the inclination of the terrain in combination with the orientation of the surface, which influences the high resolution LST profile.

5.2. Model Evaluation

The external model evaluation shows good prediction capacities in space and time. Escalating intricacy from spatial to temporal and spatio-temporal validation does not show vast decreases in performance ($R^2$: 0.83, 0.8 and 0.78 and RMSE: 2.99, 3.24 and 3.32, respectively), which speaks for a model that does not overfit and can be applied over the expected range of data. For the scope that the model is designed for, i.e., to predict LST for temporally unknown scenes within the area the model was trained for, the expected model fit is $R^2$ 0.78 with an RMSE of 3.32 $^\circ$C, with a tendency to LST overestimation (ME = 1.3) as shown in Figures 5 and 6. Considering a temperature range of 46.25 $^\circ$C in the MODIS LST data, the error is relatively low.

The overestimation can be attributed to two factors: First, it stems mostly from samples from November and March, which show colder temperatures than the rest of the data. As an ideal opportunity to test the transferability in time, all available data from March were included only in the external validation data, i.e., the model had never received any samples from this month. Figure 8 shows that the prediction accuracy does worsen considerably for the model application in March compared to predictions on months that were incorporated in the model. Thus a restriction of the model application to November to February seems best. Second, overestimation predominantly happens for high elevations. The prediction error (the difference between the downscaled and the reference scene shown in the last column of Figure 6) is moderately related ($r = 0.27$) to a predictor that was not considered in the model, the wind effect, which is calculated based on the wind speed, wind direction and topography. Including the wind effect as predictor might improve the model accuracy and should thus be tested in future modelling efforts.

5.3. Scope of Applicability

As a result of the relatively stable temporal offset between Aqua, Terra and Landsat overpasses, only a short time window of a day could be covered in model training and validation (the matching scenes all lie within 2 to 4 pm local time). Thus, only a limited sun azimuth and altitude range is covered (mean 50% of distribution 165 to 177° and 1 to 11°, respectively). Nevertheless, as the model does not learn the translation of solar position into LST with absolute time information, but rather via the solar incidence angle, which...
considerably varies in this mountainous terrain even at a single point in time, the model can be expected to learn the relevant relations between the supplied predictor variables and high resolution LST. Therefore, the downscaling model should be applicable to all scenes during the daylight period and the summer months identified to be safe for application, i.e., November through February. The better performance of sample predictions, which belong to the surface type snow and ice in comparison to open soil samples could be first due to the larger amount of samples in the former category. There is also less potential for complex LST behaviour e.g., due to soil type and surface moisture differences for the snow and ice samples.

It might seem unexpected that up to 13% of spatio-temporal and 7.8% of spatial validation samples were determined to be outside of the AOA, considering that the model was trained on a data set that was composed to cover the most dissimilarity in available training pixels. Still, the external evaluation data sets are designed to be the most difficult case the model could encounter (i.e., a different rather than known location and time frame with potentially different temperature ranges). That this is the case can be seen by the greatly reduced share of samples, which are expected to not be covered by the model’s applicability (3.4%) when considering the prediction of a randomly chosen exemplary scene such as the one shown in Figure 6.

5.4. Comparison to Other Studies

A direct comparison of the result of this approach with other studies is difficult for multiple reasons. First, the study areas of the LST downscaling studies are in all cases located in the mid-latitudes, thus include vegetation as a central predictor and many are applied to urban areas, which does not compare to the MDV study area. Second, the aim of many studies [28–31], was to perform a spatial downscaling of single scenes instead of developing a spatio-temporal downscaling model. Although different points in time were considered in [27], modeling was performed for all points in time separately, which is not an approach that allows for temporal generalization. Where spatio-temporal downscaling was performed, the LST sensors and thus spatial resolutions of input LST, target spatial resolution and downscaling factors (input 4 km, target 1 km and downscaling factor 4 in [70]) differ considerably from this study (input 1 km, target 30 m and downscaling factor 33). And most importantly, the validation methods differ considerably: None of the machine learning based studies employed external test data sets or performed spatial or spatio-temporal validation. e.g., [26–28] used random 10-fold CV only. Without spatio-temporal validation the results tend to appear better, but they don’t provide information about the generalizability of the model [69].

5.5. Current Limitations and Future Perspectives of the Downscaled Data Set

In terms of future perspective for an improved version of the downscaled LST product, a nested LST logger network is scheduled for installation in the MDV, which might provide a baseline for training an even finer spatial resolution LST product and also for a calibration of the LST product presented here to ground measurements. Moreover, the mentioned limitation that the model could only be trained on summer scenes might be overcome in the future since the Landsat Science Team just recently approved total darkness acquisitions for this research area. Thus, in following stages, the downscaling model could be extended to also cover the austral winter months and nighttime as well.

There are multiple ways of building upon the results presented here. The impact of weather events such as Foehn winds [71,72] on the MDV environment can be investigated in more detail than previously available data sets allowed. Surface climatology and event based analysis from this data set can assist in understanding intra-valley atmospheric boundary layer dynamics from UAV-based measurements [73] and evaluate mesoscale atmospheric models used in meteorological connectivity for biological applications [74]. Also further crucial environmental variables that are related to the surface energy balance, such as hydrological routing and surface moisture can potentially be derived from this
product. These data sets promise to be most relevant for species distribution models for the research area. The 30m spatial resolution achieved here does of course not provide a directly proportional match for the spatial resolution microorganism species operate on. But as shown in Figure 6, important spatial LST patterns can be rendered at a 30m resolution, that were previously undetected in high temporal resolution LST data.

6. Conclusions
A methodology to downscale MODIS LST data to arrive at a 30 m data set was presented. The downscaling model is rigorously validated and the expected R$^2$ of a downscaled scene is 0.78 with a RMSE is 3.32 $^\circ$C. The applicability of the model to the intended spatial and temporal extent under the assumption of the reported performance measures was confirmed. All available MODIS scenes acquired during the austral summer months November to February and daylight conditions from December 1999 (Terra) and May 2002 (Aqua) on can be downscaled using the R package downscaleLST.MDV available on GitHub under https://github.com/MLezamaValdes/downscaleLST.MDV, accessed on 21 October 2021.
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Abbreviations
The following abbreviations are used in this manuscript:

- LST: Land Surface Temperature
- RF: Random Forest
- GBM: Gradient Boosting Machine
- NN: Neural Net
- CV: Cross Validation
- MDV: McMurdo Dry Valleys
- TWI: Topographic Wetness Index
- REMA: Reference Elevation Model of Antarctica
- RAMP: Radarsat Antarctic Mapping Project Digital Elevation Model
- RMSE: Root Mean Square Error
- AOA: Area of Applicability
- FFS: Forward Feature Selection
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