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Abstract: Extracting buildings from high-resolution remote sensing images is essential for many geospatial applications, such as building change detection, urban planning, and disaster emergency assessment. Due to the diversity of geometric shapes and the blurring of boundaries among buildings, it is still a challenging task to accurately generate building footprints from the complex scenes of remote sensing images. The rapid development of convolutional neural networks is presenting both new opportunities and challenges with respect to the extraction of buildings from high-resolution remote sensing images. To capture multilevel contextual information, most deep learning methods extract buildings by integrating multilevel features. However, the differential responses between such multilevel features are often ignored, leading to blurred contours in the extraction results. In this study, we propose an end-to-end multitask building extraction method to address these issues; this approach utilizes the rich contextual features of remote sensing images to assist with building segmentation while ensuring that the shape of the extraction results is preserved. By combining boundary classification and boundary distance regression, clear contour and distance transformation maps are generated to further improve the accuracy of building extraction. Subsequently, multiple refinement modules are used to refine each part of the network to minimize the loss of image feature information. Experimental comparisons conducted on the SpaceNet and Massachusetts building datasets show that the proposed method outperforms other deep learning methods in terms of building extraction results.
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1. Introduction

Buildings, as important manifestations of urban development and construction, are becoming a newly popular focus of research in regard to segmentation tasks. High-resolution Earth observation systems are growing more mature as remote sensing technology advances, allowing them to swiftly capture high-resolution remote sensing images across large areas. Building footprint maps based on such high-resolution remote sensing images are essential for building change detection [1], urban planning [2], and disaster emergency assessment. However, building type diversity and background complexity make it challenging to automatically extract buildings from high-resolution remote sensing images.

Since high-resolution remote sensing images contain a large amount of intrinsic characteristic information, such as spectral [3,4], textural [4,5], geometric [6,7], and contextual information [8], most studies on building extraction algorithms are based on features of these kinds. Considering that the geometric features of buildings are regular, Izadi et al. [8] used the perceptual grouping method to construct polygons on the tops of buildings and
combined the results with sensor metadata information to automatically detect buildings. Mohan et al. [9] used geometric features to extract roofs of different materials from multiple aerial remote sensing images and generated results based on wall and shadow context information. Jin et al. [10] used mathematical morphology to extract buildings by integrating basic information such as spectral content and context. Compared with original remote sensing images, high-resolution remote sensing images have more refined ground object geometries and textural features, with clear background characteristics. Thus, Xiang et al. [11] performed superpixel segmentation on the original image and extracted buildings by filtering out nonbuilding areas using feature information such as color, spectral, geometric, and background information. However, such methods rely on manually selected features and have limited generalization ability.

In recent years, the rapid development of deep learning has led to its widespread employment in automatic building extraction methods. Deep learning methods automatically learn features from the original image data themselves, thereby avoiding the subjectivity of manually selecting features. The recent pixel-to-pixel fully convolutional network (FCN) proposed by Long et al. [12] has significantly improved the accuracy of building extraction. Some FCN-based encoder–decoder networks [13,14] are enabling remarkable achievements in the field of image segmentation.

It is undeniable that these deep learning networks have achieved excellent results in natural scenarios. Therefore, an increasing number of studies are focusing on applying the above methods in the field of high-resolution remote sensing. Yuan [15] designed a deep convolutional network integrated with multilayer activation for the pixelwise prediction of buildings. Xu et al. [16] proposed an improved segmentation model based on an FCN to optimize building extraction results by using hand-crafted features and a guided filter. Huang et al. [17] proposed a progressive residual refinement network for building extraction by combining high-resolution aerial images with light detection and ranging (LiDAR) point clouds. Although all of the above methods have yielded decent results, some problems still need to be further explored. (1) Holes may exist in an extracted building object due to gaps between different feature levels. (2) The boundaries tend to be blurred because most building extraction methods focus only on comprehensive semantic information while neglecting detailed edge features, as shown in Figure 1.

To address the above issues, we propose a multitask network for automatic building footprint extraction from remote sensing images. Based on the encoder–decoder network structure, we implement two parallel decoders to generate clear contour maps and distance transform maps, which can help the network learn more boundary information and clarify blurry building boundaries. Considering that many details are lost in the downsampling process, we design an intra-refinement module to repair the feature map after each pair of convolutions. In addition, coarse prediction maps are generated for each upsampling output, and the combined loss of each coarse prediction map is calculated to drive the low-level information and high-level information to better complement each other. To this end, a residual refinement module is designed to repair the coarse prediction map during the last stage of downsampling before the final output is produced by the network. Finally, our multitask building extraction network is trained to improve the segmentation accuracy of the developed model on the SpaceNet [18] and Massachusetts [19] building datasets. The main contributions of this paper can be summarized as follows:

1. We propose a multitask deep learning model for building extraction that consists of an encoder–decoder network for generating coarse building maps, with two auxiliary decoders for correcting blurred boundaries, and a multitask loss is applied to monitor the accuracy of the building extraction process.

2. Two parallel auxiliary branches, namely, a contour decoder and a distance decoder, are introduced into the encoder–decoder network architecture to enrich the building boundary information and improve the building extraction accuracy of the model.

3. An intra-refinement module is introduced to enhance the constructed feature map after each round of downsampling, while coarse prediction maps are separately
generated for the multistage outputs of the upsampling process for the subsequent loss calculation. A residual refinement module is also designed to refine the coarse prediction map generated in the last stage in order to obtain the final output.
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**Figure 1.** Illustration of semantic segmentation results obtained using the baseline model on the SpaceNet building dataset: (a) Khartoum and (b) Las Vegas. One problem with convolutional neural network (CNN)-based building extraction methods is that the boundaries of the buildings tend to be blurred, with most boundary pixels belonging to the category of interest being misclassified as background pixels.

The remaining sections of this article are structured as follows. Section 2 introduces the related work. The proposed method, including the network structure and additional modules, is described in detail in Section 3. Section 4 introduces an ablation study and a comparative experiment, including the utilized dataset, the implementation details, the obtained results, and analyses thereof. An Additional dataset is utilized to prove the generalization ability and robustness of the proposed model in Section 5. Finally, Section 6 concludes the paper.

2. Related Work

Due to the rapid development of convolutional neural networks (CNNs) [20], deep-learning-based methods are gradually replacing traditional manual extraction methods and becoming mainstream, achieving remarkable results in the field of building extraction. Because of their ability to extracting effective feature information from images without any prior knowledge, CNNs have been widely applied in image classification [21], object detection [22], and image segmentation [23,24] in recent years. In contrast to a CNN, the FCN proposed by Long et al. [12] attempts to recover the corresponding category of each pixel from abstract features; this approach has attracted much attention in the field of semantic segmentation. However, an FCN classifies each pixel without fully considering the relationships between pixels, and the upsampling results obtained via deconvolution are insensitive to image details. Different from the original FCN, the U-Net model proposed by Ronneberger et al. [13] introduces a symmetric structure that can combine low-level features with high-level features via skip connections to enhance semantic information. Based on the U-Net architecture, Ji et al. [25] designed a Siamese U-Net (SiU-Net), in which two input branches share the same U-Net structure and weights
for corresponding inputs. In addition, some variants of FCNs have been presented, such as DeepLabV3+ proposed by Chen et al. [26], which extracts multiscale features and enlarges receptive fields through dilated convolution at different dilation rates. Several examples of works [27–29] using the Deeplab architecture as a backbone model demonstrate its effectiveness in segmentation tasks.

Multitask learning [30], in which representations are shared between related tasks to enhance the generalization ability and robustness of a model, has been introduced into the task of building extraction. For example, Hui et al. [31] applied a multitask learning approach to incorporate the structure information of buildings. Bischke et al. [32] proposed a multitask learning method for building extraction that incorporates building boundary information to improve the segmentation results. However, it is insufficient to generate regular building boundaries based only on distance estimation. To mitigate the influence of the large intraclass variations among buildings, Guo et al. [33] designed a multitask parallel attention network that can overcome the semantic gaps among different kinds of buildings. Li et al. [34] used adaptive weights in a multitask learning method to learn boundary information by means of a special boundary loss. For the refinement of segmentation boundaries, several researchers have attempted to achieve improved segmentation accuracy by adding auxiliary tasks on the basis of an encoder–decoder framework. Chen et al. [35] added a parallel decoder to the original encoder–decoder network to generate clear contours for separating clustered objects. Tan et al. [36] treated boundary recognition as a regression problem and added a branch for distance transformation to an encoder–decoder network in order to ensure smoothness of the segmentation contours. The above studies show that auxiliary tasks are helpful for improving the predictions generated for the main task.

Furthermore, some researchers have refined image details by using residual blocks. Peng et al. [37] designed a residual-based module for boundary refinement. To obtain multiscale features, Zhang et al. [38] proposed a residual block containing dilated convolutional layers with different dilation rates. Qin et al. [39] designed a U-Net-like residual block to further refine the coarse prediction maps of image boundaries.

In light of the above methods, we propose an end-to-end multitask building extraction method to improve segmentation accuracy while using two additional branches for boundary refinement. Different from the aforementioned methods, we design a novel residual block containing a proposed intra-refinement module to further enhance the semantic information of the input image by refining the feature maps at each stage. Furthermore, we utilize multiple intermediate outputs in the loss calculation to drive the low-level and high-level features to better complement each other. In this way, the proposed method combines multiple tasks to overcome semantic gaps and achieve more accurate building extraction results.

3. Methodology

In this section, we discuss the details of the proposed framework. As shown in Figure 2, our framework consists of an encoder–decoder network that is used to obtain a segmentation prediction map and two auxiliary branches trained for contour extraction and distance transformation. In the encoder, we design an intra-refinement module to refine the details of the constructed feature map after every two convolutions. For the intermediate decoder, we propose utilizing multistage outputs to obtain multiple coarse segmentation maps during the upsampling process, which can be used to combine the multilevel information from different stages. Before the generation of the mask segmentation map, a residual refinement module is introduced to refine the coarse segmentation map. Finally, a multitask loss is designed to train the end-to-end network.
3.1. Encoder-Decoder Network Architecture

The proposed network has a standard encoder–decoder architecture with a single encoder on the left and three parallel decoders on the right. The encoder applies repeated downsampling operations that halve the size of the feature map. Each downsampling operation includes two $3 \times 3$ convolutions, rectified linear unit (ReLU) activation, and a $2 \times 2$ max pooling operation with a stride of 2. During the downsampling process, we add an intra-refinement module after each pair of convolutions for detail refinement, as described in Section 3.2. The three parallel decoders are consistent in terms of the structure until the last $1 \times 1$ convolutional layer. The number of output channels of the distance decoder is 1; this decoder returns a regression value after computing a sigmoid function. The other two decoders each have 2 output channels, representing background and buildings.

Each decoder represents a separate task, in which repeated upsampling operations are applied to reach the same resolution as the original input. The intermediate decoder is designed for mask segmentation and is followed by a residual refinement module to refine the coarse output before the final mask prediction map is generated. The residual refinement module is described in Section 3.3. To assist the network in capturing more boundary information, we introduce two auxiliary decoders, one for contour extraction and one for distance transformation. The former branch provides semantic building boundary information, while the latter estimates the position of a building by calculating the distance from any point inside the building instance to the nearest background point.
3.2. Intra-Refinement Module

Due to the gaps between different feature levels, there will typically be holes in the segmentation map. To repair these holes, we introduce an intra-refinement module to refine the feature map after each double convolution (doubleconv), as shown in Figure 3. After two successive $3 \times 3$ convolutions in the downsampling step, we obtain a feature map denoted by $f_{\text{in}}$. We first apply a $3 \times 3$ convolution without changing the number of output channels to obtain the feature vector $f_{\text{mid}}$. Then, we utilize another $3 \times 3$ convolution to expand the number of output channels by a factor of 2 and obtain the intermediate feature map $\tilde{f}$. We then divide the feature map evenly into two parts according to the number of channels. The former part ($f_1$) is multiplied by the feature vector $f_{\text{mid}}$ to obtain an intermediate result, while the latter part ($f_2$) is added to this intermediate result to obtain the output feature map $f_{\text{out}}$. Finally, we send $f_{\text{out}}$, which is constructed as follows, to the subsequent downsampling operation:

$$f_{\text{mid}} = R(N(Conv_1(f_{\text{in}})))$$  \hspace{1cm} (1)

$$\tilde{f} = Conv_2(f_{\text{in}})$$  \hspace{1cm} (2)

$$f_{\text{out}} = R((f_1 \odot f_{\text{mid}}) + f_2)$$  \hspace{1cm} (3)

where $Conv_1(\cdot)$ is a $3 \times 3$ convolution that does not change the number of channels, $Conv_2(\cdot)$ is a $3 \times 3$ convolution that doubles the number of channels, $R(\cdot)$ is the ReLU function, $N(\cdot)$ denotes batch normalization, and $\odot$ and $+$ denote the elementwise multiplication and addition, respectively, of two vectors.

![Figure 3. Architecture of the intra-refinement module.](image)

3.3. Residual Refinement Module

To further refine the coarse prediction map obtained after upsampling, we design a residual refinement module. Different from previously developed residual blocks [37–39], the proposed module uses doubleconv to enhance the semantic image information during the downsampling process, followed by the previously introduced intra-refinement module to refine lost details. In Figure 4, the left part of the chart represents a downsampling operation that uses max pooling with a stride of 2, while the right part represents an upsampling operation that uses bilinear interpolation with a factor of 2. Each doubleconv operation in Figure 4 consists of two successive $3 \times 3$ convolutions followed by batch normalization and ReLU activation. The features in each decoder layer are concatenated with those in the corresponding encoder layer to fuse multiscale features. In particular, we introduce the intra-refinement module into the residual block to mitigate the effects of the pooling operations and refine the details of the feature maps. Finally, we combine the
coarse prediction results with the residual refinement results via an addition operation to obtain the final refined map. The refined feature map can be described as follows:

$$M_f = M_c + M_s$$  \hspace{1cm} (4)

where $M_c$, $M_s$, and $M_f$ denote the coarse feature map, the residual feature map, and the refined feature map, respectively.

Figure 4. Structure of the proposed residual refinement module. Doubleconv refers to two successive convolutions applied to extract features, followed by an intra-refinement module (IRM) to refine details.

3.4. Loss Function

3.4.1. Multistage Mask Loss

For building mask prediction, we use a cross-entropy loss to calculate the prediction map losses and update the network parameters. The multistage mask loss $L_M$ is formulated as follows:

$$L_M = -\sum_{i,j} [y_{i,j} \log(\hat{y}_{i,j}) + (1 - y_{i,j}) \log(1 - \hat{y}_{i,j})]$$  \hspace{1cm} (5)

where $y_{i,j} \in \{0, 1\}$ stands for the ground-truth label and $\hat{y}_{i,j}$ is the predicted label probability for pixel $(i, j)$.

3.4.2. Contour Loss

In building boundary prediction, negative examples account for the majority of all samples. Under the effect of the cross-entropy loss, the model tends to ignore difficult positive examples in the learning process; consequently, poor prediction results on positive examples will directly lead to a low F1-score. In our experiment, we choose the Dice loss as the loss function for boundary prediction, which encourages the model to pay more attention to difficult samples during training, reduces the degree of learning based on
simple negative examples, and improves the value of the F1-score. The contour loss $L_C$ is defined as follows:

$$L_C = \frac{2 \sum_{i,j} y_{ij} \hat{y}_{ij}}{\sum_{i,j} y_{ij}^2 + \sum_{i,j} \hat{y}_{ij}^2}$$  (6)

where $y_{ij} \in \{0, 1\}$ denotes the ground truth and $\hat{y}_{ij}$ is the predicted segmentation probability for pixel $(i, j)$.

3.4.3. Distance Loss

To estimate the building distance map, we utilize a simple mean square error (MSE) loss as the loss function for the distance transform to gradually reduce the gap between the predicted result and the ground truth; this loss function is formulated as follows:

$$L_D = \sum_{i,j} (\hat{D}(i, j) - D(i, j))^2$$  (7)

where $\hat{D}(i, j)$ stands for the estimated distance map and $D(i, j)$ denotes the ground truth of pixel $(i, j)$.

Our final loss function is defined as follows:

$$L = \alpha_1 \sum_{n=1}^{N} L_{M}^{(n)} + \alpha_2 L_C + \alpha_3 L_D$$  (8)

where $\alpha_1, \alpha_2,$ and $\alpha_3$ are the weights of each loss component, $L_{M}^{(n)}$ denotes the loss on the $n$-th predicted output, and $N$ is the total number of outputs. Let $L_{M}^{(n)} = \{L_{M1}, L_{M2}, L_{M3}, L_{M4}, L_{M5}\}$ in our model denote the coarse prediction maps obtained in the four intermediate stages during downsampling and the final mask prediction map.

4. Experiments and Analysis

4.1. SpaceNet Dataset

For a building segmentation dataset, attention should be given to the resolution of the images, the number of building instances, the correspondence between the pixel positions and the ground truth, and the band information. We introduce the SpaceNet dataset (SpaceNet dataset: https://spacenet.ai/spacenet-buildings-dataset-v2/, accessed on 1 December 2021), which consists of images of four cities, namely, Las Vegas, Khartoum, Shanghai, and Paris, as shown in Figure 5. For each city, the dataset contains GeoJson labels of buildings, panchromatic images, 8-band multispectral images, pansharpened versions of the red-green-blue (RGB) bands from the multispectral product (RGB-PanSharpen), and pixel-based labels for buildings. Here, the RGB-PanSharpen images are used as our training dataset.

Four cities are used to evaluate the performance of the proposed method. This dataset contains 10,593 image scenes with labels, as shown in Table 1. We utilize the annotations to generate single-band binary images containing values of 0 and 1 to denote whether a pixel belongs to a nonbuilding or building area, respectively, as the labeled dataset used to evaluate our proposed method.
Figure 5. Examples from four cities in the SpaceNet building dataset (from left to right): Las Vegas, Khartoum, Shanghai, and Paris.

Table 1. Numbers of images and building footprints across the areas of interest in SpaceNet.

<table>
<thead>
<tr>
<th>City</th>
<th>Number of Images</th>
<th>Resolution (m)</th>
<th>Raster Area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Las Vegas</td>
<td>3851</td>
<td>0.3</td>
<td>216</td>
</tr>
<tr>
<td>Khartoum</td>
<td>1012</td>
<td>0.3</td>
<td>765</td>
</tr>
<tr>
<td>Shanghai</td>
<td>4582</td>
<td>0.3</td>
<td>1000</td>
</tr>
<tr>
<td>Paris</td>
<td>1148</td>
<td>0.3</td>
<td>1030</td>
</tr>
<tr>
<td>Total</td>
<td>10,593</td>
<td></td>
<td>3011</td>
</tr>
</tbody>
</table>

4.2. Dataset Preprocessing

To facilitate the model training process, we resize the images from $650 \times 650$ to $256 \times 256$. The bit depth is changed from 16 to 8, and the RGB images are converted from the Tagged Image File (TIF) format to the Portable Network Graphics (PNG) format. We eliminate images that do not contain buildings, and finally, the numbers of RGB images used for network training and validation from the above four cities are 3615, 831, 3352, and 633, respectively. To obtain the corresponding contour and distance datasets, we rely on the findContours and distanceTransform functions of OpenCV. The dataset for each city is randomly divided into three separate sets for training (80%), validation (10%), and testing (10%), while ensuring that each type of geography is contained in each of these splits.

4.3. Evaluation Metrics

In this paper, we measure different aspects of the performance of the proposed method by using six common metrics, namely, the precision, recall, F1-score, overall accuracy (OA), intersection over union (IoU), and boundary IoU [40].

As shown in Formulas (9)–(11), the precision, recall, and F1-score are used to quantify the model accuracy. The F1-score is the harmonic mean of precision and recall, and thus combines the results of both.

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}} \quad (9)
\]

\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}} \quad (10)
\]

\[
\text{F1-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (11)
\]

where “true positive” (TP) denotes the number of building footprint pixels that are correctly detected, “false positive” (FP) denotes the number of pixels where other objects are
incorrectly detected as building footprint polygons, and “false negative” (FN) denotes the number of building footprint pixels that are not detected.

We utilize the OA to quantify the performance of the model on the validation dataset; the OA represents the percentage of correctly classified pixels out of the total number of pixels. The formulation is defined as follows:

\[
\text{OA} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}}
\]  

(12)

where “true negative” (TN) denotes the number of pixels belonging to nonbuilding objects that are correctly detected.

We use the pixelwise IoU score as our evaluation metric to measure the proximity between the ground-truth building area and the predicted building area; the IoU is defined as follows:

\[
\text{IoU} = \frac{\text{TP}}{\text{TP} + \text{FP} + \text{FN}}
\]  

(13)

To prove the effectiveness of the proposed method for boundary restoration, we use the boundary IoU to measure the quality of the segmentation boundaries; the boundary IoU is defined as follows:

\[
\text{Boundary IoU} = \frac{|(G_d \cap G) \cap (P_d \cap P)|}{|(G_d \cap G) \cup (P_d \cap P)|}
\]  

(14)

where G denotes the ground-truth binary mask, P denotes the predicted binary mask, \(d\) denotes the pixel width of the boundary region, and \(G_d\) and \(P_d\) refer to the sets of ground-truth mask pixels and predicted mask pixels, respectively, that are within a predefined distance from each contour.

4.4. Implementation Details

In this study, the proposed method is implemented using the PyTorch deep learning framework [41] on a single Nvidia RTX 3090 GPU. Our model is trained with the root-mean-square propagation (RMSprop) optimizer [42], and the learning rate is initialized at 0.0001 with a weight decay of \(1 \times 10^{-8}\). The total number of epochs is set to 150, with a batch size of 16. During the training process, in each epoch, the validation set is used to calculate the induced error once the model training process is complete. We use an early stopping strategy [43] to prevent model overfitting; specifically, the training procedure is stopped automatically when the IoU value of the model on the validation set has not improved within 10 epochs. Similarly, we utilize the ReduceLROnPlateau strategy [41] to reduce the learning rate when the network performance on the verification dataset does not improve within a certain number of epochs. In the testing stage, the test dataset is used to evaluate the proposed model, which generates a binary mask with values of 0 and 1.

4.5. Ablation Study

In this section, we verify the contribution of each key component to model performance through an ablation study. For simplicity, we select two of the four city datasets, Las Vegas and Paris, as the ablation datasets. Our baseline model is constructed on the basis of the proposed network, to which contour extraction (C), distance transformation (D), the residual refinement module (R), the intra-refinement module (I), and multistage outputs (M) are added. The OA, precision, recall, F1-score, IoU, and boundary IoU are used to evaluate the performance of these components.

The results of the ablation study are shown in Tables 2 and 3. To facilitate observation, the maximum value of each evaluation metric is presented in bold.
distance transform module can also improve the model accuracy, increasing the IoU value by 2.7%. With the further addition of the residual refinement module as well as the previous two components, the building extraction result is significantly improved, with an IoU increase of 3.8%. Even without the residual refinement module, after the addition of the intra-refinement module and multistage outputs, the IoU is improved by 3.6% and 3.5%, respectively. The above results indicate that our model achieves its best performance through the combined influence of different modules.

Table 2. Results of an ablation study of different modules obtained on the Las Vegas dataset. C, contour extraction; D, distance estimation; R, residual refinement module; I, intra-refinement module; M, multistage outputs.

<table>
<thead>
<tr>
<th>Method</th>
<th>OA (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
<th>IoU (%)</th>
<th>Increase in IoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>95.4</td>
<td>85.9</td>
<td>87.5</td>
<td>85.9</td>
<td>77.0</td>
<td>-</td>
</tr>
<tr>
<td>Baseline + C</td>
<td>95.7</td>
<td>87.3</td>
<td>87.9</td>
<td>86.9</td>
<td>78.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Baseline + CD</td>
<td>96.0</td>
<td>88.3</td>
<td>88.4</td>
<td>88.0</td>
<td>79.7</td>
<td>2.7</td>
</tr>
<tr>
<td>Baseline + CDR</td>
<td>96.4</td>
<td>89.7</td>
<td>88.1</td>
<td>86.6</td>
<td>80.8</td>
<td>3.8</td>
</tr>
<tr>
<td>Baseline + CDI</td>
<td>96.3</td>
<td>89.4</td>
<td>88.4</td>
<td>88.5</td>
<td>80.6</td>
<td>3.6</td>
</tr>
<tr>
<td>Baseline + CDM</td>
<td>96.2</td>
<td>89.4</td>
<td>88.4</td>
<td>88.6</td>
<td>80.5</td>
<td>3.5</td>
</tr>
<tr>
<td>Baseline + ALL</td>
<td>96.6</td>
<td>91.2</td>
<td>88.8</td>
<td>89.6</td>
<td>82.4</td>
<td>5.4</td>
</tr>
</tbody>
</table>

Increase in IoU denotes the increase in the value achieved over that of the baseline. The best results are shown in bold. For all metrics, the higher the value is, the better the evaluation.

Table 3 shows the ablation experiment results obtained for the proposed method on the Paris dataset. The first row of Table 3 corresponds to the baseline model. After the addition of contour extraction, the IoU value is increased by 0.5%. When the distance transform is added in addition to the contour information, the IoU is improved by 0.8%. Rows 4, 5, and 6 of Table 3 show that when the residual refinement module, the intra-refinement module, and multistage outputs are introduced in addition to the contour and distance information, these additions obviously improve the segmentation performance of the model, increasing the IoU by 1.7%, 1.3%, and 1.4%, respectively, thus further proving the effectiveness of the various components proposed in this paper.

Table 3. Results of an ablation study of different modules obtained on the Paris dataset. C, contour extraction; D, distance estimation; R, residual refinement module; I, intra-refinement module; M, multistage outputs.

<table>
<thead>
<tr>
<th>Method</th>
<th>OA (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
<th>IoU (%)</th>
<th>Increase in IoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>95.3</td>
<td>77.6</td>
<td>73.9</td>
<td>73.8</td>
<td>61.9</td>
<td>-</td>
</tr>
<tr>
<td>Baseline + C</td>
<td>95.5</td>
<td>77.5</td>
<td>72.7</td>
<td>74.0</td>
<td>62.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Baseline + CD</td>
<td>95.6</td>
<td>76.5</td>
<td>73.4</td>
<td>74.3</td>
<td>62.7</td>
<td>0.8</td>
</tr>
<tr>
<td>Baseline + CDR</td>
<td>95.8</td>
<td>79.0</td>
<td>75.9</td>
<td>75.5</td>
<td>63.6</td>
<td>1.7</td>
</tr>
<tr>
<td>Baseline + CDI</td>
<td>95.7</td>
<td>79.1</td>
<td>73.2</td>
<td>74.1</td>
<td>63.2</td>
<td>1.3</td>
</tr>
<tr>
<td>Baseline + CDM</td>
<td>95.7</td>
<td>78.9</td>
<td>75.0</td>
<td>75.6</td>
<td>63.3</td>
<td>1.4</td>
</tr>
<tr>
<td>Baseline + ALL</td>
<td>95.9</td>
<td>78.9</td>
<td>74.9</td>
<td>75.8</td>
<td>64.6</td>
<td>2.7</td>
</tr>
</tbody>
</table>

Increase in IoU denotes the increase in the value achieved over that of the baseline. The best results are shown in bold. For all metrics, the higher the value is, the better the evaluation.

To validate the proposed modules in terms of building boundary restoration, we introduce the boundary IoU metric to evaluate the boundary segmentation results obtained for the two cities. The results are shown in Figure 6. Compared to the baseline, each of our proposed modules achieves boundary repair improvements. Notably, the performance of our model is improved more significantly after the incorporation of each refinement module. The boundary IoU values are improved by 6.6% and 3.1% on the Las Vegas dataset and the Paris dataset, respectively.
Figure 6. Boundary IoU values for two cities after the addition of different modules: (a) the Las Vegas dataset and (b) the Paris dataset.

4.6. Comparisons with State-of-the-Art Methods

4.6.1. Introduction of the Models for Comparison

Since our model is an improved version of an encoder–decoder network, we select U-Net [13] as the baseline model. In addition, DeepLabV3+ [26], the pyramid scene parsing network (PSPNet) [44], the unified perception network (UPerNet) [45], and TransUNet [46] are selected for comparison. The details of these models are described as follows.

1. U-Net was proposed by Ronneberger et al. [13] and was originally used to solve medical image segmentation problems. It has a U-shaped network structure that includes an encoder and decoder. The skip connections in the decoder stage effectively combine low-level features with high-level features to recover the lost feature information.

2. DeepLabV3+, proposed by Chen et al. [26], also uses an encoder–decoder structure to fuse multiscale information. In the encoder stage, atrous convolution is introduced with the aim of extracting more effective features, and the receptive field is enlarged without information loss so that each convolution output contains a large range of information. In the experiment, we first select ResNet-50 [47] as the backbone for feature extraction. To extract and fuse features, an atrous convolution with four distinct rates is used, followed by a $1 \times 1$ convolution to compress the features.

3. PSPNet was proposed by Zhao et al. [44] and is a semantic segmentation method that utilizes a pyramid pooling module to aggregate contextual information obtained from different regions. In the PSP structure, the acquired feature layers are divided into grids of different sizes, and internal pooling is performed evenly in each grid cell. This structure improves the ability of the network to obtain global information via context aggregation. In this experiment, we select ResNet-50 to extract features, and a four-level pyramid is applied to obtain different pooling kernels.

4. Xiao et al. [45] proposed UPerNet as an improved network based on PSPNet that can simultaneously handle three tasks: semantic segmentation, scene classification, and texture parsing. This algorithm uses a feature pyramid network [48] as the backbone and adds a pyramid pooling module to obtain a fused feature map.

5. TransUNet was proposed by Chen et al. [46] as a combination of U-Net and Transformer [49]. It adopts the U-shaped structure of U-Net to effectively utilize low-level convolution characteristics. In addition, by transforming the input image into a sequence, the Transformer architecture can be used to capture a large amount of global contextual information to achieve more precise positioning.
4.6.2. Results Obtained on the SpaceNet Dataset

Figures 7–10 compare the results obtained by the different methods for the four cities in the SpaceNet dataset. To facilitate the comparisons, we add two distinguishable colors to the prediction maps, with red representing areas where the background is misclassified as a building and blue representing areas where a building is misclassified as background.

(1) Las Vegas Dataset

Figure 7 compares the building extraction results obtained for different regions of the Las Vegas dataset using the six methods. We select two representative images from the Las Vegas test dataset for pixel-level comparisons. We can see that the results of our proposed method are visually superior to those of the other five methods.

The distributions of the buildings in the two test images in Figure 7 are fairly regular, but buildings of different sizes are difficult to extract accurately. The first row of Figure 7 shows that compared with the other five methods, the proposed method obtains finer boundaries, indicating that the addition of auxiliary boundary information can play a certain role in the restoration of building boundaries. In the second image in Figure 7, the distribution of the buildings is generally related to the road layout, providing additional convenience for building extraction in this kind of scenario. As the second row of Figure 7 shows, the boundaries in the prediction map generated by our proposed model are more regular, and the pixel-level results indicate that the proposed method can achieve better segmentation than the other models.

Table 4 presents a quantitative comparison of the proposed method with the other deep learning methods on the same dataset and under the same experimental environment. The OA, precision, recall, F1-score, and IoU metrics are used for quantitative evaluation. As seen from Table 4, the results obtained by our network are superior to those of the other networks. In terms of the IoU values, our proposed method shows the best performance, with 3.9–5.4% improvements in the results; these findings prove the effectiveness of our model for building extraction.

![Figure 7](image-url)

**Figure 7.** Results of building segmentation in different regions of the Las Vegas dataset using six methods: (a) input image, (b) U-Net, (c) DeepLabV3+, (d) PSPNet, (e) UPerNet, (f) TransUNet, and (g) ours. Pixel-based true negatives, true positives, false positives, and false negatives are marked in black, white, red, and blue, respectively.
Table 4. Comparison of the building extraction results obtained by different methods on the Las Vegas test dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>OA (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
<th>IoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>95.4</td>
<td>85.6</td>
<td>87.5</td>
<td>85.9</td>
<td>77.0</td>
</tr>
<tr>
<td>DeepLabV3+</td>
<td>95.8</td>
<td>89.3</td>
<td>85.9</td>
<td>87.2</td>
<td>78.5</td>
</tr>
<tr>
<td>PSPNet</td>
<td>95.5</td>
<td>87.5</td>
<td>87.3</td>
<td>88.7</td>
<td>78.1</td>
</tr>
<tr>
<td>UPerNet</td>
<td>95.7</td>
<td>89.2</td>
<td>86.1</td>
<td>87.2</td>
<td>78.6</td>
</tr>
<tr>
<td>TransUNet</td>
<td>95.6</td>
<td>87.8</td>
<td>86.1</td>
<td>86.3</td>
<td>77.4</td>
</tr>
<tr>
<td>Ours</td>
<td>96.6</td>
<td>91.2</td>
<td>88.8</td>
<td>89.6</td>
<td>82.4</td>
</tr>
</tbody>
</table>

The best results are shown in bold. For all metrics, the higher the value is, the better the evaluation.

(2) Khartoum Dataset

We select two representative images from the Khartoum dataset for building extraction. As shown in Figure 8, the proposed method suffers from fewer extraction errors than the other five methods.

The first row of Figure 8 contains many buildings of different shapes and sizes, and the boundaries of some areas are indistinguishable. The second row of Figure 8 shows buildings with an uneven distribution and a complex landscape. The proposed method performs the best visually, while the other methods produce more errors, with results that contain more unsegmented areas and are missing small targets.

![Figure 8](image)

Figure 8. Results of building segmentation in different regions of the Khartoum dataset using six methods: (a) input image, (b) U-Net, (c) DeepLabV3+, (d) PSPNet, (e) UPerNet, (f) TransUNet, and (g) ours. Pixel-based true negatives, true positives, false positives, and false negatives are marked in black, white, red, and blue, respectively.

Table 5 presents an evaluation analysis on the Khartoum dataset utilizing the same computational performance measures introduced above. Compared with that of U-Net, the IoU value of our model is improved by 2.4%; similarly, the IoU of our proposed model is improved by 7.5% and 4.3% over those of DeepLabV3+ and TransUNet, respectively. Both DeepLabV3+ and TransUNet require large datasets to reap the benefits of their networks. These evaluation results show that our proposed model is also superior to the other models in terms of the remaining indices, with the exception of precision.
Table 5. Comparison of the building extraction results obtained by different methods on the Khartoum test dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>OA (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
<th>IoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>92.7</td>
<td>77.3</td>
<td>71.5</td>
<td>71.5</td>
<td>58.3</td>
</tr>
<tr>
<td>DeepLabV3+</td>
<td>91.7</td>
<td>71.7</td>
<td>66.9</td>
<td>67.2</td>
<td>53.2</td>
</tr>
<tr>
<td>PSPNet</td>
<td>92.5</td>
<td>72.3</td>
<td>69.8</td>
<td>69.5</td>
<td>56.3</td>
</tr>
<tr>
<td>UPerNet</td>
<td>91.7</td>
<td>71.4</td>
<td>68.7</td>
<td>67.1</td>
<td>53.1</td>
</tr>
<tr>
<td>TransUNet</td>
<td>92.1</td>
<td>71.8</td>
<td>72.6</td>
<td>70.1</td>
<td>56.4</td>
</tr>
<tr>
<td>Ours</td>
<td>92.8</td>
<td>76.7</td>
<td>73.8</td>
<td>73.6</td>
<td>60.7</td>
</tr>
</tbody>
</table>

The best results are shown in bold. For all metrics, the higher the value is, the better the evaluation.

(3) Shanghai Dataset

As shown in Figure 9, we again use six different methods to obtain building extraction results for different areas of Shanghai, and we select two images from the test results for detailed analysis.

Figure 9 shows that the buildings in the Shanghai dataset are densely distributed, making it difficult to extract contour information. It can be seen from the segmentation results that the boundary extraction effects for both test images are not ideal. Among the compared methods, DeepLabV3+, PSPNet, and UPerNet do not perform well in generating smooth boundaries, indicating that these methods do not focus on the boundary information in high-resolution remote sensing images. Compared with the other five methods, our proposed method produces fewer segmentation errors while generating more obvious geometric structures.

Figure 9. Results of building segmentation in different regions of the Shanghai dataset using six methods: (a) input image, (b) U-Net, (c) DeepLabV3+, (d) PSPNet, (e) UPerNet, (f) TransUNet, and (g) ours. Pixel-based true negatives, true positives, false positives, and false negatives are marked in black, white, red, and blue, respectively.

As shown in Table 6, we use the same computational performance measures for model evaluation on the Shanghai dataset. Compared with that of U-Net, the IoU value of the proposed method is increased by 1.3%, which proves that the proposed method can achieve improved building extraction performance. Moreover, the IoU value of the proposed method is 6.0% higher than that of TransUNet, indicating that TransUNet has some shortcomings regarding the processing of complex remote sensing image scenes. Compared with DeepLabV3+, PSPNet, and UPerNet, the proposed model achieves improvements of 4.7%, 1.9%, and 5.6%, respectively. In general, the extraction results of the proposed method show improvement over those of other methods.
Table 6. Comparison of the building extraction results obtained by different methods on the Shanghai test dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>OA  (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
<th>IoU  (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>94.5</td>
<td>75.8</td>
<td>71.7</td>
<td>72.0</td>
<td>60.2</td>
</tr>
<tr>
<td>DeepLabV3+</td>
<td>93.7</td>
<td>73.9</td>
<td>67.5</td>
<td>69.1</td>
<td>56.8</td>
</tr>
<tr>
<td>PSPNet</td>
<td>94.4</td>
<td>75.6</td>
<td>70.4</td>
<td>71.4</td>
<td>59.6</td>
</tr>
<tr>
<td>UPerNet</td>
<td>93.9</td>
<td>75.2</td>
<td>65.7</td>
<td>68.0</td>
<td>55.9</td>
</tr>
<tr>
<td>TransUNet</td>
<td>93.7</td>
<td>71.8</td>
<td>67.4</td>
<td>67.6</td>
<td>55.5</td>
</tr>
<tr>
<td>Ours</td>
<td>94.6</td>
<td>77.6</td>
<td>71.2</td>
<td>73.1</td>
<td>61.5</td>
</tr>
</tbody>
</table>

The best results are shown in bold. For all metrics, the higher the value is, the better the evaluation.

(4) Paris Dataset

Figure 10 presents the two images selected from the evaluation results for the Paris dataset to demonstrate the validity of our proposed method.

![Figure 10](image)

Figure 10. Results of building segmentation in different regions of the Paris dataset using six methods: (a) input image, (b) U-Net, (c) DeepLabV3+, (d) PSPNet, (e) UPerNet, (f) TransUNet, and (g) ours. Pixel-based true negatives, true positives, false positives, and false negatives are marked in black, white, red, and blue, respectively.

The first test image in Figure 10 shows building roofs constructed with a variety of materials and shapes. The second test image in Figure 10 contains various small building targets with uniform roofing materials. Although both test images show fairly regular building distributions, the buildings are of different shapes and sizes, and there are many shaded areas around the buildings. As shown in Figure 10, the other five methods produce many unsegmented building areas, whereas the proposed method can obtain better visual results with more obvious geometric features and regular boundaries.

Table 7 shows a quantitative comparison of the building extraction results obtained by the different methods on the Paris test dataset. Compared with those of the other methods, the IoU value of the proposed method is increased by 2.7–7.9%. The OA, precision, recall, F1-score, and IoU of the proposed method are all significantly higher than those of the other methods.
### Table 7. Comparison of the building extraction results obtained by different methods on the Paris test dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>OA (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
<th>IoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>95.3</td>
<td>77.6</td>
<td>73.9</td>
<td>73.8</td>
<td>61.9</td>
</tr>
<tr>
<td>DeepLabV3+</td>
<td>94.7</td>
<td>74.1</td>
<td>70.3</td>
<td>70.1</td>
<td>57.2</td>
</tr>
<tr>
<td>PSPNet</td>
<td>95.3</td>
<td>77.3</td>
<td>72.1</td>
<td>73.6</td>
<td>61.1</td>
</tr>
<tr>
<td>UPerNet</td>
<td>94.6</td>
<td>75.8</td>
<td>67.2</td>
<td>69.9</td>
<td>56.7</td>
</tr>
<tr>
<td>TransUNet</td>
<td>94.5</td>
<td>69.0</td>
<td>74.7</td>
<td>70.9</td>
<td>57.8</td>
</tr>
<tr>
<td>Ours</td>
<td>95.9</td>
<td>78.9</td>
<td>74.9</td>
<td>75.8</td>
<td>64.6</td>
</tr>
</tbody>
</table>

The best results are shown in bold. For all metrics, the higher the value is, the better the evaluation.

### 4.7. Parameter Sensitivity Analysis

The three parameters of the total loss function, $\alpha_1$, $\alpha_2$, and $\alpha_3$, need to be tuned for each dataset. $\alpha_1$ is used to adjust the weight of the multistage loss, whereas $\alpha_2$ and $\alpha_3$ are weight parameters for the contour loss and distance loss, respectively. To explore the influence of different parameter values on the building extraction results, we first adjust $\alpha_2$ and $\alpha_3$ to find their optimal values, and the results are shown in Figure 11.

**Figure 11.** Influences of different parameter values on the IoU values obtained for all four cities (each red pillar represents the best value). (a) IoU values on the Las Vegas dataset with different values of the parameters $\alpha_2$ and $\alpha_3$. (b) IoU values on the Khartoum dataset with different values of the parameters $\alpha_2$ and $\alpha_3$. (c) IoU values on the Shanghai dataset with different values of the parameters $\alpha_2$ and $\alpha_3$. (d) IoU values on the Paris dataset with different values of the parameters $\alpha_2$ and $\alpha_3$.

Once these two parameters are fixed, we obtain the optimal IoU value by adjusting $\alpha_1$, as shown in Figure 12.

From Figure 11, it is observed that each city has its own optimal parameter values due to its own distinctive image features: $\alpha_2 = 0.9$ and $\alpha_3 = 0.9$ for Las Vegas, $\alpha_2 = 0.8$ and $\alpha_3 = 0.8$ for Khartoum, $\alpha_2 = 0.8$ and $\alpha_3 = 0.9$ for Shanghai, and $\alpha_2 = 0.9$ and $\alpha_3 = 0.9$ for Paris. As shown in Figure 12, our method obtains the best IoU values with $\alpha_1 = 0.8$ for all four cities, and all cities are insensitive to the parameter $\alpha_1$. 
Figure 12. Influences of different parameter values on the IoU values obtained for all four cities. (a) IoU values for all four cities with different values of the parameter $\alpha_1$. (b) IoU values on the Las Vegas dataset with different values of the parameter $\alpha_1$. (c) IoU values on the Khartoum dataset with different values of the parameter $\alpha_1$. (d) IoU values on the Shanghai dataset with different values of the parameter $\alpha_1$. (e) IoU values on the Paris dataset with the parameter $\alpha_1$.

5. Discussion
5.1. Additional Dataset

Another dataset, the Massachusetts building dataset, is used to evaluate the performance of different networks for building extraction. Figure 13 shows some examples from the Massachusetts building dataset. This dataset covers a wider area with relatively smaller building objects, making it more difficult to extract them accurately. In this experiment, this dataset is cut into small patches of $256 \times 256$ pixels in size with an overlap rate of 0.5. To facilitate training, we remove tiles without buildings. Finally, we obtain 14,745 patches for training, 455 patches for validation, and 1118 patches for testing. Note that all compared methods are trained in the same computational environment as the proposed method.
5.2. Comparison with Building Extraction Results from Recent Research

In this section, we further compare the proposed method with several studies on building extraction in recent years to measure its performance. The networks considered for comparison include DDCM-Net [50], MAResU-Net [51], and MANet [52]. DDCM-Net was proposed by Liu et al. [50] and utilizes a combination of dense dilated convolutions with different dilation rates to obtain fused contextual information. MAResU-Net and MANet were proposed by Li et al. [51,52]; in the former, the dot-product attention mechanism is replaced with a linear attention mechanism to reduce the memory and computational costs, and the latter extracts contextual dependencies through multiple kernel attention modules.

Some examples from the test results on the Massachusetts building dataset are shown in Figure 14. The first and second rows of Figure 14 show that our method generates more regular building results than the methods considered for comparison, and the yellow boxes clearly show that the proposed method achieves significant boundary improvements. The third row shows that the proposed method can effectively extract the edge areas of buildings. In particular, the building boundaries extracted by our method are more continuous, while the results of other methods are relatively lacking in continuity. From the yellow boxes in the last row, it can be observed that the proposed method can distinguish the boundaries of different building instances more clearly than other methods, which further proves the effectiveness of the proposed boundary refinement modules.

Table 8 shows the quantitative results on the Massachusetts building dataset. The proposed method achieves the best results in terms of all metrics. In particular, the proposed method obtains an IoU of 73.89% and an F1-Score of 84.98%. Compared with DDCM-Net, MAResU-Net, and MANet, the proposed method achieves improvements of approximately 3.15%, 2.03%, and 1.70%, respectively, in the IoU value. This improvement of the results proves the effectiveness of the proposed method for building extraction.
Figure 14. Qualitative comparisons between our method and several recent studies on the Massachusetts building dataset. (a) Original image, (b) ground truth, (c) prediction map of ours, (d) prediction map of DDCM-Net, (e) prediction map of MAResU-Net, and (f) prediction map of MANet.

Table 8. Comparison of the building extraction results obtained by the proposed method and recent methods on the Massachusetts building dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>OA (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1-Score (%)</th>
<th>IoU (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>94.11</td>
<td>88.20</td>
<td>81.99</td>
<td>84.98</td>
<td>73.89</td>
</tr>
<tr>
<td>DDCM-Net [50]</td>
<td>93.30</td>
<td>86.19</td>
<td>79.78</td>
<td>82.86</td>
<td>70.74</td>
</tr>
<tr>
<td>MAResU-Net [51]</td>
<td>93.49</td>
<td>85.46</td>
<td>81.87</td>
<td>83.63</td>
<td>71.86</td>
</tr>
<tr>
<td>MANet [52]</td>
<td>93.69</td>
<td>87.32</td>
<td>80.64</td>
<td>83.85</td>
<td>72.19</td>
</tr>
</tbody>
</table>

The best results are shown in bold. For all metrics, the higher the value is, the better the evaluation.

6. Conclusions

In this paper, we strive to improve the accuracy of building extraction while refining blurry boundaries. A novel multitask deep learning method was designed to extract buildings from high-resolution remote sensing images. In particular, the proposed method was designed with two auxiliary branches to help refine fuzzy building boundaries, and a multitask loss function guided the network to learn more boundary information. In addition, we proposed several refinement modules to generate accurate prediction results by refining each part of the network. To take full advantage of the information generated in each stage, we calculated a loss using the output of each downsampling step to guide the learning process to consider the advantages of each stage. An ablation study demonstrated the effectiveness of each module in our proposed model, and comparative experiments
showed that the proposed method offers significantly improved building extraction accuracy on a public dataset. Finally, an additional dataset was utilized to further prove the generalization ability and robustness of the proposed model. In future work, we plan to extend our research to the field of instance segmentation and achieve accurate building extraction from high-resolution remote sensing images.
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