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Abstract: For the problem of multi-dimensional feature redundancy in remote sensing detection
of wheat stripe rust using reflectance spectrum and solar-induced chlorophyll fluorescence (SIF), a
feature selection and disease index (DI) monitoring model combining mRMR and XGBoost algorithm
was proposed in this study. Firstly, characteristic wavelengths selected by successive projections
algorithm (SPA) were combined with the vegetation indices, trilateral parameters, and canopy SIF
parameters to constitute the initial feature set. Then, the max-relevance and min-redundancy (mRMR)
algorithm and correlation coefficient (CC) analysis were used to reduce the dimensionality of the
initial feature set, respectively. Features selected by mRMR and CC were input as independent
variables into the extreme gradient boosting regression (XGBoost) and gradient boosting regression
tree (GBRT) to monitor the severity of stripe rust. The experimental results show that, compared
with CC analysis, the monitoring accuracy of the features selected by mRMR in the XGBoost and
GBRT models increased by 12% and 17% on average, respectively. Meanwhile, the mRMR-XGBoost
model achieved the best monitoring accuracy (R2 = 0.8894, RMSE = 0.1135). The R2 between the
measured DI and predicted DI of mRMR-XGBoost was improved by an average of 5%, 12%, and
22% compared with mRMR-GBRT, CC-XGBoost, and CC-GBRT models. These results suggested that
XGBoost is more suitable for the remote sensing monitoring of wheat stripe rust, and mRMR has more
advantages than the commonly used CC analysis in feature selection. Field survey data validation
results also confirm that the mRMR-XGBoost algorithm has excellent monitoring applicability and
scalability. The proposed model could provide a reference for data dimensionality reduction and crop
disease index monitoring based on hyperspectral data.

Keywords: max-relevance and min-redundance; extreme gradient boosting regression; wheat
stripe rust; feature selection; spectral index; solar-induced chlorophyll fluorescence; hyperspectral
remote sensing

1. Introduction

Wheat stripe rust is a pandemic disease caused by Puccinia striiformis f. sp. tritici
that can achieve cross-regional initial and re-infection through airflow. It is one of the
most important disease types for wheat prevention and control in China [1]. Due to the
lack of precise remote sensing monitoring technology for crop diseases, the production
is generally based on undifferentiated regional control. This increases the cost of wheat
planting and pesticide residues in the cultivated land. With the advancement of agricul-
tural informatization, hyperspectral data is widely used in remote sensing monitoring of
crop diseases. However, the high-dimensional and small sample data characteristics of
hyperspectral data make their direct application ineffective. Extracting disease-sensitive
features in hyperspectral data is the most potential method to solve feature redundancy.

In the VIS-NIR spectrum, various symptoms and physiological changes of diseases
show specific responses in spectral reflectance [2]. The identification of crop diseases
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and prediction of disease severity can be realized by using the sensitive wavelengths of
spectral response and the variation of the abnormal spectrum. On this basis, the spectral
vegetation index constructed by sensitive spectrum combinations in hyperspectral data
shows a clear relation to the physiological and biochemical processes of crops that are
infected by pathogens. Several researches have shown that the spectral vegetation indices
have additionally the potential to detect and differentiate plant diseases [3,4]. Meanwhile,
specific form changes of the original hyperspectral data can enhance the difference in
spectral characteristics [5]. These methods mainly extract and construct relevant spectral
features by searching for hyperspectral bands that are more sensitive to disease severity.
But a quantitative statement or the identification of a specific disease is impossible so far
since these methods lack disease specificity. Therefore, choosing a suitable model construc-
tion method is the key to realizing the crop diseases remote sensing monitoring research
in recent years [6,7]. The combination of hyperspectral feature selection and machine
learning model has been applied to the research of some crop diseases identification and
detection [8]. However, these researches are mostly based on reflectance spectrum data,
which is greatly affected by background noise. Moreover, the reflectance spectrum mainly
reflects the concentration information of biochemical components, which cannot directly
reveal the photosynthetic physiological state of vegetation [9]. Solar-induced chlorophyll
fluorescence (SIF) can non-destructively detect the photosynthetic physiology and stress
status of plants [10]. More importantly, the SIF signal comes entirely from the measured
crop, which is purer than the reflectance data. Comprehensive utilization of the advan-
tages of reflectance spectroscopy in the detection of crop biochemical parameters and the
advantages of SIF in the diagnosis of photosynthetic physiology, which can objectively
reflect the real condition of crops under disease stress and improve the accuracy of remote
sensing detection [11]. Jing et al. used the GA-SVR model to optimize the initial feature
set and model parameters composed of reflectance features and SIF parameters, which
achieved high-precision prediction of the severity of stripe rust [12]. However, as a random
search method, genetic algorithm takes a long time to get a more accurate solution, and its
efficiency still needs improvement. Compared with the current popular machine learning
models, the extreme gradient boosting regression (XGBoost) has the appealing properties
of limited sample learning, fast model training, strong mathematical explanation ability,
and data feature invariance [13].

These researches only pay attention to the influence of the selected feature parameters
as the input factors of the machine learning model on the prediction accuracy of crop disease
severity and ignore the redundancy between the selected feature parameters. According to
the above statement, the initial feature set of this study consisted of the selected reflectance
indices and canopy SIF parameters. Then, the feature combination was selected from the
initial set by the max-relevance and min-redundancy (mRMR) algorithm, which had the
maximal relevance with the stripe rust disease index and the minimal redundancy among
the selected features. These features were input as independent variables into the XGBoost
model to construct a remote sensing monitoring model for the severity of wheat stripe
rust disease.

2. Materials and Methods
2.1. Field Experimental Data Acquirement

The experiment was conducted at China Agricultural Science Experimental Station,
Langfang City, Hebei Province (39◦30′40”N, 116◦36′20”E). The wheat cultivar in the study
area is Mingxian 169, which is more sensitive to stripe rust. On 9 April 2018 (wheat rising
period), a spore solution with a concentration of 0.09 mg/mL was used to inoculate wheat
stripe rust by spraying. The study area was divided into healthy groups and infected groups.
A 5-m isolation zone was set up between the healthy groups and the infected groups, and
the healthy groups were sprayed with pesticides. Canopy spectrum data of wheat stripe
rust in different severity were measured on May 18 (226 d after sowing), May 24 (232 d
after sowing), and May 30 (232 d after sowing) by ASD Field Spec 4 surface spectrometer.
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Measurements were carried out between 11:00 and 12:30 Beijing time to reduce the influence
of observation angle and solar zenith angle. In addition, the canopy radiance data were
corrected by the standard BsSO4 board before data collection. The disease index (DI)
of wheat stripe rust was investigated using a 5-point sampling method [14]. On each
inspection, the plants were grouped into one of nine classifications of disease incidence
(0, 1%, 10%, 20%, 30%, 45%, 60%, 80%, and 100%). According to Equation (1), DI can be
calculated based on the number of wheat leaves recorded at each severity level.

DI = ∑(m× f )
n×∑ f

(1)

where, DI is the disease index, m is the value of each gradient, n is the highest gradient
level value, and the f is the number of leaves in each gradient.

2.2. Extraction of Canopy SIF Parameters

Solar-induced chlorophyll fluorescence (SIF) has a filling effect at the Fraunhofer dark
line. Based on this, scholars have proposed single-band SIF extraction methods such as
FLD, 3FLD, and iFLD [15,16]. Existing studies have shown that 3FLD is more robust, which
provides a more accurate estimation of SIF signal under different signal-to-noise ratios
conditions [17]. Therefore, the 3FLD method was chosen to extract the canopy SIF radiation
in the O2-A and O2-B bands, which can be estimated according to Equation (2). Moreover,
to eliminate the influence of external factors at different time periods on canopy SIF, this
study adopted relative SIF as the canopy SIF [18]. Its calculation is shown in Equation (3).

F in =

(
ωleft Ileft+ωright Iright

)
Lin−Iin

(
ωleftLleft+ωrightLright

)
(

ωleft Ileft+ωright Iright

)
−Iin

(2)

Frelative = F in/Iin (3)

where F in is the canopy SIF radiation. ωleft and ωright represent the weight of the left and
right bands. Lin, Lleft, and Lright represent the canopy reflectance radiance inside, left, and
right of the absorption band. Iin, Ileft, and Iright represent the solar irradiance inside, left, and
right of the absorption band. In addition to calculating the canopy SIF directly by radiance,
the reflectance band at 650–800 nm, which is greatly affected by chlorophyll fluorescence,
can be used to obtain a reflectance index that can reflect the intensity of fluorescence as
well. Therefore, this study also elects the reflectance ratio index [19] and the reflectance
first derivative index [20] as the fluorescence feature input of the model. The definitions of
selected canopy SIF parameters are listed in Table 1.

Table 1. Definition of canopy SIF parameters.

Type Definition Type Definition Type Definition

Frelative of O2-A
band SIF-A

Reflectance
ratio index

R740/R720
Reflectance
ratio index

R685/R655

Frelative of O2-B
band SIF-B R440/R690 R690/R655

Reflectance first
derivative index

D705/D722 R740/R800 R690/R600
D730/D706 R750/R800 R675*R690/(R683)2

2.3. Calculation of Hyperspectral Vegetation Indices

Varieties in physiological, biochemical characteristics and apparent morphology of
crops under disease stress cause changes in spectral characteristics. Its spectral response
could be seen as a function of changes in pigments, water, morphology, and structure [21].
Spectral index constructed by the sensitive bands can reflect the change of spectral response,
so as to realize the monitoring of the disease from the perspective of the pathological
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mechanism. According to the above statement, this paper selects vegetation indices related
to pigments such as GI, PRI, SIPI, PSRI, and MCARI [22–26], and water-related indices WI
and NDWI [27,28], as well as the TVI and RTVI that characterizes the morphology and
structure of the plant canopy and the HI that indicates whether the vegetation is healthy
or not [3,29,30]. Differential spectrum has an advantage in eliminating or reducing the
influence of background and noise spectrum. When the canopy coverage reaches more
than 20%, the soil background has little effect on the first-order differential [31]. Combined
with the existing research on wheat stripe rust monitoring with hyperspectral trilateral
parameters [32], this study also selects Db, SDb, Dy, SDy, Dr, and SDr. And their definitions
are listed in Table 2.

Table 2. Definition of vegetation indices and trilateral parameters.

Type Index Definition Reference

Ve
ge

ta
ti

on
in

de
x

Greenness index (GI) R554/R677 [22]
Photochemical reflectance index (PRI) (R570 − R531)/(R570 + R531) [23]

Structural independent pigment index (SIPI) (R800 − R445)/(R800 + R680) [24]
Plant senescence reflectance index (PSRI) (R678 − R550)/R750 [25]

Modified chlorophyll absorbtion reflectance
index (MCARI)

[(R700 − R670) − 0.2*(R700 −
R550)]*(R700/R670) [26]

Water index (WI) R900/R970 [27]
Normalized difference water index (NDWI) (R860 − R1240)/(R860 + R1240) [28]

Triangular vegetation index (TVI) 0.5*[120*(R750 − R550) − 200*(R670 − R550)] [29]

Ration triangular vegetation index (RTVI) [55*(R750 − R550) − 90(R680 − R550)]/[90(R750
+ R550)] [30]

Healthy index (HI) (R534 − R698)/(R534 + R698) − 0.5 R704 [3]

Tr
ila

te
ra

lP
ar

am
et

er
s

Db The maximum value of the 1st order
differential in 490–539 nm [32]

SDb The sum of 1st order differential in
490–539 nm [32]

Dy The maximum value of the 1st order
differential in 550–582 nm [32]

SDy The sum of 1st order differential in
550–582 nm [32]

Dr The maximum value of the 1st order
differential in 670–737 nm [32]

SDr The sum of 1st order differential in
670–737 nm [32]

2.4. Extraction of Characteristic Band

As a deterministic search methodology, successive projections algorithm (SPA) has
reproducible results. It is more reliable in the selection of the verification set. It can find the
variable group with the lowest redundant information from the spectral information, while
retaining most of the features of the original spectrum [33]. The selected waveband has a
clear physical meaning, which can better explain the response of the spectral shape and
intensity changes to crop diseases. Based on SPA, the characteristic bands were selected
from the hyperspectral data after Savitzky-Golay smoothing. The pros and cons of the
algorithm are measured by the root mean square error (RMSE). According to the internal
cross-validation RMSE of the training set, nine characteristic bands (RMSE = 0.074) are
obtained, and the selected wavelength positions are shown in Figure 1. Since SPA is greatly
affected by the first band, this study only selects the first six important bands as the model
feature input (R539, R513, R1086, R776, R713, R678). These wavelengths are located in the
absorption peaks (R776, R1086), absorption valleys (R678, R513), and relatively large slopes
(R539, R713) of the spectral curve, which are typical disease response intervals and can
sensitively reflect stripe rust stress.
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2.5. Methods
2.5.1. The Max-Relevance and Min-Redundancy Feature Selection

With mRMR, which is one of the feature selection methods, a subset is created in which
the related properties of the data are retrieved and the unrelated features are discarded [34].
To measure the similarity among elements in the initial set X, the algorithm accepts each
feature as a discrete variable and uses the mutual information. Suppose the probability
density and joint probability density of feature a and b are p(a), p(b), and p(a, b), respectively.
The calculation formula of mutual information F between two features can be defined as
Equation (4).

F(x, y) =
bx

a
p(a, b) log

(
p(a, b)

p(a)p(b)

)
dadb (4)

Then, the mutual information between each feature and DI is calculated in turn
according to Equation (5), and the feature with the maximum value is input into the subset
S. In this way, a subset S with j features Xf can be found from the initial feature set X. That
is, the features in the subset all have high relevance with DI.

maxR1(S, DI), R1 =
1
|S|∑X f

F
(

X f , DI
)

(5)

Theoretically, the relevance between the first j features and the DI value is maximal.
But the correlation between these features may also be large, which means that the re-
dundancy is high. Therefore, the principle of least redundancy can be used to filter out
redundant features.

minR2(S), R2 =
1

|S|2 ∑
X f ,Xl∈S

F
(

X f , Xl

)
(6)

where Xf and Xl are features in subset S. The combination of Equations (5) and (6) is the
mutual information quotient (MIQ) criteria, the selected features have maximal relevance
with the disease index and minimal redundancy with each other.

MIQ = maxX f∈ΩS

F
(

X f , DI
)

/
1
|S| ∑

X f ,Xl∈S
F
(

X f , Xl

) (7)

2.5.2. Extreme Gradient Boosting Regression

In this study, features selected by the mRMR algorithm were inputted as independent
variables into XGBoost regression to construct a remote sensing monitoring model for stripe
rust. XGBoost integrates weak classifiers into strong classifiers and iteratively generates
new trees to fit the residuals of the previous trees [35]. As the number of iterations increases,
the accuracy continues to improve. For a given training set consisting of n samples and m
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feature groups, D = (xi, yi), where |D| = n, xi ∈ Rm, yi ∈ R. The mathematical model of the
XGBoost algorithm can be regarded as an additive model composed of t regression trees.
The predicted value of the model can be calculated by the following formula.

ŷi =
t

∑
k=1

fk(xi) (8)

where t is the number of trees, yi and ŷi are measured and predicted values, respectively, fk
is the function represented by the kth independent tree, and fk(xi) is the space of the CART
regression tree. The objective function of the XGBoost algorithm can be constructed as the
Equation (9).

Obj(k) =
n

∑
i=1

l
[(

yi, ŷ(k−1)
)
+ fk(xi)

]
+ Ω( fk) + cons (9)

Ω( fk) = γTk +
1
2

λ||ωk||2 (10)

where Ω( fk) is the regularization term, that is, the sum of the complexity of each tree. It
can control the complexity of the model and prevent overfitting. γ and λ are the model’s
penalty coefficient and L2 regular term coefficient, T is the number of leaf nodes, and
ω represents the leaf score. Compared with the traditional gradient boosting trees, the
XGBoost regression incorporates initial derivative information into the optimization process,
performs secondary Taylor expansion of the loss function, and adjusts the complexity of
model fitting to prevent overfitting together with loss function regularization.

Obj(k) ≈
n

∑
i=1

l
[(

yi, ŷ(k−1)
)
+ gi fk(xi) +

1
2

hi fk
2(xi)

]
+ Ω( fk) (11)

where gi =
∂(l(yi ,ŷ(k−1)))

∂ŷ(k−1) , hi =
∂2(l(yi ,ŷ(k−1)))

∂ŷ(k−1) , which are the first derivative and second

derivative of the loss function to the current model, respectively. Therefore, the objective
function can be expressed as Equation (12).

Obj(k) =
T

∑
j=1

∑
j∈Ij

gjωj +
1
2

∑
j∈Ij

hj + λ

ω2
j

+ γT (12)

where Ij represents the set of samples on the leaf node whose sequence number is j. Find the
optimal solution to equation (8) and bring it back to the equation to obtain the minimized
objective function of the XGBoost model.

Obj(k) = −1
2

T

∑
j=1

(
∑j∈Ij

gj

)2

∑j∈Ij
hj + λ

++γT (13)

The smaller Obj(k), the better the structure of the tree. During the training process, the
XGBoost algorithm corrects the previous tree model through iterative residuals to optimize
the specified loss function. XGBoost with the CART booster has more than 20 parameters,
but the number of estimators, learning rate, minimum child weight, maximum tree depth,
subsample ratio of training samples and alpha are the most important parameters. In this
research, the optimal values of the above six parameters were obtained through the grid
parameter optimization method. After obtaining the model parameters that best fit the
train data, combining the mRMR algorithm and XGBoost regression could quickly achieve
an accurate predictive disease index value with as few features as possible. The process
framework of this research method is shown in the Figure 2.
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3. Results and Analysis
3.1. Features Selected by CC

The initial feature set is composed of 12 canopy SIF parameters, 10 vegetation indices,
6 trilateral parameters, and 6 characteristic bands. Parameters in the feature set are analysed
with DI one by one, the correlation coefficient between each feature parameter and DI is
shown in Figure 3. It can be seen from Figure 3 that the overall selected vegetation indices
have high correlations with the DI. The winter wheat which has been affected by stripe
rust has obvious responses in terms of pigment, water content, and canopy structure. In
addition, canopy chlorophyll fluorescence parameters are sensitive to stripe rust stress. In
the trilateral parameters, the area and amplitude of the red and yellow edges are more
obvious in response to wheat stripe rust. Since SPA selects the wavelength combination
with the least collinearity, and the combination contains the majority information of total
spectral reflectance. Therefore, the correlation coefficient between each wavelength and the
DI shows non-uniformity. According to Figure 3, this study selected 6 parameters that are
extremely significantly related to DI (p < 0.01), including SIF-A, R440/R690, R740/R720,
HI, GI and SDy.
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3.2. Features Selected by mRMR

The mRMR feature selection algorithm is used to filter the initial feature set, so that
related features are concentrated, and irrelevant features are minimized. The MIQ of each
spectral parameter and DI is shown in Figure 4. The warmer the grid color, the higher the
MIQ, that is, the feature in the grid has a high correlation with DI and low redundancy with
other features. It can be seen from Figure 4, there are eight parameters (Dy, R740/R720,
R440/R690, D705/D722, D730/D706, SIF-A, SIF-B, R1086, and R678) with higher MIQ
values. Corresponding to the CC analysis, six features were selected according to grid color
as input parameters for the remote sensing monitoring of the wheat stripe rust severity
(R740/R720, SIF-A, Dy, R678, R1086, and R440/R690), including three SIF parameters, two
characteristic bands, and one trilateral spectral index. Selected features had the maximum
MIQ with each other compared to the others. In addition, although those vegetation
indices had an obvious correlation with DI, their MIQ values were extremely low as seen
in Figure 4. It was proved that vegetation indices have high redundancy among each other.
Thus, mRMR feature selection did not choose any vegetation index.
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3.3. Remote Sensing Monitoring Model of Wheat Stripe Rust

In order to ensure the stability and reliability of the evaluation results, improve the
generalization ability of the model, and reduce the impact of a random grouping of sample
data on the accuracy of the model. In this study, 52 samples (47 infected samples, 5 healthy
samples) were grouped repeatedly for three times (A, B, C). Each group is randomly divided
into training set and validation set according to a ratio of 3:1, including 39 samples in the
training set and 13 samples in the validation set. The determination coefficient (R2) and
Root Mean Square Error (RMSE) between the predicted value and the measured value are
selected as the model accuracy evaluation indicators.

Based on the given step size and optimization accuracy range, the parameters of the
training set were continuously iteratively adjusted through grid parameter optimization.
Figure 5 illustrates the RMSE values versus the combination of these four parameters based
on train data. Since the n_estimators and learning_rate have the greatest impact on the
model, these two parameters were optimized first. It is worth noting that when these two
parameters were configured, the remaining parameters took the default values. On the
basis of the optimal learning_rate and n_estimators, the subsample and reg_alpha were
optimized. Repeat this process until the optimal values of the six parameters were found.
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According to Figure 5, grid parameter optimization selects the two parameters corre-
sponding to the grid at the minimum RMSE. It can be seen from Figure 5a that the learning
rate has a stable RMSE value between 0.2 and 0.4. Beyond this interval, the algorithm
becomes more conservative, and the RMSE increases with the increase of the learning rate.
For the number of iterations, around 20 iterations can achieve a sufficiently low error, more
iterations did not improve the model accuracy. Furthermore, according to the results of the
sampling rate parameter, as shown in Figure 5b, the model error decreases as the sampling
ratio increases. To prevent possible overfitting, especially in the case of limited training
samples, the optimal range of sampling ratios should be between 0.5 and 1. In addition,
changes in the L1 regularization term have no obvious effect on the accuracy. Tree depth
and minimum child weights always exhibit a synergistic change (see Figure 3c), as the
function of both parameters is to prevent the model from overfitting. In terms of the above
optimization process and criteria, the best parameter combination is selected. The optimal
values of the six parameters are listed in Table 3.

Table 3. The parameter settings of the XGBoost regression.

Parameter Type Parameter Adjustment Range Step Optimal Value

learning_rate [0, 1] 0.01 0.21
Booster max_depth [3, 10] 1 3

parameters min_split_weight [1, 6] 1 5
subsample [0, 1] 0.1 0.5
reg_alpha [0, 0.5] 0.01 0.02

Learning task
parameters n_estimators [0, 800] 1 11

3.4. Model Evaluation

Based on optimal values of the above parameters, the characteristic parameters se-
lected by the CC analysis and the mRMR algorithm in the test set samples are input as
independent variables into the XGBoost regression model and the GBRT regression model.
Four stripe rust disease index prediction models were constructed, namely mRMR-XGBoost,
mRMR-GBRT, CC-XGBoost, and CC-GBRT models, and their prediction accuracy is shown
in Figure 6. Regardless of whether the features selected by the mRMR algorithm or the
CC analysis are used as model-independent variables to estimate the severity of wheat
stripe rust disease, the prediction accuracy of the XGBoost model is better than that of
the GBRT model. This is because XGBoost performs a second-order Taylor expansion on
the objective function, which can achieve faster and more accurate gradient descent. In
addition, iterative parameter adjustment of L2 regularization items was carried out during
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model construction, and the decision tree structure was constrained to prevent the model
from overfitting. The model prediction accuracy of wheat stripe rust test samples was
improved in this way. As a consequence, XGBoost has a better performance than GBRT.
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Comparing the prediction accuracy of the two feature selection algorithms in the
same model, it is found that in the three sets of XGBoost prediction models, the prediction
accuracy based on mRMR-optimized features is improved by an average of 12% compared
with the CC analysis. Correspondingly, the prediction accuracy in the GBRT model is
improved by an average of 17%. The features selected by the mRMR algorithm have high
relevance and low redundancy, which maximizes the information contained in the features
under the condition that the number of features is equal to that of the CC analysis.

In addition, the features selected by the two methods both contain canopy SIF parame-
ters. It shows that SIF parameters are sensitive to the changes of photosynthetic physiology
and spectral reflectance of winter wheat caused by stripe rust stress. SIF has great potential
application in crop disease monitoring. In three groups of random experiments, the mRMR-
XGBoost model achieved the best prediction accuracy. Compared with the mRMR-GBRT,
CC-XGBoost, and CC-GBRT models, the average R2 between the predicted DI and the
measured DI is increased by an average of 5%, 12%, and 22%, and the RMSE is reduced by
an average of 14%, 33%, and 52%.

3.5. Field Survey Data Validation

In order to verify the applicability of the mRMR-XGBoost model in the field, this
study carried out further research on the stripe rust survey data obtained in the field
planting area of Ningqiang County, Hanzhong City, Shaanxi Province on 12 May 2018.
The severity of stripe rust was monitored by the four models constructed above based
on the obtained 34 field survey samples, and the accuracy evaluations were summarized
in Table 4. From the verification accuracy of the three random sample groups in Table 4,
compared with mRMR-GBRT, CC-XGBoost, and CC-GBRT, the R2 between the predicted
DI and the measured DI value in the mRMR-XGBoost model were improved by 44%, 32%,
and 82% on average. It shows the highest monitoring accuracy among the four models in
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this study, which is consistent with the above result, indicating that the mRMR-XGBoost
algorithm has excellent monitoring universality and scalability.

Table 4. Validation results of field survey data (m = 34).

Sample Group
mRMR-XGBoost mRMR-GBRT CC-XGBoost CC-GBRT

R2 RMSE R2 RMSE R2 RMSE R2 RMSE

A 0.915 0.181 0.721 0.157 0.890 0.161 0.769 0.166
B 0.830 0.201 0.346 0.125 0.695 0.165 0.359 0.127
C 0.676 0.131 0.608 0.119 0.245 0.137 0.200 0.162

4. Discussion

In some research, XGBooost is also used to select features [36]. In this study, we also
tried to use the XGBoost to perform feature selection on the initial feature set, and the result
is shown in Figure 7. It can be seen from the picture that GI has the highest importance,
and the importance of SIF-A, TVI, and PRI exceed 20. Wheat stripe rust mainly occurs
on the leaves. Small chlorotic spots (variegated spots) are formed at the affected parts,
and then yellow or bright yellow piles of Puccinia striiformis appear quickly. GI and PRI,
which characterize plant pigments, can capture the slight changes in leaf pigments and
realize stripe rust detection. When wheat plants are continuously parasitized and infected
by Puccinia striiformis, their cell viability and biochemical components will change, which
will further cause changes in leaf morphology, leaf inclination distribution, and canopy
structure. Therefore, the index TVI, which characterizes canopy structure, has a clear
response to stripe rust. In addition, a previous study has demonstrated that the canopy
structure is the dominant factor responsible for variation in far-red fluorescence under the
saturation conditions [37]. The canopy-leaving broadband (641–800 nm) SIF variability is
determined mainly by leaf optical properties and canopy structural variables [38]. As a
consequence, SIF can reflect the severity of wheat stripe rust according to the changes in
leaf and canopy structure.
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Figure 7. Ranking of features calculated by XGBoost.

Take the sorted features as independent variables and input them into the XGBoost
model and GBRT model. In each modeling, add the most important feature to the feature
combination, and the stripe rust remote sensing monitoring model is constructed based on
the test samples. Model accuracy is checked by R2 between predicted DI and measured
DI, and the accuracy of the XGBoost and GBRT models are listed in Table 5. When the
number of features is less than 6, both models showed low accuracy. After exceeding 6, the
accuracies of the two models continued to improve and stabilize as the feature increased.
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But they are still lower than the mRMR-XGBoost model. The reason may be that the features
selected by the XGBoost algorithm were overfitted in train samples, so after transferred
them into test samples, the model accuracy decreased.

Table 5. The effect of the features’ number selected based on the XGBoost algorithm on the accuracy.

Numbers Feature Combination R2 of XGBoost R2 of GBRT

1 GI 0.12 0.16
2 GI, SIF-A 0.17 0.28
3 GI, SIF-A, TVI 0.25 0.18
4 GI, SIF-A, TVI, PRI 0.23 0.27
5 GI, SIF-A, TVI, PRI, HI 0.23 0.29
6 GI, SIF-A, TVI, PRI, HI, SIPI 0.64 0.62
7 GI, SIF-A, TVI, PRI, HI, SIPI, SIF-B 0.78 0.74
8 GI, SIF-A, TVI, PRI, HI, SIPI, SIF-B, R740/R800 0.83 0.87
9 GI, SIF-A, TVI, PRI, HI, SIPI, SIF-B, R740/R800,

R1086

0.83 0.84

10 GI, SIF-A, TVI, PRI, HI, SIPI, SIF-B, R740/R800,
R1086, Db

0.84 0.88

11 GI, SIF-A, TVI, PRI, HI, SIPI, SIF-B, R740/R800,
R1086, Db, Dy

0.81 0.81

Combining the feature selection results of CC analysis and the mRMR algorithm, it is
found that SIF-A is selected for all three methods. SIF-A is an indicative factor in monitor-
ing wheat stripe rust. Chlorophyll fluorescence is closely related to plant photosynthetic
physiology and participates in the energy distribution of crops. When crops are under stress
such as diseases, chlorophyll fluorescence changes before chlorophyll content. Therefore,
chlorophyll fluorescence has distinctive advantages in crop disease monitoring [39]. In this
study, the mRMR algorithm selected three SIF parameters, indicating that chlorophyll fluo-
rescence can be applied in wheat stripe rust monitoring. Our results were consistent with
previously reported conclusions [40,41]. At the same time, the cooperative characteristic
wavelength and trilateral parameter information can effectively avoid the omission of spec-
tral information. The prediction accuracy based on the mRMR-XGBoost model provided
better performance than the other three models, with a prediction accuracy of 87.2–88.9%.
The reason may be that the mRMR algorithm selects feature factors by mutual information,
which ensures the maximum relevance between features and DI and minimum redundancy
among features and effectively reduces feature dimensionality. In addition, the XGBoost
algorithm contains an L2 regularization term that can avoid overfitting, making it more
suitable for the prediction of small sample data.

Although this study provided satisfactory results in predicting wheat stripe rust, some
limitations must be addressed in future studies. First, in this study, although the XGBoost
regression was successfully applied to monitor the stripe rust, the parameters of the XG-
Boost algorithm need to be further optimized. In the next research, the XGBoost model will
be updated based on the spectrum and habitat parameters, to integrate information on the
disease mechanism and model, as well as to improve the accuracy of the prediction model.
Then, the main content of this paper is the compression of near-ground hyperspectral
data and the extraction of stripe rust sensitive factors. Due to weather and manpower
constraints, the obtained samples were few and the coverage was limited. Therefore, this
study did not involve large-scale disease monitoring and early warning. In the following
work, the meteorological information (e.g., temperature, precipitation, humidity, etc.) and
remote sensing data will be integrated. After the meteorological factors and index features
are jointly screened based on the mRMR algorithm, weights are assigned to the selected
features through XGBoost. A remote sensing prediction model of stripe rust can be con-
structed by taking the weighted features as independent variables, so as to realize disease
monitoring and prediction in large areas.
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5. Conclusions

This study presents an optimized method for predicting the disease index of wheat
stripe rust by using mRMR-XGBoost. The method not only reduces the dimension of
characteristic parameters that are used to detect the disease index of winter wheat stripe
rust by remote sensing but also improves the regression speed and prediction accuracy of
the disease index of wheat stripe rust. For the two feature selection algorithms in this study,
the features selected by mRMR contain more information about the severity of stripe rust
disease under the circumstance of equal number than that of CC analysis. What’s more,
compared with mRMR-GBRT, CC-XGBoost, and CC-GBRT, the mRMR-XGBoost severity
prediction model has better R2 and RMSE performance parameter values. The R2 between
prediction DI and measured DI of the three random groups in test samples are all above
0.87, and the RMSE is reduced by an average of 14%, 33%, and 52%. The field survey data
validation experiment also confirmed the applicability of the mRMR-XGBoost algorithm.
The high accuracy and regional accurate monitoring value justified the feasibility of using
the mRMR-XGBoost model for monitoring wheat stripe rust, which is promising for this
technology to be applied in practical wheat production management.
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