remote sensing

Article

Omega-KA-Net: A SAR Ground Moving Target Imaging
Network Based on Trainable Omega-K Algorithm and
Sparse Optimization

Hongwei Zhang 10, Jiacheng Ni 1-*(, Shichao Xiong ', Ying Luo 12

check for
updates

Citation: Zhang, H.; Ni, J.; Xiong, S.;
Luo, Y.; Zhang, Q. Omega-KA-Net:

A SAR Ground Moving Target
Imaging Network Based on Trainable
Omega-K Algorithm and Sparse
Optimization. Remote Sens. 2022, 14,
1664. https://doi.org/10.3390/
1514071664

Academic Editor: Dusan Gleich

Received: 25 February 2022
Accepted: 28 March 2022
Published: 30 March 2022

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

and Qun Zhang 12

School of Information and Navigation, Air Force Engineering University, Xi’an 710077, China;
zhanghong1941@mail. nwpu.edu.cn (H.Z.); xiongshichao1220@163.com (S.X.); luoying2002521@163.com (Y.L.);
afeuzq@163.com (Q.Z.)

Key Laboratory for Information Science of Electromagnetic Waves, Ministry of Education, Fudan University,
Shanghai 200433, China

Correspondence: littlenjc@sina.com

Abstract: The ground moving target (GMT) is defocused due to unknown motion parameters in
synthetic aperture radar (SAR) imaging. Although the conventional Omega-K algorithm (Omega-KA)
has been proven to be applicable for GMT imaging, its disadvantages are slow imaging speed, obvious
sidelobe interference, and high computational complexity. To solve the above problems, a SAR-GMT
imaging network is proposed based on trainable Omega-KA and sparse optimization. Specifically,
we propose a two-dimensional (2-D) sparse imaging model deducted from the Omega-KA focusing
process. Then, a recurrent neural network (RNN) based on an iterative optimization algorithm is built
to learn the trainable parameters of Omega-KA by an off-line supervised training method, and the
solving process of the sparse imaging model is mapped to each layer of the RNN. The proposed
trainable Omega-KA network (Omega-KA-net) forms a new GMT imaging method that can be
applied to high-quality imaging under down-sampling and a low signal to noise ratio (SNR) while
saving the imaging time substantially. The experiments of simulation data and measured data
demonstrate that the Omega-KA-net is superior to the conventional algorithms in terms of GMT
imaging quality and time.

Keywords: synthetic aperture radar (SAR); ground moving target (GMT); sparse imaging; recurrent
neural networks (RNN); Omega-K

1. Introduction

Ground moving target (GMT) imaging has become an important research hotspot
with the development of synthetic aperture radar (SAR) imaging technology [1-4]. A high-
quality GMT image is crucial for indicating a moving target and extracting the moving
target state for both civilian and military applications [5]. In the conventional SAR imaging
method for a stationary target, the Doppler frequency shift and azimuth modulation
frequency variation caused by the GMT motion parameters will lead to an azimuth position
offset and defocusing of the imaging results, respectively [6—10]. Therefore, it is difficult to
obtain the GMT focused image by processing the GMT echo signal with the conventional
SAR imaging method for a stationary target. As an important application of SAR, the key
technical problem to be solved in GMT imaging is to compensate the residual phase error
caused by the motion of a non-cooperative GMT [11]. Since high-quality GMT imaging
results can be further utilized to recognize and classify targets in engineering applications,
it is valuable to investigate the imaging method for high-quality GMT focused images.

Defocused GMT images can be refocused through accurate compensation of phase
error, which can be achieved by the exact estimation of motion parameters [12-18]. The ex-
haustive search is a simple and effective method for motion parameter estimation. Ref. [13]
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assumes that the phase error can be compensated by using the equivalent azimuth and
range velocity, which are estimated by the two-dimensional (2-D) exhaustive search method
(ESM) to achieve the maximum contrast of the GMT image. However, the equivalent ve-
locity cannot reflect the actual motion parameters of GMT, which would result in the
model mismatch problem. Chen et al. [14] proposed a parametric sparse representation
method for GMT imaging with a range migration algorithm (RMA). This method uses an
iterative minimum entropy algorithm (IMEA) to estimate the motion parameter and has a
higher tolerance for the model mismatch problem than the method in [13]. On this basis,
a modified minimum entropy algorithm (MMEA) is proposed in [15], which improves
the speed of convergence and requires fewer iterations than IMEA to obtain a satisfactory
estimated parameter. Then, the authors use the Omega-K algorithm (Omega-KA) to achieve
effective results in GMT imaging. However, the above algorithms have two problems. One
is repeated iterations and a long imaging time; the other is that the robustness of the results
may decrease in large-scale scenes.

Recently, GMT imaging technology based on compressed sensing (CS) algorithm
and sparse optimization theory [19-21] has developed rapidly. The CS algorithm brings
the possibility of reconstructing sparse SAR images with fewer measurements and has
been applied to GMT imaging in the last few years. Kang et al. [19] proposed a novel
SAR-GMT imaging algorithm based on the CS framework, in which CS theory is used
to decompose the SAR signal into a set of polynomial basis functions to determine the
motion parameters. Ref. [20] addresses the GMT imaging and velocity estimation problems
for GMT indication applications. The GMTs are extracted via a sparsity-based iterative
decomposition algorithm and the unknown velocity parameters of GMTs are subsequently
estimated by sparsity constraints. However, the above methods based on CS and sparse
optimization have two shortcomings. One is a large number of parameters and high
computational complexity; the other is that the sidelobe interference of GMT imaging
results is obvious.

With the development of artificial intelligence (Al) technology, deep learning (DL)
has been widely applied in moving target focusing and recognition of SAR [22-24]. Con-
volutional neural network (CNN) is a representative network with deep structure and
convolution computation in DL. Lu et al. proposed a GMT imaging method based on CNN
and range doppler algorithm in [22], where the U-net structure is improved to provide
good GMT reconstruction. As another representative network of DL, the recurrent neural
network (RNN) can mine temporal and semantic information from a large amount of data
with sequence characteristics. Due to the powerful computing and abstract mapping capa-
bilities of DL, the shortcomings in conventional CS-based SAR imaging methods can be
solved by a RNN framework [25-28]. An approach to SAR imaging based on the recurrent
auto-encoder network is proposed in [25], which can obtain focused images under the
condition of uncertain phase. Ref. [28] also proposes an end-to-end DL algorithm for SAR
imaging based on RNN. Instead of arranging 2-D echo data into a vector as the input of
network, the algorithm in [28] performs signal processing in the 2-D data domain, which
makes SAR imaging of large-scale scenes possible. Due to the uncertainty of the GMT
imaging scene and the difficulty of GMT phase compensation, RNN is rarely applied in
GMT imaging.

To solve the difficulties of slow imaging speed, obvious sidelobe interference and
high computational complexity in conventional GMT imaging methods, a novel trainable
Omega-KA network (Omega-KA-net) based on sparse optimization for GMT imaging is
proposed in this paper. The Omega-KA has been utilized for squint circular trace scanning
SAR imaging [29], parallel bistatic forward-looking SAR imaging [30], and maneuvering
high-squint-mode SAR imaging [31]. Differing from the previous work where the motion
parameters are estimated by ESM, minimum entropy algorithm, or sparsity constraint,
the proposed method in this paper achieves the accurate estimation of motion parameters
through network training. Firstly, the Omega-KA-based GMT imaging method is derived
based on the 2-D SAR echo signal model. Then, a 2-D sparse imaging model deducted from
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the Omega-KA focusing process is proposed. On this basis, the sparse imaging model and
iterative soft thresholding algorithm (ISTA) are incorporated within a RNN framework.
To reduce the influence of the vanishing gradient, the trainable parameters of RNN are
learned by adopting an incremental training-based supervised training method. Finally,
the GMT focused images are reconstructed through network feedforward operation based
on the trained network parameters. Experimental results based on simulated and measured
data support that the Omega-KA-net outperforms the conventional RMA, ESM in [13] and
IMEA in [14], in terms of GMT imaging quality and time. To avoid the interference of
ground clutter in complex ground scenes, the measured data of ship targets are adopted
in this paper, which is conducive to further analyzing and verifying the performance of
Omega-KA-net. The simulation also shows that, compared with the conventional algo-
rithms, the Omega-KA-net can provide high-quality imaging results under down-sampling
and a low signal to noise ratio (SNR), while reducing the computational complexity and
saving the imaging time substantially.

The rest of this study is organized as follows. Section 2 reviews the Omega-KA for
GMT imaging. Section 3 formulates the 2-D sparse imaging model and the novel GMT
imaging network. In Section 4, the performance of the proposed method is evaluated
through some simulation results. Section 5 presents the conclusion.

2. SAR Imaging of GMT
2.1. SAR Echo Signal Model

Figure 1 shows the geometry configuration for airborne SAR and GMT in the 2-D
slant range plane. In fact, there are many targets within the target range of SAR in the
actual scene. However, we generally only consider using a single point to deduce the
SAR equation.

X

Moving

-y

SAR
Platform

Figure 1. Geometry of an airborne SAR and a GMT.

It is assumed that the SAR platform flies with a constant velocity v along the azimuth
direction (x-axis) and the squint angle is 0s5. P is a GMT in the illumination area of the
radar beam, and its range and azimuth velocities are v, and vy. The distance from the SAR
platform to the target P is R(77), which changes with variation of the azimuth time 7.

In order to establish the range model, we suppose that the coordinates of SAR pro-
jection in the ground scene are (0, 0) when # = 0. At the same time, the beam center
and the azimuth direction of target P intersect at position C. The position C is located
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at (R cos Bsq, Rc sin qu), and the distance from the target P to the position C is xp. When
1 = 15, the coordinates of the SAR platform in the ground scene are (0,075), so we can get:

R(Us) = \/(w?s - (XO + R, Sinesq + Ux’?s))z + (Uﬂ?s + R, cos 95q>2 (1)

Suppose that the waveform transmitted by SAR is a chirp signal. Based on the range
model above, the baseband echo signal expression of the point target can be deduced (here,
we omit the range and azimuth envelopes for simplifying further analysis) [31], and it can
be expressed as:

1 (T,15) = exp{ —J4mfeR(s) /e + jreKo[r = 2R (s) /] | @)

where T is the range time, f is the carrier frequency, c is the speed of the light, and K;
represents the tuning frequency of range-oriented pulse. It is noted that SAR echo is a
complex signal.

2.2. GMT Imaging Method Based on Omega-KA

The Omega-KA performs signal processing in the 2-D frequency domain and has
mature applications in SAR-GMT imaging [14,15]. Transforming (2) into the 2-D frequency
domain via the fast Fourier transform (FFT), the signal can be obtained by using the
stationary phase method, so we can get:

44 2 e s C
S (i o) = exp{ - | -2fusy i M“’S‘”wmmz—éﬁ” ®

e c

where f; and f, are the range frequency and azimuth frequency, respectively, and v,,R,,
and « are three unknowns to be determined. Therefore, an equation system composed of
three equations and three unknowns can be obtained. The solution to the equation system
is as follows:

ve = 1/ (v —10y)% + 02

R, = (xo-&-RC sinHSq)v, c0s fsq+Rc(v—0x) 4)

o= (xo + R.sin qu)( — vx) — Revy cos by

In order to reduce the impacts of range frequency modulation, range migration, range-
azimuth coupling, and azimuth frequency modulation, a bulk compression factor in the
2-D frequency domain is given by:

c

GS 2 Te. 05 2
(5 fo) =g [ 27w ﬁmmwﬁmz_;ﬁ” ®

where R, is the reference range of the beam center. Then, multiplying (3) by (5), the signal
after the compensation is expressed as:

S1(fr, fa)= St(fr, fa) - Hi(fr, fa) )
_ exp{j- [_anu (i 4 Ryef sm@sq) 47R, cosebq \/(fc +fr) 47]2](2 ©)

+M\/(fc+fr) 4v2f2]}

The focusing quality will be affected by the velocity of the GMT and the distance
between the GMT and the reference position. Accurate Stolt interpolation can eliminate the
defocusing caused by distance, while the defocusing caused by velocity needs to be solved
by compensating the residual phase generated by velocity. In (6), the second exponential
term contains v, related to the unknown velocity of the GMT, so the defocusing of the
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image mainly comes from the influence of the unknown velocity parameter A = 1/v2,
which must be estimated before compensation.

To compensate for the residual phase generated by the unknown velocity, a phase
compensation factor is established according to the estimated parameter A in the 2-D
frequency domain, which is given by:

COS Uy 2f2 §
Hon) (o fo) = exp{j. [‘M <\/(fc + )2 - %A - \/(fc +fr)? - szﬂ%ﬂ } @)

c 0

After compensating the residual phase generated by the unknown velocity, the signal
is expressed as:

SZ(frrfa): Sl(frrfa) ’Hz(A)(fr/fa)

. in 05 e Rye s 2 8
_ exp{] ) [—Zﬂfa(ﬂél\-‘r Rief zmeq) _4r(R Rcf ) cos 05, \/(fc +fr)2 . Ci{”/\:| } (8)
Then, in order to complete the differential focusing, a Stolt interpolation function is
given by:
c2f2
\/(fc +fr)2_%/\:(fc+fr) )

and the signal after implementing Stolt interpolation can be expressed as:

R,ef SIN 95q> 471(R, — Ryef ) cOs 54
v c

Sy stott(fr/ fa) = exp{j- [—ana ("‘A + (W)] } (10)

At last, a 2-D inverse FFT(IFFT) is applied after the aforementioned procedures,
and the GMT will be well focused. Figure 2 shows the flowchart of the Omega-KA-based

GMT imaging method.
fm———— — — — — — = — — — ———— — — — —— —— —— 1
Focusin
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Figure 2. Flowchart of Omega-KA-based GMT imaging method.
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3. GMT Imaging Network Based on Trainable Omega-KA and Sparse Optimization

In this section, we developed a trainable Omega-KA-net, where the unknown velocity
parameter A and all other parameters of the Omega-KA can be self-learned through
network training. This helps the GMT imaging method to gain better generalization
performance under the situation of less prior information of imaging scene, incomplete or
noise-corrupted radar echo data. Moreover, when all the parameters of the network are
accurately estimated, the whole imaging process can be regarded as a network feedforward
operation, which requires much less time than Omega-KA.

These notations will be used in this section: the matrix forms of time domain signal
and frequency domain signal, respectively, will be denoted by bold lower case and bold
upper case. The scattering coefficient matrix will be denoted by a bold Greek lower-case
letter, . AT, A*, and AH denote the transpose, conjugate, and Hermitian transpose of
matrix A, respectively.

3.1. GMT Imaging Network
3.1.1. Implementation Scheme of Imaging-Net

In SAR-GMT imaging, it is of great significance to accurately estimate the unknown
velocity of GMT. The minimum image entropy is used as the criterion for estimating the
unknown velocity parameter A in [14-16]. Compared with the conventional methods,
the network training method has better efficiency and accuracy in the estimation of the
unknown velocity parameter. Moreover, it is more applicable in the case of velocity error
and low SNR.

Suppose that the number of sampling points along the range and azimuth direction are
M and N, respectively. The ideal point target images and multiple point target echoes can
be obtained through the simulation of coordinate points, and then we can get the training
set of the network. Currently, there are many studies on DL algorithms, among which
supervised and unsupervised learning are two commonly adopted learning methods [32].
Due to the unknown motion parameters, it is hard to achieve GMT focusing by estimating
A based on the echo domain. Therefore, the unsupervised training method cannot achieve
satisfactory results in GMT imaging. The supervised training method is applied in this
paper. The implementation scheme of the Omega-KA-net algorithm is shown in Figure 3.

Supervised
Ideal scattering training
point
Simulation
point A 4
Input Output .
—»» Echo data S, &» Omega-KA-net —p> Imaging results

[

|

| Unsupervised
| —

__training | Recovered
echo data $,

Figure 3. Flowchart of Omega-KA-net implementation.

3.1.2. 2-D Sparse Imaging Model Based on Omega-KA

The sparse optimization theory has been utilized for SAR motion compensation [6]
and moving target motion parameters estimation [15]. From (6), the SAR signal after bulk
compression can be described as a general matrix form as:

S; = Fys,Fy o H; (11)

where H; € CM*V is the bulk compression matrix defined by the bulk compression factor
Hi(fy, fa) in (5), sy € CM*N is the echo data matrix defined by the baseband echo signal
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s¢(T,%5) in (2), By € CMXM gnd F, € CN*N are the range FFT matrix and azimuth FFT
matrix, respectively, and (aob) denotes the Hadamard product of a and b. The phase com-
pensation matrix Hy() € CM*N defined by the phase compensation factor Hy(p)(fr, fa) in
(7) can be obtained through network training. From (8), the signal after compensating the
residual phase generated by the unknown velocity can be described as a general matrix
form as:

S, =850 HZ(A) (12)

Then, we suppose that there is a Stolt interpolation operator denoted as Hg(+),
which can be used to describe the function in (9). The signal matrix after implementing
Stolt interpolation in (10) can be described as:

SZ_stolt = Hstolt (SZ) (13)

Therefore, the reconstructed scattering coefficient & € RM*N can be obtained in a
compact form by transforming (13) via 2-D IFFT, and it can be derived from (11)—(13)
as follows:

& = E(sr)
= F?527stoltFxH
= FEHstolt(SZ)FI;I (14)
= Fi_IHstolt(Sl o Hz(A))FiI
= F?Hstolt[( Fys;Fx o Hp) o Hz(A)}FxH

where E(-) denotes the imaging operator, while Fi! € CM*M and Fi! € CN*V, respectively,
are the range IFFT matrix and azimuth IFFT matrix. Based on the description above,
the 2-D approximate echo data §; € CM*N deduced from Omega-KA can be expressed as:

8 =G(o)

% N N 15
= F?{[Hstolt<Fl‘0'FX> 0 HZ(A)] o Hj }FEI (15)

*

where G(-) denotes the observation operator, H, ;,

denotes the inverse of Hgpi(+).

The vector form of ¢ and §, are denoted as vec(¢) € RMN*1 and vec(3,) € CMN*1,
respectively. Based on the above Formulas (14) and (15), the vector can be expressed as
vec(¢) = E-vec(s;) and vec(3;) = G - vec(c), where E € CMN*MN and G ¢ CMNXMN,
respectively, are the matrix form of imaging operator and observation operator.

(+) is an interpolation operator, which

Theorem 1. The imaging operator E(-)and observation operator G(-) are linear operators, and the
Hermitian transpose of E equals to G, namely, G = EH.

Proof of Theorem. It is obvious that E(-) and G(+) are linear operators because of the
linearity of all sub operations in (14) and (15). Specifically, the vector can be rewritten
as follows:

vec(6) = E-vec(s;) = F ﬂstoltHz(A)ﬁlfxfrvec(sr) (16)

vec(3;) = G-vec(oc) =F I:ITI:I;(A)I:I;ORF,(EveC(U) (17)

where

H, = diag(vec(H,)) € CMNxMN
{ 1 g(vec( 1)) (18)

ﬁz(A) = diag(vec<H2(A))) € CMNxMN
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 w MNxMN
{ F,=1,®F, €C (19)

Fx =Fl ®I, € CMNxMN

where I, € RM*M and I, € RN*N are the identity matrices, and (a ® b) denotes the
Kronecker product of a and b. Hygy and H,y are the interpolation matrix defined,
*

respectively, by the interpolation operator Hgoy(-) and HY, (). Comparing (16) and (17),
it is easy to check that G = Ef. [

It is concluded from Theorem 1 that the conjugate transposition of E can be utilized to
calculate the approximate echo data §,. Consequently, (14) can be seen as an approximate
estimator of the 2-D sparse regularization model based on L1 decoupling:

& = min[s; — G() |, + Ay (20)

where ||-||, denotes the 2-norm operator, A is the regularization parameter, and A||c||; is
the L1 regularized constraint item, which constrains the model by the prior information
of scene.

To improve the efficiency of matrix computation and save the computer memories, the
region of interest (ROI) data [14] of S; is extracted, which can be expressed as S ror. Since
only small images in contact with ROI data is extracted from conventional GMT imaging
result, the amount of data to be processed is dramatically reduced without losing the GMT
information. On this basis, the background clutter can be suppressed in the subsequent
process of GMT focusing, while reducing the noise interference. Based on the extracted
ROI data Sq roy, (14) and (15) can be rewritten as:

—~

& = E(S1_ro1) = Fy'Hgeo1t(S1_ro1 © Ho(2))FY 1)
S1 ro1 = G(0) = Hfy,(FroFy) o H) )

Then, since the GMT image is usually sparse in the 2-D space domain [15], we can

obtain the GMT imaging results by solving the following 2-D sparse regularization model:

&:m}n”SLROI_G(U')||2+/\||0'H1 (22)

To solve this regularized optimization scheme, many iterative algorithms are designed,
including ISTA, alternating direction method of multipliers (ADMM), approximate message
passing (AMP), et al. In this paper, we establish the GMT imaging network based on
ROI data.

3.1.3. Imaging-Net Architecture

Suppose the approximate estimator can be obtained by an iterative algorithm and
the I-th iteration can be written as ¢; = f(0;_1,S1 ro1, I'), where T is the parameter
set. The iterative algorithm can be unfolded into a RNN with L layers. More specif-
ically, the inner product of the data with a weight vector, plus bias, is fed as the in-
put at each neuron, and the output at I-th layer of the RNN can be characterized as

o) =) (W(l")(l) : (0(1_1)) + b(l")(l)), where W(T) is the weight item, b(T) is the bias

containing the ROI data, F(-) denotes the non-linearity function, and I' = {Hz( Ay NA, }

includes the trainable parameters such as unknown velocity parameter A, phase compen-
sation matrix Hy,), regularization parameter A and so on. The final output obtained for
the L-layer RNN is given as:



Remote Sens. 2022, 14, 1664 9 of 23

Yran (St rotr) = FO (w(r)<L) -...F@ (w(r)<2> F(D) (w(r)m ()

(23)
+b(M) M) +b(I)@) ...+ b))
The ISTA is chosen as an iterative algorithm and unfolded into an RNN. The ISTA is
a well-known iterative optimization algorithm [33] divided into three stages: calculating
residual, updating operator, and iterating soft threshold, which can be defined by the
following recursive formula:

—~

Y; = S1 ro1 — G(0) (24)
x =011 +B-E(Y)) (25)
6 =p0;Th) (26)

= sign(x)max{|x| — T;,0}

where Y; € CM*N denotes the residual in frequency domain, x; € CM*N denotes the
operator, 8 represents the step size, p( - ; Tj) is the soft thresholding function, and the
parameter T; = A;B indicates the threshold value.

In the proposed RNN, three sub-layers were built in the I-th layer to achieve the ISTA
algorithm. The first sub-layer is the residual layer denoted by R, which is given by:

Y =8 ror — a(a(lfl))

= S1 ror — Hijoy (Feo ! "VEx) 0 Hya)

(27)

where Hj(,) is a learnable matrix rather than fixed matrix. The second sub-layer is the
operator layer denoted by X, and the updated operator is given by:

xO =0 4 g. E(YD) 1 28)
=070+ - [F Haon (Y 0 Hyn) )]

where B is a learnable parameter rather than a fixed value. The third sub-layer is a non-
linearity layer denoted by P, which provides the scattering coefficient for the next layer,
and chose the non-linearity function in (26). Hence, the scattering coefficient is given by

o) =p (x(l) ; T(l)), where T() = A() B is also the learnable parameter in this sub-layer.
As a result, the output of the proposed RNN is &(Tnet), where

L
Ihet = {Hz( AN B, {T(l) }1_1} are the trainable parameters of RNN. To reduce the data

size of learnable parameters, Hy ), A and f are set to be fixed across all layers and changed
after one round of backpropagation training.

The RNN contains L layers with the same topology, and the monolayer representing
a single iteration is composed of the three sub-layers, R, X, and P. Normally, the scene
information and GMT velocity information in the echo signal are often not available to
use in training, and it is hard to achieve GMT focusing through unsupervised training.
Hence, we design the Omega-KA-net based on L-layer RNN to achieve high-quality GMT
imaging. With this design, the Omega-KA-net can be trained in a supervised manner and
learn a mapping of the ROI data space to scattering coefficient. The topology architecture
of Omega-KA-net is shown in Figure 4.
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Figure 4. Topology architecture of Omega-KA-net.

3.2. Network Training

Because of the unknown velocity of GMT, we adapt a supervised learning method to
overcome the limitation of generating GMT focused images directly from the echo data
mapping to itself. Labeled training samples can be generated by random down sampling,
adding system noise with different SNR, and mixing disturbance phase. Furthermore,
the labels of training samples can be generated by the minimum entropy algorithm with
sparse enhancement.

More specifically, random down-sampling can be achieved by multiplying the SAR
echo by a left-multiplication sampling matrix ®, € RM>*M M < M and a
right-multiplication sampling matrix ©, € RN*N', N’ < N, where M’ = yMand N’ = YN
are the number of sampling points in range and azimuth direction after down-sampling,
and <y denotes the sampling rate.

Adding noise to the SAR echo is another common method to generate training samples.
For example, additive white Gaussian noise (AWGN) with different SNR or multiplicative
noise caused by phase disturbance can be added. Since the velocity error of GMT will lead
to the phase disturbance of the SAR echo, training samples can be generated by mixing the
disturbance phase, which is determined by the velocity error of GMT.

Based on the above methods, unlabeled training samples can be generated. We
suppose that the training set is given by S = {Sl_ROI_l, ..-S1._ROLg/---S1_ROL® }, where
S1ROLg = {[Fr(Grsr¢®x)Fx] oH; } ror @ is the number of samples, and each sample is
collected under the same radar parameters, which means that the variation in S is a result
of scene change or unexplained phase error.

In Omega-KA-net, the estimated scattering coefficient of the L-th layer is é'éL), which
can be obtained by utilizing the ROI data S1_ror_g- As for supervised learning, we utilize
the label dy in label set D = {dl,. codg, . d¢>} and the estimated scattering coefficient

6'§)L) output from Omega-KA-net to establish the supervised cost function instead of com-

paring the least square error between the recovered ROI data in (21) and the original ROI
data in S. The training process of Omega-KA-net can be regarded as searching the phase
compensation matrix Hy (4 containing motion parameter A for the appropriate one. When
the supervised training is completed, the network model can be regarded as a mapping
from the ROI data space to the label set.
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The training procedure can be viewed as minimizing the mean Euclidean distance
loss function of all training samples, and it is given by:

12 a0 2
‘CS(rnet) = ﬁd’gl H(T(p [rnet/ Sl_ROI_(P] - d¢||2 (29)
Thet = arg minLg (T o)

Tnet

In (29), the supervised cost function Lg(T,.;) with respect to the network param-
eter set I'net Operates and depends on the training data set S. Furthermore, many ex-
isting DL training methods offer the possibility of solving the optimization problem
[net = argminLs(Toy). In Omega-KA-net, the gradient is updated using the mini-

Thet

batch gradient descent (MBGD) algorithm [34] to train the RNN in combination with the
backpropagation-through-time (BPTT). Due to having complex matrix parameters in the pa-
rameter set I'net, the complex gradients are derived by using the backpropagation algorithm
based on Wirtinger calculus [35].

The training process with complex valued iteration can be summarized as follows

L fféL) = YRNN {51,1101,4;, rr(fe)t};
. @ 2

2 Ls(Th) = 25 & g —

3. T ) ()vrwﬁs( ())

net

where () is the learning rate of the i-th update, and Vr,, denotes the gradient of the
supervised cost function. The first step in training is to achieve a fixed number of iterations
through RNN, which amounts to performing the forward propagation to obtain the esti-
mated scattering coefficient &), Then, all training samples are mapped to the scattering
coefficients space, and the supervised cost function can be calculated subsequently with
(1) obtained in the Step 1. In the last step, the average gradient is calculated using the
mini-batch training scheme in which the update of I'yet is performed with respect to the
data set S.

Because of the identical compensation matrix at each layer, the vanishing gradient
problem will be encountered, which makes the one-shot training of the network difficult.
The incremental training [36] can reduce the influence of vanishing gradient and effectively

learn and train to provide appropriate values of the learnable parameter.
¥

The optimizer attempts to minimize Lg ( net

) by tuning I gt in the i-th generation

of the incremental training. In this case, the number of RNN layers L is the same as the
number of generations, namely, L = i in the i-th generation. Supposing that the number of
mini-batches and epochs, respectively, are denoted by ¥ and (), each epoch will perform ¥
rounds of backpropagation training. After processing () epochs, the i-th generation of the
incremental training is completed and the objective function of the optimizer is changed to

Ls (l"(iﬂ)) . Specifically, the new (i + 1)-th layer is appended to the RNN after training the

net
first to i-th layers, and then the whole network is trained by processing (2 epochs again. In
conclusion, T, is updated sequentially by appending a new layer at each generation of
incremental training, in which the variable values of the previous generation are regarded
as the initial values for the new generation.

It is worth noting that the phase compensation matrix Hy () € CM*N s extended to

a three-dimensional tensor Hy(,) € C¥*MxN ywhen the network parameters are learned

using the MBGD algorithm. After completing the training of Omega-KA-net, the tensor
Hj(a) and other network parameters can be utilized to focus the defocused ROI data
through a network feedforward operation in test stage. Therefore, the effectiveness and
generality of Omega-KA-net and the supervised learning mechanism for GMT imaging are
successfully justified.
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3.3. Gradient Computation by Backpropagation

To describe the complex gradients computation by backpropagation more clearly and
make the gradient expressions of the proposed method more general and practical, the
learnable variables in (16) and (17) are parameterized instead of directly parameterizing
the feature mapping of the Omega-KA-net. Thereby, we consider the vector form of & and
§; to derive the expression of gradient. In this case, the output of the sub-layers in the I-th
layer can be rewritten as:

vec(r)) = vec(s;) — G- vec(¢-1))

vec(xD) = vec(¢"V) + BE - vec(r!V)
= (I1-BGHG) vec(6!-1) 4 BGH - vec(s,) (30)
= W-vec(6!"D)+b

vec(o)) = p(W-Vec(fr(l_l)) +b; T(l))

where r; € CM*N denotes the residual in time domain, W = I — BGHG € CMN*MN jg the
weight matrix, and b = BG! - vec(s,) € CMN*1 is the bias vector of the I-th layer. The final
output obtained for the L-layer RNN can be derived from (23). In RNN, the weight matrix
W and bias vector b including parameters {G, B} are fixed across all layers. In addition

L
to G and B, the iterative threshold {T(Z) }1_1 associated with the non-linearity function

Y (Vec(x(l) ); T(1)> is also learned in each layer.
Then, in order to give a general description of the derivation process of gradients,

L
the parameter set in Section 3.2 is rewritten as I'net = {G, B, {T(l ) }1_1 } and updated by

minimizing the cost function in (29), which can be rewritten as:

g~
e

Ls(Thet) = lr(vec(8rp), vec(srp))

T
L

(31)

|
8-
e

0y (G ~Vec(ir(§,L)), Vec(sr¢)>

T
L

where Vec(?fé,L)) is the scattering coefficient generated by RNN with the echo data vec(syg),

and /; is the 2-norm of the mismatch between the approximate echo data vec(8yy) and
vec(sep)-

Then, backpropagation is performed by MBGD at each epoch and the i-th update
resulting in parameters is then deduced by the backpropagation as follows:

Gl = Gl — yIVaLs (rffgt) — G -y L %1 [chz (Tffgt)}
/%ff =p - 7“*’#5 (Toa) = - ”(i)zl?fél 95¢2 ((prﬁiﬁt)] ¢2)
T(I)ZH — T _ 77(z‘)aT(I)ES (rr(:gt) —_ 70 _ ;7(1') %4}21 {BT(Z)& (l‘ffe)t)}

The parameter update formulas in (32) are determined by computing the gradient

L

and the partial derivative of the 2-norm ¢, in (31) with respect to I'net = { G, 5, {T(l ) }171

By using the complex backpropagation and Wirtinger derivative, the gradient of ¢, with
respect to G can be defined as: L
94y

(33)
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[
1 . —
20 )y + (Lfl avec(frg)) avec(A;’Lq)

where a denotes the complex conjugation of a. The gradient of unsupervised cost function
with respect to G as well as the partial derivative of the unsupervised cost function with

L
respect to  and {T(l ) }171 in (32) can be computed using the BPTT algorithm. The detailed

derivation process can be found in Appendix A and the derivation results are given
as follows:

T
(vec(8rp) — Vec(sr¢))vec(&(§)[rl))

)> x 2Re (GH (vec(8rp) — Vec(sr¢))>

oG N
=1 avec(0})) :
¢ rnet:rfxle)t

Lfi avec(&g)) Bvec(?rgi))>

P
y =1 9p avec(ﬁ’;,” )

=11 x2Re (GH (vec(8rp) — vec(srp) )) 0

)

z Iet=Tnet
| . (avec(frg’) avec(ai-) )
iy - a g | U5 iy
=1 x2Re(GH (vec(8rp) — Vec(sr(/,))) _—

4. Experiments

In this section, we use the simulated data and measured data from GF-3 space-borne
SAR to demonstrate the performance of the proposed Omega-KA-net. The experiment
of simulated data composed of eleven moving targets in the scene is given in Section 4.1.
The experiment of measured data including three ships is given in Section 4.2. The fea-
sibility and imaging quality of the proposed Omega-KA-net are analyzed in both the
experiments, and the experiment results of GMT imaging are displayed, including the
imaging result with RMA, ESM in [13], IMEA in [14], and Omega-KA-net. The imaging
results of the proposed method are compared with the results of conventional algorithms
to verify the superior performance of Omega-KA-net. The Omega-KA-net is implemented
in PyTorch [37] and sped up by a NVIDIA GeForce RTX 2080Ti GPU.

4.1. Imaging Experiment Based on Simulated Data

We create a flat scene that consists of eleven moving targets in this subsection.
The airborne SAR platform parameters are as follows: the velocity of the SAR platform
is 150 m/s, the carrier frequency is 10 GHz, the bandwidth is 75 MHz, the pulse repe-
tition frequency is 1 KHz, the pulse duration is 1.2us, and both the range and azimuth
resolution are 2 m. In the training stage, random down-sampling and adding AWGN to
SAR echo are adopted to generate the training set S, in which the number of samples is
Dirain = 3000, and each sample consists of eleven randomly distributed GMTs. The range
velocity v, of GMTs in the training set is randomly distributed from 5 m/s to 10 m/s,
and the azimuth velocity v, of GMTs is randomly distributed from 10 m/s to 20 m/s.

F(O) = {HQ(A) (O), A(O), /3(0), T(O)} is the initialized parameter set, where A0 =1/ (150)2,

net —
B =0.1,T = 05,and Hy(p) (9) is initialized by Omega-KA in Section 2.2. The incremen-
tal training is adopted to reduce the influence of vanishing gradient in backpropagation,
and the initial learning rate is set to 1 x e~ but changes to 5 x e~ after 5 generations.
The batch size is 50 and the epoch number is set as (2 = 50.

In the testing stage, the trained network parameters are input into the RNN of Omega-
KA-net and the reconstructed scattering coefficient is output through network feedforward
operation. The number of samples in the test set is Ptest = 200, in which each test sample is
composed of eleven GMTs with regular distribution. Firstly, the results of GMT imaging
in side-looking mode are analyzed. When the sampling rate is y = 0.8 and the SNR of
SAR echo is 10 dB, the imaging results of point targets with v, =7 m/s and v, =13 m/s
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obtained by RMA, ESM, IMEA and the proposed Omega-KA-net withL=3,L=5,and L =7
are shown in Figure 5. When the sampling rate is v = 0.4 and the SNR of SAR echo is
5 dB, the imaging results of point targets with v, =7 m/s and v, = 13 m/s are shown in
Figure 6. The imaging quality indexes of different algorithms are analyzed and quantified
subsequently. The single point target response of azimuth profile in imaging results is
shown in Figure 7. Table 1 shows the other quality indexes, including peak side-lobe ratio
(PSLR), integrated side-lobe ratio (ISLR), and the imaging time of different algorithms.

Figures 5 and 6 show that the imaging results of conventional RMA, ESM and IMEA are
significantly disturbed under the premise of random down-sampling and adding AWGN,
and the imaging quality is degraded because of many sidelobe interference. Conversely,
the proposed Omega-KA-net compares the reconstructed scattering coefficient with the
label through supervised training, which can solve the limitation of original echo data
loss on imaging quality. We conclude that the Omega-KA-net can provide high-quality
imaging results under down-sampling and low SNR. It should also be noted that although
ESM and IMEA can achieve almost the same GMT imaging results, the imaging time
of IMEA is significantly less than that of ESM. Compared with conventional algorithms,
Omega-KA-net has better imaging performance and can effectively suppress sidelobe and
other clutter interference. Comparing Figures 5d—f and 6d—f, the influence of the number
of layers on the reconstructed scattering coefficient can be obtained. When the SNR and
7 are high, the Omega-KA-net can obtain good performance with fewer layers. On the
contrary, when the SNR and <y are low, the Omega-KA-net needs more layers to achieve
better focused images. Taking L = 5 as an example, it is obvious that the imaging result in
Figure 5e has better focusing than the result in Figure 6e.

The focusing performance comparison of different algorithms is shown in Figure 7,
where the enlarged areas provide a clearer display for the point target response graph.
The imaging results of Omega-KA-net have a narrower main lobe and lower sidelobe than
the images reconstructed by conventional RMA, ESM and IMEA. The sampling rate -y in
Figure 6 is significantly lower than that in Figure 5, which is the main reason why the main
lobe of Omega-KA-net with L = 7 in Figure 7b is narrower than that in Figure 7a. It can be
concluded from Figure 7 that Omega-KA-net can obtain higher resolution imaging results.
By comparing the imaging quality indexes of different algorithms, the conclusion drawn
from Figure 7 can also be verified in Table 1. The Omega-KA-net is globally optimized by
the backpropagation algorithm from the first layer to the last layer. Therefore, Omega-KA-
net has stronger fitting capability and can achieve the focusing imaging of GMT with fewer
layers. Since the imaging process only needs one feedforward operation after the network
parameters are trained, the imaging speed of Omega-KA-net is significantly faster than
that of RMA, the method in [13], and the method in [14].

Then, we investigate the performance of Omega-KA-net in low squint mode and the
squint angle is 30 degrees. To efficiently analyze the influence of squint angle on GMT
imaging results, a flat scene consisting only of two moving targets is created. The training
set is obtained through simulation, which is composed of 2000 training samples. The range
and azimuth velocity of each training sample are randomly distributed from 5 m/s to
10 m/s and 10 m/s to 20 m/s, respectively. Figure 8a—c show the focused imaging results
of point targets with v, =7 m/s and v, = 13 m/s when v = 0.8 and SNR = 10 dB. It can be
observed that compared with the imaging results in Figure 5, the point target imaging re-
sults in Figure 8 have geometric distortion. In low squint mode, the focused image of GMT
obtained by IMEA in [14] or Omega-KA-net cannot be further utilized until its geometry dis-
tortion has been processed. To remove the distortion of GMT focused image, an equivalent
squint angle spectrum rotation (ESASR) algorithm in [38] is adopted. The point target
imaging results with geometry distortion processing are shown in Figure 8d—f, which prove
that the distortion of focused image can be corrected by spectrum rotation.
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(b)

(d)

Figure 5. Imaging results of point targets with v, = 7 m/s and v; = 13 m/s when v = 0.8 and
SNR =10 dB. (a) Defocused imaging result obtained by RMA; (b) Imaging result obtained by the
method in [13]; (c) Imaging result obtained by the method in [14]; (d) Imaging result obtained by
Omega-KA-net with L = 3; (e) Imaging result obtained by Omega-KA-net with L = 5; (f) Imaging
result obtained by Omega-KA-net with L = 7.

(b)

(d (e) ()

Figure 6. Imaging results of point targets with v, = 7 m/s and v, = 13 m/s when v = 0.4 and
SNR =5 dB. (a) Defocused imaging result obtained by RMA; (b) Imaging result obtained by the
method in [13]; (c) Imaging result obtained by the method in [14]; (d) Imaging result obtained by
Omega-KA-net with L = 3; (e) Imaging result obtained by Omega-KA-net with L = 5; (f) Imaging
result obtained by Omega-KA-net with L =7.
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Figure 7. Single point target response in azimuth profile. (a) Performance comparison of algorithms
in Figure 5; (b) Performance comparison of algorithms in Figure 6.
Table 1. Comparison of imaging quality indexes.
v =0.8and SNR =10 dB v =0.4and SNR =5 dB
Algorithm PSLR ISLR Imaging Time PSLR ISLR Imaging Time
RMA —11.48dB —11.97 dB 7.79s —7.06 dB —2.41dB 743s
Method in [13] —12.63 dB —9.36 dB 816.01s —12.07 dB —1.21dB 776.85 s
Method in [14] —12.89dB —9.25dB 50.62 s —12.13dB —1.18 dB 43.07 s
Omega-KA-net withL =3 —14.93 dB —1291dB 0.32s —13.61dB —7.69 dB 0.28s
Omega-KA-net with L =5 —21.09dB —22.40dB 032s —22.67 dB —18.54 dB 0.28 s
Omega-KA-net with L =7 —31.77 dB —30.86 dB 0.32s —27.72dB —24.41dB 0.28 s

Azimuth Azimuth

(a) (b)

Azimuth

Azimuth Azimuth Azimuth

(d) (e) (f)

Figure 8. Spectrum rotation imaging results of point targets with v, =7 m/s and v, = 13 m/s when
v = 0.8 and SNR = 10 dB. (a) Imaging result obtained by the method in [14]; (b) Imaging result
obtained by Omega-KA-net with L = 3; (¢) Imaging result obtained by Omega-KA-net with L =7;
(d—f) Imaging result with spectrum rotation of (a—c), respectively.
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4.2. Imaging Experiment Based on Measured Data

The performance of Omega-KA-net is further verified by using the measured data from
the GF-3 satellite, which is a side-looking spaceborne SAR. Normally, the navigation speed
of ships is within a certain range, so the Omega-KA-net based on supervision training
has good performance for focusing the measured data of ship targets. In the training
stage, the OpenSARShip dataset in [39] is adopted as the training set, in which the range
velocity v, of ships is randomly distributed from 5 m/s to 10 m/s, and the azimuth velocity
v, of ships is randomly distributed from 10 m/s to 20 m/s. The OpenSARShip dataset
established by Shanghai Key Laboratory of Intelligent Sensing and Recognition is dedicated
to ship interpretation.

In the testing stage, the measured data of the ship target collected by the GF-3 space-
borne SAR is adopted as the test set. The original sea surface image obtained by the
conventional imaging method of stationary target is shown in Figure 9, where the three
yellow boxes represent the defocused images of moving ships. We can see that the waves
and other information are reconstructed well, but the ship targets cannot be recognized
due to unknown motion parameters. To make the experimental results more objective and
reliable, three ship targets named T1, T2, and T3 are analyzed in this subsection, respec-
tively, which are extracted from the original complex image reconstructed by measured
data. As the latest high-resolution spaceborne SAR in China, the main parameters of the
GF-3 satellite are listed in Table 2.

Table 2. GF-3 SAR platform main parameters.

Parameters Value
Carrier frequency 5.4 GHz
Bandwidth 60 MHz
Pulse repetition frequency 2.3KHz
Chirp rate 1.7 x 1012 572

We process the data of three ship targets sequentially by using the method in [13],
the method in [14], and the proposed Omega-KA-net, respectively. The network parameters
are the same as those in Section 4.1. The imaging results are shown in Figures 10-12,
in which the reconstructed ship images obtained by the above methods are compared
with the defocused image in Figure 9. As shown in Figures 10-12, the method in [13],
the method in [14], and Omega-KA-net can successfully achieve phase compensation and
image focusing. The experimental results also show that, compared with the methods
in [13,14], the sidelobes can be suppressed significantly by Omega-KA-net. To further
compare the imaging performance of different algorithms, the ship image entropy values
and imaging time of the above methods are listed in Table 3. It can be concluded that,
when L = 3, the imaging quality of Omega-KA-net is worse than that of the method
in [14], but the imaging performance of Omega-KA-net is substantially improved when
L =5 or 7. In addition, Omega-KA-net with L = 7 can provide the minimum image entropy
values in the above methods, while improving the imaging quality and computational
efficiency obviously.
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Azimuth

(b) (c) (d)

Figure 9. Imaging results of measured data from GF-3 satellite. (a) Imaging result of sea surface;
(b) Defocused image of ship T1; (c) Defocused image of ship T2; (d) Defocused image of ship T3.

(@) (b) (©

(d) (e) (f)

Figure 10. Imaging results of ship T1. (a) Defocused image of ship T1; (b) Imaging result obtained by
the method in [13]; (c) Imaging result obtained by the method in [14]; (d) Imaging result obtained
by Omega-KA-net with L = 3; (e) Imaging result obtained by Omega-KA-net with L = 5; (f) Imaging
result obtained by Omega-KA-net with L =7.
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(a)

(d

(a)

(d)

Figure 11. Imaging results of ship T2. (a) Defocused image of ship T2; (b) Imaging result obtained by
the method in [13]; (c) Imaging result obtained by the method in [14]; (d) Imaging result obtained
by Omega-KA-net with L = 3; (e) Imaging result obtained by Omega-KA-net with L = 5; (f) Imaging
result obtained by Omega-KA-net with L =7.

(e) (f)

Figure 12. Imaging results of ship T3. (a) Defocused image of ship T3; (b) Imaging result obtained by
the method in [13]; (c) Imaging result obtained by the method in [14]; (d) Imaging result obtained
by Omega-KA-net with L = 3; (e) Imaging result obtained by Omega-KA-net with L = 5; (f) Imaging
result obtained by Omega-KA-net with L =7.
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Table 3. Comparison of imaging quality indexes.

Ship T1 Ship T2 Ship T3
Algorithm Entropy Imaging Time Entropy Imaging Time Entropy Imaging Time
Method in [13] 5.0778 7346.12 s 4.5847 7238.67 s 3.4498 7335.98 s
Method in [14] 49631 137.66 s 4.5069 12891 s 3.4252 98.67 s
Omega-KA-net with L =3 6.3460 0.89s 5.6420 0.84s 5.1790 0.87s
Omega-KA-net with L =5 4.1368 0.89s 2.5955 0.84s 2.1810 0.87s
Omega-KA-net with L =7 2.5541 0.89 s 2.2179 0.84s 1.7058 0.87 s

5. Conclusions

In this paper, we have proposed a trainable Omega-KA and sparse optimization-
based SAR-GMT deep learning imaging network, with which the imaging quality can be
improved and the imaging time as well as computational complexity can be dramatically
reduced. The existing Omega-KA for GMT imaging is first derived based on the 2-D SAR
echo signal model. Next, the 2-D sparse imaging model deducted from the inverse of
Omega-KA focusing process is investigated. Then, based on the sparse optimization theory,
the ISTA is utilized to solve the 2-D sparse regularization model based on L1 decoupling.
On this basis, the RNN framework is established, and the solving process of the sparse
regularization model is mapped to each layer of RNN. We incorporate ISTA within the
RNN framework to build the Omega-KA-net, where the trainable parameters are learnt
through an off-line supervised training method. Finally, the high-quality imaging results
are obtained based on the trained network parameters.

The main contributions of the present work are as follows.

1.  Incorporating the sparse optimization theory and Omega-KA into GMT imaging
framework, an efficient 2-D sparse regularization-based GMT imaging model is
formulated. The new model combined with the iterative optimization algorithm can
be compatible with other existing GMT imaging methods.

2. Tosolve the difficulties of slow imaging speed, obvious sidelobe interference, and high
computational complexity in conventional GMT imaging methods, a novel SAR-GMT
deep learning imaging method, namely Omega-KA-net, is proposed based on the 2-D
sparse imaging model and RNN.

3. According to the experimental results of simulated and measured data, it is proven
that Omega-KA-net is superior to the conventional GMT imaging algorithms in
terms of imaging quality and time. Moreover, the Omega-KA-net can be applied to
side-looking mode and low squint mode imaging under down-sampling and low
SNR, while reducing the computational complexity and substantially improving the
imaging quality.

It is worthwhile, however, to remark that the Omega-KA-net does not overcome
the essential limitations of sparse optimization and supervised learning. On the one
hand, although the down-sampling of echo can reduce the amount of data, an insufficient
sampling rate will also affect the imaging quality. How to find a balance between data
down-sampling and reconstruction accuracy is crucial to the imaging-net research. On the
other hand, supervised learning is constrained by training samples. Even under some
conditions where the training samples can contain a large velocity range, there are still
many GMTs whose velocity cannot be estimated exactly. However, the Omega-KA-net
will focus on such GMTs incorrectly, which will affect the understanding of GMT images
and the application of target recognition. Therefore, how to improve the accuracy and
robustness of the GMT imaging-net will be the subject of our future work.
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Appendix A

e RMNX1 jg a real valued vector and

The scattering coefficient vec(é(!))
vec(&())=vec(¢(")). The partial derivative of the 2-norm ¢, with respect to G can be

written using tensor algebra as:

(L:i))

o,  ovec(dy 30y G . (1) _
T = —— + ——vec( ) ( vec(8rp) — vec(sygp) (A1)
G oG avec(é'gﬁl)) oG ¢ ( i i )

For the first term from (A1), the partial derivative of the 2-norm /¢, with respect to
vec(6(L=)) can be deduced as:

L’?‘L:,)) =Gt (vec(§r¢) - Vec(sr¢)) + GH (vec(3rp) — vec(srp))

Bvec(&(l, (A2)
— 2Re (GH (Vec(§r¢) — VeC(snp)))

The gradient contributions from [-th layer of the RNN are computed with the BPTT
algorithm, and the derivative of vec(&(L=1)) with respect to G from (A1) becomes:

avec(&g—i)) L=i gvec (& ())avec( (L:i))

Ty i)
= (A3)
J9G l; 9G ovec(d, (l>)
where each partial derivative of vec(é(L=")) with respect to vec(&(!)) in different layer can
avec(dy ) dvec(s) ’“>) Bvec(o'( =y
o ) _ 9

be written as

= b ing the chai le.
Vec(ﬁg)) avec( o vec(o! ) y using the chain rule

Then, we consider the second component from (A1). Tensor ‘gg is an MN xMN array
of MN x MN matrices, and the (m, m’)-th matrix ;- has all entries L,/ (p,q) = 0 except for

1 atp =m,q=m'. Based on the tensor-vector multiplication, we obtain:

g—gvec(&(L:i)) (Vec(§r¢) — Vec(sr¢)) = (Vec(§r¢) — Vec(sr¢))vec(é‘(§)L:i))T (A4)

Thus, the gradient of unsupervised cost function with respect to G can be obtained
as follows:
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Detailed derivation of the partial derivative of the unsupervised cost function with
L
respect to § and {T(l) }1:1 is identical to Vg Ls ( Ele)t) Following the same steps in (A5),
we obtain:
. o -
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