A Review of Remote Sensing for Water Quality Retrieval: Progress and Challenges
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Abstract: Water pollution has become one of the most serious issues threatening water environments, water as a resource and human health. The most urgent and effective measures rely on dynamic and accurate water quality monitoring on a large scale. Due to their temporal and spatial advantages, remote sensing technologies have been widely used to retrieve water quality data. With the development of hyper-spectral sensors, unmanned aerial vehicles (UAV) and artificial intelligence, there has been significant advancement in remotely sensed water quality retrieval owing to various data availabilities and retrieval methodologies. This article presents the application of remote sensing for water quality retrieval, and mainly discusses the research progress in terms of data sources and retrieval modes. In particular, we summarize some retrieval algorithms for several specific water quality variables, including total suspended matter (TSM), chlorophyll-a (Chl-a), colored dissolved organic matter (CDOM), chemical oxygen demand (COD), total nitrogen (TN) and total phosphorus (TP). We also discuss the significant challenges to atmospheric correction, remotely sensed data resolution, and retrieval model applicability in the domains of spatial, temporal and water complexity. Finally, we propose possible solutions to these challenges. The review can provide detailed references for future development and research in water quality retrieval.
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1. Introduction

According to the Global Risks Report 2020, the water crisis, including water shortage, water pollution and other water issues, is ranked fifth out of the the top 10 risks in terms of impact. In particular, water pollution has been becoming a complex and frustrating problem threatening many countries’ economy and technology policies [1]. Water pollution monitoring is an important basis for the comprehensive evaluation of water quality on both a regional and a national scale [2,3]. Therefore, accurate and fast water environment monitoring is especially important.

Traditionally, in situ measurements can obtain precise water quality parameters by using certain sampling points, but it is time-consuming, laborious and high costs with limits on large-scale monitoring [4,5]. Due to advantages of spatial and temporal coverage, remote sensing technology has been used to reflect the spatial distribution and dynamic changes in water quality components [6–9]. Owing to high frequency data acquisition and large-scale coverage, various spaceborne sensors with visible, infrared and microwave wavelengths can be used to monitor water quality. In the microwave domain, radiometers and synthetic aperture radars may be marginally helpful in the estimation of sea surface temperature and sea surface salinity [10], while in the VIS and IR domains, a range of spectral remotely sensed data have been proven successfully and widely used in water quality retrieval [11–14]. Data from Landsat-9, which launched in September 2021, are...
now publicly available to users and researchers around the world. Except for far-distance sensing platforms, the use of unmanned aerial vehicles (UAV) as a kind of prevailing airborne platform, provides good conditions for water quality retrieval because of their flexibility and portability for carrying multiple or high spectrum sensors [15,16].

The key of water quality retrieval is to dissect the relationship between the water constituents’ concentration and scattering signals (i.e., water-leaving radiance) from the sensors. The spectrum transfer process between water substances and sensors can be illustrated as it is shown in Figure 1 [17]. For different optical active components (OAC), the retrieval model can be established based on the relationship between inherent optical properties (IOP) and remote sensing reflection. IOP is an optical property of water that has nothing to do with external conditions and is only related to the composition of the water body. Additionally, then water quality parameters can be directly retrieved including Chl-a, SM, and CDOM [18–20]. Non-optically active substances in water have no direct optical characteristics, such as TN, TP, COD, dissolved oxygen (DO), etc., which can also be proceeded according to relationships between different substances in water or by using Artificial Intelligence (AI) [21,22]. However, to quantitively retrieve various water quality parameters, calculating the water-leaving reflectance is essential and complicated, because of the radiation at various wavelengths transferred among the atmosphere, water surface and water body. Generally, remote sensing-based water quality retrieval modes can be classified into four categories: empirical mode, physical mode, semi-empirical mode and intelligent mode. Among them, the AI mode is also a kind of empirical mode using different statistical approaches.

![Figure 1. Spectrum transfer process between water substances and sensors [17].](image)

A large number of reviews presented many achievements in water quality remote sensing retrieval, mainly focusing on multi-source remotely sensed data and retrieval methods [23–29]. However, a comprehensive review will still provide an understanding of the state-of-the-art of water quality, especially under the urgent requirements for sustainable development. This paper summarizes a relatively thorough review of the current progress on optical remote sensing water quality retrieval in terms of data sources, retrieval modes and several specific water quality parameters retrieval algorithms. We still also indicate the significant challenges, including atmospheric correction, spatial and seasonal applicability of inversion models, and the mutual interference of the spectrum of water quality indicators. Finally, we propose possible solutions for the current challenges of remote sensing water quality retrieval.
2. Available Data Sources for Remote Sensing Water Quality Retrieval

2.1. Satellite-Borne Remote Sensing Data

2.1.1. Multispectral Data

Multispectral data, mostly with 3–10 bands, available for remote sensing water quality retrieval, includes MSS, TM, ETM+, OLI, ESA’s Sentinel-2, ENVISAT MERIS, France’s SPOT satellite data, and NOAA’s AVHRR data [30,31]. Recently, China’s GF series data and HJ data have also been used by some scholars [32,33]. Considering the spatial, temporal and spectral resolution and the accessibility, Landsat series data are the most commonly used for water quality monitoring, such as TSM, COD and TP [34,35]. Generally, due to resolution limitations, multi-spectral remote sensing water quality retrieval models are mainly constructed with empirical methods, which are more suitable for a certain specified period or water area.

2.1.2. Hyperspectral Data

Hyperspectral satellites have multiple bands with about 0.01 µm spectral resolution. Hyperspectral data, including the USA’s Hyperion data and HIS data of China’s HJ-1 satellite have been used for water quality retrieval [36]. Higher spectral resolution data have plentiful bands, which can be selected precisely and optimally for establishing water quality retrieval methods to distinguish the spectral mixing differences in multispectral data, thus greatly improving the accuracy of water quality parameters retrieval algorithms and showing good application potential [37–39].

2.2. Non-Satellite Remote Sensing Data

Non-satellite remote sensing data have been used in recent years, and various airborne remote sensing data and ground measured spectral data can also be used as data sources for remote sensing water quality retrieval. With the rapid progress of UAV technology, the light and small UAV system, equipped with multi-spectral camera, high spectrometer, infrared sensor and Lidar, is convenient and effective in water environment management [11,40]. For example, the USA’s AVIRIS with 220 channels and Canada’s Compact Airborne Spectrographic Imager (CASI) with 48 channels were extensively used for water environment monitoring. In addition, airborne Chinese Imaging spectrometer (CIS) data were also applied to monitor water environment. Nevertheless, airborne-based data have the limitations of high flight costs or uncertain risks. Except for the airborne-based spectrometer, portable spectrometers can be flexibly used on board to detect the water surface reflectance with adjustable spectral ranges. For example, the SVC HR-1024 portable field spec radiometer has 1024 bands with a range of 350–2500 nm [33]. Some portable spectrometers, including Li-1800, ASD Field Spec Pro and PSR-1100 are also popular within water quality management. Non-satellite spectrometers have the strength of having higher spectral and spatial resolution and they can provide continuous ground feature spectral curves. In addition, compared with satellite data, non-satellite remote sensing data are much less affected by the atmosphere. However, non-satellite remote sensing data sources based on aircraft measurement or ground measurement have a higher cost and are limited by their weak capacity for comprehensive observation of large areas of lakes and rivers. Some of the satellites available for water quality retrieval are presented in Table 1, which includes a wide spectral range. According to the research of Liu, although shortwave infrared (SWIR) and near infrared (NIR) are mainly used for turbid waters and clear waters individually, the combination of SWIR and NIR can improve the application [41].
Table 1. Available satellites for remote sensing water quality retrieval (bands more than 5).

<table>
<thead>
<tr>
<th>Satellite Sensor</th>
<th>Launch Date</th>
<th>Spatial Resolution (m)</th>
<th>Spectral Resolution Band</th>
<th>Temporal Resolution (Day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-spectral</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIMBUS-7 CZCS</td>
<td>1978.10</td>
<td>825</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Landsat-5/7/8/9</td>
<td>1984–2020</td>
<td>30</td>
<td>5</td>
<td>16</td>
</tr>
<tr>
<td>SeaWiFS</td>
<td>1997.8</td>
<td>1130</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>NOAA-16 AVHRR</td>
<td>2000.10</td>
<td>1100–4000</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>EO-1 ALI</td>
<td>2000.11</td>
<td>10</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>WorldView-2/3</td>
<td>2009/2014</td>
<td>1.85/1.24</td>
<td>8</td>
<td>1.1</td>
</tr>
<tr>
<td>MERIS</td>
<td>2002.3</td>
<td>300–1200</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>MODIS</td>
<td>1999.12</td>
<td>250–500–1000</td>
<td>9</td>
<td>0.5</td>
</tr>
<tr>
<td>Landsat-8 OLI</td>
<td>2013.2</td>
<td>30</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>Hyper-spectral</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HY-1A COCTS</td>
<td>2002.5</td>
<td>1100</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>PROBA CHRIS</td>
<td>2001.10</td>
<td>18–36</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>Hyperion</td>
<td>2000.11</td>
<td>30</td>
<td>42</td>
<td>16</td>
</tr>
<tr>
<td>HJ-1A HSI</td>
<td>2008.9</td>
<td>100</td>
<td>128</td>
<td>4</td>
</tr>
<tr>
<td>HICO</td>
<td>2009.9</td>
<td>100</td>
<td>128</td>
<td>10</td>
</tr>
<tr>
<td>VIIRS</td>
<td>2011.10</td>
<td>375–750</td>
<td>22</td>
<td>0.5</td>
</tr>
<tr>
<td>OHS</td>
<td>2018.4</td>
<td>10</td>
<td>32</td>
<td>2</td>
</tr>
<tr>
<td>GF5-AHSI</td>
<td>2018.5</td>
<td>30</td>
<td>330</td>
<td>3</td>
</tr>
<tr>
<td>ZY1-02D</td>
<td>2019.9</td>
<td>30</td>
<td>166</td>
<td>3</td>
</tr>
<tr>
<td>sensors for UAV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZK-VNR-FPG480</td>
<td>/</td>
<td>0.09</td>
<td>270</td>
<td>/</td>
</tr>
<tr>
<td>GaiaSky-mini</td>
<td>/</td>
<td>0.04</td>
<td>176</td>
<td>/</td>
</tr>
</tbody>
</table>

3. Water Quality Parameters Retrieval Modes

3.1. Empirical Mode

The empirical mode (EM) is a kind of correlation statistical regression formula, which can be established by using a ground-measured water quality parameter value and reflectance of the optimal band or combination of bands [40]. The advantage of the empirical mode is that it is simple and easy to operate, and can be refined by selecting more precise spectral channels to increase the accuracy of water quality parameters retrieval [42]. However, the empirical mode has three obvious disadvantages. Firstly, it is hard for simple empirical models to meet the accuracy requirements of water quality parameters concentration estimation because the related spectral characteristics are mainly affected by the complex composition of water quality variables including phytoplankton pigments, SM, and CDOM, etc., which bring great uncertainty to the inversion of water quality concentration [23]. Secondly, due to regional and temporal constraints, empirical models have poor generalities and the established models in a certain water area may not be applicably used in other regions [43]. Finally, the empirical model requires a lot of field water quality sampling data as the basis to assure a relatively higher accuracy.

3.2. Analytical Mode

The analytical mode (AM) uses bio-optical models and radiation transmission models to simulate the propagation of light in the atmosphere and water bodies to describe the relationship between water quality components and the radiance or reflection spectrum of off-water radiation. In 1975, Gordon et al. proposed the general relationship between the apparent optical reflectance and water properties in water bodies [44]. This kind of quasi-single-scattering diffuse reflectance model represents an important foundation for the development of the analytical model as follows:

\[ R_{rs} = f \left[ \frac{b_b(\lambda)}{a(\lambda) + b_b(\lambda)} \right] \]  

(1)

where \( R_{rs} \) is the reflectance, \( \lambda \) represents the wavelength, \( a \) is the total absorption coefficient of water, \( b_b \) is the total backscattering coefficient of water, and \( f \) is the functional relation.
Based on the bio-optical inversion model, Gilerson calculated the Chl–a concentration of lakes in eastern Nebraska by using some sampling data [45]. However, the composition of the water body and radiation transmission procedure is rather complex because many factors need to be measured for the model to be established, such as the inherent optical characteristics of water, surface tourism characteristics, and water quality variables. In addition, the spectral resolution of most satellite sensors and those measured near the ground are inconsistent, which leads to some difficulties in model research. Therefore, the quantitative remote sensing inversion based on the analytical mode is difficult to achieve and is limited in practical applications [23,46].

3.3. Semi-Empirical Mode

The semi-empirical mode (SEM) is a combination of the empirical mode and the analytical mode. By using a certain paradigm derived from rigorous analytical models, SEM has a good applicability to calculate the water quality variables by combining only a small amount of in situ data and reflectance or radiance values. Some scholars used this method to retrieve water quality components such as SM, Chl–a, CDOM and associated visibility and turbidity with higher accuracies [47,48]. As for the study of suspended matter concentration retrieval, Lathrop [49], found that the SPOT–1 R band and Nir band were more sensitive to the suspended matter concentration, so they calculated different SM concentrations with R-G band ratio and Nir band based on the SEM mode. The semi-empirical method considers the optical characteristics of water quality parameters and has better portability than the empirical method.

3.4. Artificial Intelligence (AI) Mode

The Artificial Intelligence (AI) mode (AIM) is a kind of implicit algorithm that is different from above three modes (EM, AM and SEM) and that can provide explicit equations. Due to complicated and various background effects from the water surface, a combination of water quality parameters and sediment deposits, AIM mode can capture both linear and nonlinear relationships compared with traditional statistical or physical modes. A large number of scholars have applied the AIM mode such as neural networks (NN) and support vector machines (SVM) in water quality retrieval and achieved relatively satisfactory results [11,50]. The artificial neural network (ANN) model is a commonly used NN model. This method takes the gray value, radiance value or reflectance of each band of remote sensing data as the input of the NN model, and uses the water quality data as the output of the model. Generally, it is hard to accurately represent a simple linear relationship between water body component concentration and spectral reflectance or radiance. Therefore, the neural network method, as a nonlinear approximation method, is more flexible for water quality parameters retrieval. However, establishing a neural network for water quality retrieval requires a large number of samples to be trained with extensive experiences, otherwise there may be under-learning or over-learning situations, which greatly limit the neural network model inversion accuracy [51]. Compared with neural network models, SVM models can solve defects with small sample sizes. SVM uses nuclear functions to solve the computational complexity brought about by the dimensionality of high-dimensional space. SVM can solve the problem of convex optimization ensuring the global optimality of the algorithm. SVM is very suitable for solving the problems of small samples, nonlinearity, high dimensionality and local minimum points [52], but the increase in the number of training samples will make SVM algorithms difficult to implement and run slowly. In recent years, some scholars have applied the convolutional neural network model (Figure 2) to water quality parameters retrieval [12]. Yang proposed a Chl–a inversion model based on CNN with the matrix extension method to generate 5 × 5 grid pixel blocks, and the structure diagram of CNN and matrix expansion method was presented in Figure 3 [53]. The convolutional neural network has reduced the number of network parameters, alleviated the problem of overfitting, and accelerated the algorithm’s computing speed.
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The reflectance in the 580–680 nm and 700–900 nm spectral range are most sensitive to TSM concentration changes, and are the best choice for TSM concentration remote sensing retrieval. Owing to above characteristic, Kallio used AISA imagery data to study the lakes in southern Finland, and designed the best algorithm for estimating TSM concentration with a single band reflectance of 705–714 nm [6]. In offshore water bodies, Miller used the statistical method and estimated the concentration of SM in the north Gulf of Mexico with channel-1 and channel-2 bands of MODIS data [62]. As for highly turbid waters (<985 g/m³) at the mouth of France’s Gerent, Doxaran disclosed that the increase in the concentration of SM had a strong relationship with the reflectivity ratio of 850 nm to 550 nm, and the results showed the potential of using the near infrared band to estimate the concentration of SM [63]. There are some TSM inversion models in Table 2, in which $C_{TSM}$ means the total suspended matter concentration, $R(\lambda)$ means the remote sensing reflectance at wavelength $\lambda$, and MBP means a kind of matrix back propagation (MBP).
neural network. The concentration range of TSM in the references is from 0.5 to 55 µg/L with an R^2 of above 0.65 and up to 0.89.

Table 2. Retrieval models of total suspended matter concentration (TSM).

<table>
<thead>
<tr>
<th>Models</th>
<th>Modes</th>
<th>R^2</th>
<th>Data</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\log(C_{TSM}) = a + b \cdot \log(R(710)))</td>
<td>EM</td>
<td>0.85</td>
<td>AISA</td>
<td>[6]</td>
</tr>
<tr>
<td>(C_{TSM} = -1.91 \cdot 110.25R(645))</td>
<td>EM</td>
<td>0.89</td>
<td>MODIS</td>
<td>[62]</td>
</tr>
<tr>
<td>(C_{TSM} = 947.579(R(660))^{1.07})</td>
<td>EM</td>
<td>0.65</td>
<td>SPOT6</td>
<td>[61]</td>
</tr>
<tr>
<td>(C_{TSM} = \frac{21428.77}{1 - \frac{R(825)}{346.17}})</td>
<td>EM</td>
<td>0.86</td>
<td>DEIMOS-1</td>
<td>[59]</td>
</tr>
<tr>
<td>(\log(C_{TSM}) = -b \pm \sqrt{b^2 - 4(a \cdot \text{log}(R(865)) - a \cdot \text{log}(R(655)))^2})</td>
<td>SEM</td>
<td>-</td>
<td>TM and OLI</td>
<td>[19]</td>
</tr>
<tr>
<td>(C_{TSM} = 3.88(R(645))^2 + 19.6R(645))</td>
<td>SEM</td>
<td>0.79</td>
<td>In situ</td>
<td>[57]</td>
</tr>
<tr>
<td>Neural network (MBP)</td>
<td>IAM</td>
<td>0.72</td>
<td>MODIS</td>
<td>[58]</td>
</tr>
</tbody>
</table>

4.2. Chlorophyll–\(\alpha\)

Chl–\(\alpha\) can indicate the distribution of plankton biomass, and is the most basic indicator reflecting the primary productivity and eutrophication of water bodies. Various data sources, including hyperspectral data and multispectral data, have been well applied to the estimation of Chl–\(\alpha\) concentration [6,12,64,65]. If the Chl–\(\alpha\) concentration increases, the reflectance in the G and R bands increases, while the reflectance in the blue band decreases. Therefore, the selection of the optimal band depends on Chl–\(\alpha\) [66]. When the concentration of Chl–\(\alpha\) increased and the peak position moved from about 680 nm to around 715 nm with the increase in the peak amplitude value, Gitelson found that the reflectance peak at 700 nm was important for the calculation of Chl–\(\alpha\) concentration in inland waters [67]. Using the MERIS data from 2007 to 2012 in large turbid and complex shallow lakes, Palmer proposed a method for retrieving Chl–\(\alpha\) concentration and temporal–spatial variations [25]. Boucher tested a variety of previously developed algorithms, covering 11 scenarios across 192 lakes, based on Landsat imagery from 2013 to 2015. The results suggest that remote sensing may be an effective and accessible regional-scale tool for monitoring programs of Chl–\(\alpha\) in lakes [68]. We summarized four types of Chl–\(\alpha\) concentration retrieving models.

1. Band ratio model

Chl–\(\alpha\) content is usually retrieved with the reflectance of the maximum reflectance value in the Nir band and the minimum reflectance value in R. Kevin constructed a quantitative inversion model of Chl–\(\alpha\) with negligible backscattering and incident light environment, which used a reflectivity ratio of 672 nm to 704 nm [69]. Using aerial hyperspectral data and MERIS imagery data, Sampas analyzed regression patterns through various possible channels or channel ratios to establish the best band ratio algorithm for Chl–\(\alpha\) retrieval, and classified water quality indicators according to two classification criteria, in which Chl–\(\alpha\) is divided into five levels with a classification accuracy of 78% [70].

2. First order differential model

The first order differential model, proposed by Rundquist [71], can remove the influence of partial noise spectra on the target spectrum. By using the differential model, the position of the spectral inflection point and the maximum and minimum reflectance wavelength can be determined. Luo concluded that under the condition of high Chl–\(\alpha\) concentration, the wavelength position with the best effect of differential estimation of Chl–\(\alpha\) concentration was 690 nm [72].

3. Three-band model

The three-band model generally uses three-band data to calculate the Chl–\(\alpha\) content of water. This model was adaptable, to a certain extent, with high precision because the interaction of various water components can be eliminated partially with more bands used [73]. Subsequently, a semi-analytical three-band model for the inversion of Chl–\(\alpha\)
was developed in turbid water based on a bio-optical model [74]. Without any parameter adjustments, the MERIS data were used to verify the three-band model, and it was found that the simulated values of Chl–a were highly correlated with the measured values, which confirmed that the three-band Chl–a inversion model has a certain universality [75]. Using sampling data from lakes in eastern Nebraska, Gitelson proposed a Chl–a concentration estimation model based on the three-band algorithm explaining more than 89% of the Chl–a variation from 2 to 20 mg/m³ [76]. To better attenuate the effects of the absorption and backscattering of water quality, especially in the Nir band, Le improved the three-band model and introduced the fourth band model [77].

(4) Artificial Intelligence model

By using remote sensing data, Zhang et al. [78] used an empirical neural network algorithm to calculate Chl–a content, and showed the results with a good accuracy. Singh established support vector machine regression model and classification model for Chl–a retrieval individually, and results disclosed the former model with a higher accuracy [52]. Song combined the measured spectral data and sampling data with a genetic algorithm to establish a Chl–a inversion model for four reservoirs in different regions, and found that neural network models were superior to three-band models in terms of spatial transferability [79]. Figure 4 shows the correlation curve of Chl–a inversion results based on convolutional neural network algorithm with good reliability (R² > 0.81) [53].

![Figure 4. Comparison of four phase Chl–a inversion results based on GF2-like images and Sentinel-2 images [53].](image)

Some inversion models for Chl–a concentration are presented in Table 3. C\textsubscript{Chl–a} means the concentration or Chl–a, and R(λ) means the remote sensing reflectance at wavelength λ. Generally, empirical and semi-analytical algorithms are not only limited to the geographical applicability, but also to the accurate atmospheric correction which may cause uncertainties and difficulties. With the advances in Artificial Intelligence (AI) algorithms, AI models can meet this gap with their advantages of little requirement for prior knowledge. Some of inversion models for Chl–a are listed in Table 3, in which the concentration range of Chl–a in references is from 0 to 409 mg/m³ with an R² of 0.84 to 0.97.
Table 3. Inversion models of Chl-a concentration.

<table>
<thead>
<tr>
<th>Models</th>
<th>Modes</th>
<th>R²</th>
<th>Data</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{\text{Chl-a}} = (23.09 \pm 0.98) + (117.42 \pm 2.49) \times [R^{-1}(665) - R(715)] + R(750)$</td>
<td>SEM</td>
<td>0.94</td>
<td>MERIS</td>
<td>[75]</td>
</tr>
<tr>
<td>$C_{\text{Chl-a}} = -(16.2 \pm 1.8) + (136.2 \pm 3.2) \times [R^{-1}(667) - R(748)]$</td>
<td>SEM</td>
<td>0.93</td>
<td>MERIS</td>
<td>[76]</td>
</tr>
<tr>
<td>$C_{\text{Chl-a}} = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a} \times [R^{-1}(670) - R^{-1}(710)] + R(750)$</td>
<td>SEM</td>
<td>0.89</td>
<td>MERIS</td>
<td></td>
</tr>
<tr>
<td>$C_{\text{Chl-a}} = \left( R^{-1}(662) - R^{-1}(693) \right) \left( R^{-1}(740) - R^{-1}(705) \right)^{-1} + b / c$</td>
<td>SEM</td>
<td>0.97</td>
<td>In situ</td>
<td></td>
</tr>
<tr>
<td>$C_{\text{Chl-a}} = 328.2 (R^{-1}(656) - R^{-1}(716)) \times R(753) + 18.384$</td>
<td>SEM</td>
<td>0.84</td>
<td>HJ-1A</td>
<td>[45]</td>
</tr>
<tr>
<td>$C_{\text{Chl-a}} = 232.9 [(R^{-1}(665) - R^{-1}(708)) \times R(753)] + 23.17$</td>
<td>EM</td>
<td>0.95</td>
<td>MERIS</td>
<td>[80]</td>
</tr>
<tr>
<td>$C_{\text{Chl-a}} = 61.32R^{-1}(665) + R(708) - 37.94$</td>
<td>AIM</td>
<td>0.92</td>
<td>Airborne</td>
<td>[12]</td>
</tr>
</tbody>
</table>

4.3. Colored Dissolved Organic Matter

CDOM has a relatively complex composition, and it has an important impact on water color, underwater light field and chemical processes. CDOM can absorb part of ultraviolet and visible light. When the CDOM concentration increases, the absorption can extend to the blue band near 440 nm. Based on the measurement of the field and laboratory experimental data, Kowalczuk established a CDOM concentration inversion model in the Baltic Sea by using the remote sensing reflectance ratio ranging from 490 nm to 590 nm as independent variable [81]. In Mississippi River, Eurico and Richard proposed an empirical model and testified the best relationship between CDOM absorption (412 nm) and the reflectance ratios (510/555) with higher accuracy [82]. Using quasi-synchronous Advanced Land Imager (ALI) remote sensing data of two lakes in Finland and southern Sweden, Kutser analyzed CDOM absorption of filtrated water at 420 nm and developed CDOM retrieval algorithm using band 525–605 nm to band 630–690 nm [83]. Multiple remote sensing spectral reflectance ratios were testified to build a regression algorithm for retrieving yellow matter [84]. Based on the 412 nm and 555 nm bands of GOCI images, Moon et al. [85] established CDOM absorption coefficient $a(440)$ inversion model. Duan analyzed the absorption coefficient and spectral slope of CDOM at 443 nm in different zones of Taihu Lake to disclose the black water blooms events [86]. Joshi et al. developed an empirical algorithm for CDOM retrieval from VIIRS images with the absorption coefficient at 412 nm (ag412) (Figure 5a), and there was a good performance in the validation of VIIRS ag412 against in situ observed ag412 (Figure 5b) [87]. In recent years, some studies have shown that Landsat-8 data can invert the CDOM absorption coefficient of inland water and this has achieved good results [88–91]. Some inversion models for CDOM concentrations are presented in Table 4. $C_{\text{CDOM}}$ means the concentration of CDOM, $R(\lambda)$ means the remote sensing reflectance at wavelength $\lambda$, and MBP means a kind of matrix back propagation (MBP) neural network. In Table 4, the concentration range of CDOM in references is from 0.08 to 11.3/m with an $R^2$ from 0.63 to 0.97.

![Figure 5. (a) A VIIRS based CDOM (ag412) empirical algorithm, (b) Validation of VIIRS ag412 against in situ observed ag412 [87].](image-url)
Table 4. Inversion models of CDOM Concentration.

<table>
<thead>
<tr>
<th>Models</th>
<th>Modes</th>
<th>$R^2$</th>
<th>Data</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{CDOM}(420)$ = 5.13(R(560)/R(660))$^{-2.67}$</td>
<td>SEM</td>
<td>0.73</td>
<td>ALI</td>
<td>[83]</td>
</tr>
<tr>
<td>$C_{CDOM}(400)$ = $10^{-0.2 - 0.5log(R(490)/R(590)) + 0.65log(R(490)/R(590))^2}$</td>
<td>EM</td>
<td>0.63</td>
<td>In situ</td>
<td>[81]</td>
</tr>
<tr>
<td>$C_{CDOM}(400)$ = 0.2355(R(412)/R(555))$^{-1.3423}$</td>
<td>EM</td>
<td>0.85</td>
<td>GOCI</td>
<td>[85]</td>
</tr>
<tr>
<td>$C_{CDOM}(412)$ = 3.18(R(551)/R(671))$^{-1.046}$</td>
<td>EM</td>
<td>0.87</td>
<td>VIIRS</td>
<td>[87]</td>
</tr>
<tr>
<td>$C_{CDOM}(400)$ = 40.75e$^{-2.463(R(563)/R(655))}$</td>
<td>EM</td>
<td>0.83</td>
<td>OLI</td>
<td>[90]</td>
</tr>
<tr>
<td>Neural network (RBF)</td>
<td>IAM</td>
<td>0.972</td>
<td>USB2000+</td>
<td>[91]</td>
</tr>
</tbody>
</table>

4.4. Chemical oxygen Demand

The optical characteristics of COD in water bodies are not clear and are not suitable for using bio-optical models. Wang used the field-measured data and the Landsat TM satellite data to apply the empirical method to retrieve the COD of Shenzhen’s reservoir; the results confirm the feasibility of satellite image data estimating COD ($R^2 = 0.791, p = 0.01$) [92]. Based on the empirical model, Tao established an improved CODM index based on the combination of Landsat-8 OLI sensors B1, B7 and B4/B3, and quantitatively retrieved the concentration of CODM index in Taihu Lake (relative error 7.8%) [93]. Generally, the correlation of the COD concentration and remote sensing reflectance is a complex nonlinearity because of mutual interactions among water quality parameters. Din used a back-propagation network (BPMN) model and Support Vector Machine (SVM) model to retrieve COD ($R^2 = 0.918$) concentration based on Landsat-8 image data, and the results showed that the accuracy of the BPMN model was higher than that of the SVM model [94]. Some inversion models for COD concentrations are presented in Table 5. $C_{COD}$ means the total suspended matter concentration, $R(\lambda)$ means the remote sensing reflectance at wavelength $\lambda$.

Table 5. Inversion models of COD Concentration.

<table>
<thead>
<tr>
<th>Models</th>
<th>Modes</th>
<th>$R^2$</th>
<th>Data</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{COD} = 2.76 - 17.27R(475) + 72.15R(560) - 12.11R(660)$</td>
<td>EM</td>
<td>0.79</td>
<td>TM</td>
<td>[92]</td>
</tr>
<tr>
<td>$C_{COD} = e^{0.367 + 1.2454ln(R(560)/R(660))}$</td>
<td>EM</td>
<td>0.66</td>
<td>TM</td>
<td>[94]</td>
</tr>
<tr>
<td>Neural network</td>
<td>IAM</td>
<td>0.92</td>
<td>OLI</td>
<td>[22]</td>
</tr>
</tbody>
</table>

4.5. TP and TN Concentrations

TP and TN, as two important factors, has been widely studied to reflect the eutrophication of rivers and lakes, which has become a serious water pollution problem, deteriorating functions and threatening water security in many countries [95–101]. However, because the spectral response mechanism is not clear enough, there are still challenges to retrieving TN and TP by using remote sensing [43]. Based on Landsat TM data, Wu used statistical methods to establish a TP inversion model of the Qiantang River [102]. By using Landsat’s ETM + data and in situ data, Isenstein established a multivariate linear regression model to better disclose the nutrient distribution of Lake Champlain [103]. Based on the ratio method, Xu et al. [104] established the best regression model for retrieving TN and TP with a higher $R^2$ (0.839 and 0.934). Chang et al. [105] used a genetic algorithm to analyze the spatial distribution of TP based on MODIS image data in Tampa Bay, western Florida. Chebud et al. [50] used the neural network method to analyze TP distribution in the Kissimmee River basin. Some inversion models for TP and TN are presented in Table 6. $C_{TP}$ and $C_{TN}$ mean the concentration of TP and TN, respectively, $R(\lambda)$ means the remote sensing reflectance at wavelength $\lambda$. In Table 6, the concentration range of TP/TN in references is from 0.02 to 0.96 mg/L and 0.18 to 1.78 mg/L with an $R^2$ of 0.58 to 0.99 and 0.78 to 0.92 individually.
5. Challenges and Possible Solutions in Water Quality Retrievals

5.1. Atmospheric Correction

(1) Challenges

In the process of water quality retrieval, the water-leaving radiance received by a sensor at the top of the atmosphere is not only dominated by water component parameters and water bottom absorbance, but is also significantly influenced by atmospheric scattering [107–112]. Due to aerosol scattering in the atmosphere, 80–90% of the signal collected by the sensor, within a majority of spectral ranges of ocean remote sensing, is light scattered by atmospheric molecules [113,114]. Water-leaving radiance, the most useful information for retrieving water quality, is seriously attenuated because of atmospheric influences. To solve this problem, atmospheric correction is crucial in order to eliminate the radiation error caused by the atmospheric influence so that more accurate results can be retrieved. Atmospheric models such as 6S, MODTRAN, spatially adaptive fast atmospheric correction (ATCOR), etc. are widely used for atmospheric correction [115–117].

However, some atmospheric parameters in many algorithms are pre-defined with average values or a certain atmospheric profile status, which cannot reflect the spatial and temporal variations. In addition, atmospheric correction algorithms bring about significant challenges because of their weak adaptability and high uncertainties. Warren et al. (2019) pointed out that there was room to improve the performance six atmospheric algorithms, including C2RCC v1.0, Polymer v4.6, Sen2Cor v2.4.0, Acolite v20170718, iCOR v1.0 and l2gen version 7.5.1 [118]. Accurate atmospheric correction models are a major part of water quality parameters inversion.

(2) Possible solutions

Because the atmospheric correction model in the inland water environment is difficult, it is necessary to establish high precision atmospheric correction algorithms to improve the monitoring accuracy of water quality [119]. To overcome the adjacency effects caused by dark waters and bright land in NIR bands, a sensor-generic adjacency pre-processing method was proposed to enhance the precision of water quality parameters retrieval [120]. Combining different bands from different remote sensing data by using merging algorithms has proven to be feasible [121].

In addition to the remote sensing satellite data, UAV platforms with high-resolution sensors are capable of retrieving water quality without considering the influence from the atmosphere [122]. Therefore, researchers should focus on the relationship between satellite imagery and UAV image reflectance to establish a universal atmospheric correction model.
5.2. Remotely Sensed Data Resolution

(1) Challenges

Most satellite data, such as MODIS, MERIS, GOCI, etc. are suitable for ocean color remote sensing water quality retrieval [123]. However, for inland water, especially for small lakes or narrow rivers, there are significant challenges in obtaining remotely sensed data with fine spectral, spatial and temporal resolution simultaneously. Due to the impact of the image signal-to-noise ratio, data storage and transmission, homogeneous remote sensing images are mutually restricted in terms of temporal, space and spectral resolutions [124,125]. Some remotely sensed data with high spatial resolution could not provide long series and dynamic monitoring because of low temporal resolution, while some data with high temporal resolution could not support detailed investigation because of coarser spatial resolution [126]. Except for the limitations in spatial and temporal resolution, high spectral resolution data are essential for remote sensing water quality retrieval. Although many hyper-spectral data, such as OLCI, HJ-1A HIS, HICO, VIIRS, etc., have continuous spectral bands to reflect water quality components, some of them cannot meet the requirements of finer spatial resolution [127]. In addition, weather conditions have a great impact on remote sensing images which are notably contaminated by clouds and fog in monsoon season.

(2) Possible solutions

Recently, many data fusion methods have been proposed to generate high spatiotemporal resolution data by using Landsat and MODIS data, including the spatial and temporal adaptive reflectance fusion model (STARFM), spatiotemporal integrated temperature fusion model (STITFM) and flexible spatiotemporal data fusion method (FSDAF) [128,129], satisfying the need of long-term and fine-scale regional study. The spatial and temporal fusion of remote sensing images is a combination of high spatial resolution and high temporal resolution of multi-source remote sensing satellite data. Using the spatio-temporal fusion algorithm can generate image sequences with high spatio-temporal resolution in the target area [130,131]. The spatio-temporal fusion algorithm of remote sensing images integrates the advantages of multi-source data to meet the requirements of spatial and temporal resolution of water quality monitoring, especially for small lakes and rivers [132].

The requirement for generating high spatial, temporal and spectral resolution data is urgent. The spatio-temporal–spectral fusion method was proposed to generate high spatial, temporal and spectral data by using the combination of multi-source remote sensing. It can integrate the spatial, high-temporal, and hyper-spectral advantages of multi-source data to generate high-spatial, high-temporal, hyper-spectral images of the target area [133]. Figure 6 shows the framework of Workflow of the Hybrid Spatio-Temporal–Spectral image Fusion Model [134].
Possible solutions

(2) Challenges

Spatially, remote sensing water quality models are generally established for certain regional water bodies based on the relationship between spectral reflectance and in situ water quality parameters, representing the local water pollution, sky background and weather conditions. Because of this spatial dependency, these water quality retrieval models show a good performance in some regions but may be not applicable for other regions, especially using bio-optical models in which the regional IOPs plays the fundamental roles [135]. Huang established different COD retrieval models for three rivers in Qingyang city with Landsat TM data, and results showed the application of the limitations of empirical models in different regions [136].

Temporally, satellite-based water quality models are limited in temporal applicability because most models are designed by using in situ data collected in the short term. Due to meteorological variation, water quality components in the same water area varied in different seasons [137]. For example, a difference in water temperature may affect Chl–a due to dissolved oxygen variations in complex ways [28]. Michael pointed out that remote sensing water quality retrieval algorithms caused errors because of time periods and locations where the model optical parameters were different than the actual properties [138].

Spectral interaction is also one of the key challenges affecting the model applicability, especially in inland waters (less than case 2) with complex compositions [139]. Because of the influence of optically active constituents, it can cause the disturbance of mixture inherent optical properties (IOP) which make it difficult to distinguish different water quality components contributions from the total spectral water-leaving radiances [140]. Generally, one algorithm cannot obtain accurate water quality retrieval in the complex waters due to the interacted optical signals of different water quality components [141].

(2) Possible solutions

Because of the complexity of water quality components’ interaction and spatiotemporal variation, solutions for improving retrieval model applicability may focus on the differences in water types, new methods and new data.

Previously, eight optical water types (OWT) was defined by their optical properties in the global ocean to characterize the uncertainties of water quality retrieval model [142].

Figure 6. Workflow of hybrid spatio-temporal–spectral fusion model [134].

5.3. Retrieval Model Applicability

(1) Challenges

Spatially, remote sensing water quality models are generally established for certain regional water bodies based on the relationship between spectral reflectance and in situ water quality parameters, representing the local water pollution, sky background and weather conditions. Because of this spatial dependency, these water quality retrieval models show a good performance in some regions but may be not applicable for other regions, especially using bio-optical models in which the regional IOPs plays the fundamental roles [135]. Huang established different COD retrieval models for three rivers in Qingyang city with Landsat TM data, and results showed the application of the limitations of empirical models in different regions [136].

Temporally, satellite-based water quality models are limited in temporal applicability because most models are designed by using in situ data collected in the short term. Due to meteorological variation, water quality components in the same water area varied in different seasons [137]. For example, a difference in water temperature may affect Chl–a due to dissolved oxygen variations in complex ways [28]. Michael pointed out that remote sensing water quality retrieval algorithms caused errors because of time periods and locations where the model optical parameters were different than the actual properties [138].

Spectral interaction is also one of the key challenges affecting the model applicability, especially in inland waters (less than case 2) with complex compositions [139]. Because of the influence of optically active constituents, it can cause the disturbance of mixture inherent optical properties (IOP) which make it difficult to distinguish different water quality components contributions from the total spectral water-leaving radiances [140]. Generally, one algorithm cannot obtain accurate water quality retrieval in the complex waters due to the interacted optical signals of different water quality components [141].

(2) Possible solutions

Because of the complexity of water quality components’ interaction and spatiotemporal variation, solutions for improving retrieval model applicability may focus on the differences in water types, new methods and new data.

Previously, eight optical water types (OWT) was defined by their optical properties in the global ocean to characterize the uncertainties of water quality retrieval model [142].
Additionally, then OWT was extended to a blending approach for retrieving chlorophyll–a concentration in inland lakes [143]. Moreover, a typology of OWTs was developed with extensive representability by using various aquatic systems and conditions [144].

A regional generalized additive model (GAM)-based satellite Chl–a algorithm was evaluated and compared with OC3M Chl–a, and results showed that the GAM Chl–a improved accuracy in both magnitude and seasonality [145]. Machine learning-based models, with environmental variables dependence, can reflect complicated nonlinear relationships, and can be trained to improve their applicability [146,147]. Some environmental variables such water surface temperature (WST) can be obtained based on MODIS land surface temperature (LST) products MOD11L2, which was generated with MODIS bands 31 (11 µm) and 32 (12 µm) using a split-window algorithm [148]. Various methods are put forward with those advantages in different dimensions. Finding ways to effectively combine these methods is the key solution to enhancing the models’ applicability. For example, 19 models including empirical methods, peak height methods, neural networks and semi-analytical methods were calibrated to an ensemble, and then optimal models based on the OWT framework were assured of the Chl–a retrieval applicability in space and time dynamically [149].

With the technologies of sensing and platforms, airborne data have high spectra with powerful discrimination ability, which is helpful for retrieving inactive water quality parameters. There is a correlation between some non-optically active substances and optically active substances, such as nitrogen and phosphorus content [150]. As for long-term water quality monitoring, multisensory satellites data must be calibrated, validated and corrected with plentiful in situ measurements [151]. To develop in situ multi-sensor-system monitoring, within the international research project “Dynamics of Water Quality” (DynaQUA) which aims to assure good water quality in the lake Taihu, depth- and time-resolved water quality profiles were frequently obtained with meteorological data and sampling data [152]. A combination of both satellite and airborne remote sensing is useful in assessing the quality of inland waters [153].

6. Conclusions

This paper summarizes the progress of remote sensing water quality retrieval including data sources, algorithm modes and some water quality parameters retrieval models, and indicates the current challenges and possible solutions.

(1) A series of remotely sensed data including multispectral and hyperspectral data are widely used in water quality monitoring. With the rapid development of UAV performance, various airborne-based spectrometers can provide flexible and efficient solutions satisfying water quality retrieval with higher temporal, spatial and spectral resolution.

(2) Four categories of retrieval modes including empirical mode, analytical mode, semi-empirical method, and intelligent algorithm mode are presented. The empirical method avoids the complex physical parameters and quickly establishes the inversion model of water quality parameters through simple regression analysis; however, the empirical method lacks the physical mechanism, and therefore the result is a great deal of uncertainty, and it has very poor portability in space and time. The semi-empirical method combines the reflectivity of water body with the concentration of measured parameters, which has a certain physical significance and is simple to apply, but the semi-empirical method relies on a large number of on-site measured data, and the time and spatial applicability is poor. The physical mechanism of the analytical method is clear, the calculation does not require many field samplings points, and the portability is strong; however, the analytical method requires high accuracy of the measuring instrument, the application cost is high, and it is not easy to popularize.

(3) Models for estimating SM, Chl–a, CDOM, COD, TN and TP are thoroughly summarized. Because the optical properties of these substances are clear, the inversion method is gradually developed from empirical methods to theoretical methods. The
emergence of more and more new terrestrial satellites has promoted the expansion of water quality remote sensing monitoring from the ocean to inland water bodies, and with the rapid development of machine learning algorithms, more new Artificial Intelligence (AI) is used in remote sensing inversion of non-optical active substances such as COD, TN and TP.

(4) We also conducted a bibliometric analysis of the relevant literature in the field, analyzing relevant authors, organizations, and literature.

(5) Three challenges and possible solutions were indicated for future research. The effects of remote sensing monitoring on water quality are explained from the aspects of the limitations of sensor performance, the complexity of atmospheric correction, the spatiotemporal variability of water optical characteristics, and the interaction between various water quality parameters and the possible solutions are put forward for future research studies.
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