Unsupervised Building Extraction from Multimodal Aerial Data Based on Accurate Vegetation Removal and Image Feature Consistency Constraint
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Abstract: Accurate building extraction from remotely sensed data is difficult to perform automatically because of the complex environments and the complex shapes, colours and textures of buildings. Supervised deep-learning-based methods offer a possible solution to solve this problem. However, these methods generally require many high-quality, manually labelled samples to obtain satisfactory test results, and their production is time and labour intensive. For multimodal data with sufficient information, extracting buildings accurately in as unsupervised a manner as possible. Combining remote sensing images and LiDAR point clouds for unsupervised building extraction is not a new idea, but existing methods often experience two problems: (1) the accuracy of vegetation detection is often not high, which leads to limited building extraction accuracy, and (2) they lack a proper mechanism to further refine the building masks. We propose two methods to address these problems, combining aerial images and aerial LiDAR point clouds. First, we improve two recently developed vegetation detection methods to generate accurate initial building masks. We then refine the building masks based on the image feature consistency constraint, which can replace inaccurate LiDAR-derived boundaries with accurate image-based boundaries, remove the remaining vegetation points and recover some missing building points. Our methods do not require manual parameter tuning or manual data labelling, but still exhibit a competitive performance compared to 29 methods: our methods exhibit accuracies higher than or comparable to 19 state-of-the-art methods (including 8 deep-learning-based methods and 11 unsupervised methods, and 9 of them combine remote sensing images and 3D data), and outperform the top 10 methods (4 of them combine remote sensing images and LiDAR data) evaluated using all three test areas of the Vaihingen dataset on the official website of the ISPRS Test Project on Urban Classification and 3D Building Reconstruction in average area quality. These comparative results verify that our unsupervised methods combining multisource data are very effective.
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1. Introduction

Building rooftop extraction plays a significant role in assessing the deployment space of photovoltaic facilities [1], estimating building energy consumption and emissions [2], urban management [3], disaster management [4–7], population estimation [8], three-dimensional
reconstruction [9–12] and many other applications. However, to date, achieving automatic and accurate building extraction from remotely sensed data remains an unsolved problem in computer vision and remote sensing. In general, the number of buildings to be extracted is large; therefore, if they can be automatically and accurately extracted from remotely sensed data, a significant amount of labour can be saved. Otherwise, many human interventions, i.e., burdensome parameter tuning or manual annotation, are required. Theoretically, the efficiency of automatic methods can be significantly improved if the machines running them have been greatly upgraded, and the machines are indeed greatly upgraded periodically. However, the efficiency of semi-automatic methods cannot be improved in the same way because the reaction speed and the work intensity that human beings can bear are both very limited, and the situation will always be the same unless human bodies are greatly strengthened by some means. Furthermore, the cost of manual labour will increase with the development of society. Therefore, reducing the manual labour in building extraction is necessary, which, of course, also applies to other data-processing tasks.

Supervised deep-learning-based methods are a possible solution to realise automatic and accurate building extraction from remotely sensed data. The rapid development of deep learning, especially convolutional neural networks [13–21] and transformers [22–24], has made deep-learning-based methods the mainstream for building extraction, and many impressive results have been achieved. However, deep-learning-based methods still rely on a large number of labelled samples to obtain satisfactory results, and these samples are often manually labelled, which is time and labour consuming. Furthermore, if the test dataset and the training dataset differ greatly, the deep learning models may perform poorly [25–27], and new samples are often manually labelled to overcome this problem. Ideally, we would establish a very large dataset to cover as many types of buildings as possible, like the famous ImageNet dataset [28] for image classification tasks. However, such a practice is expensive to execute. To alleviate the manual data-labelling problem, some researchers proposed using semi-supervised methods [29], whereas some researchers proposed studying unsupervised methods [30]. This paper follows the latter kind because the automation level of this kind of methods is higher.

If we can extract sufficient information about the buildings from the used data in an unsupervised manner, it is possible to design an unsupervised method to extract buildings automatically and accurately, avoiding manual data labelling and manual parameter(s) tuning. According to the data types used, existing building extraction methods can be divided into three categories: (1) methods based on remote sensing images [20,31–34], (2) methods based on three-dimensional data (often LiDAR point clouds) [10,35–39], and (3) methods that combine remote sensing images and three-dimensional data [6,16,30,40–43].

Remote sensing images contain the spectral features and texture features of buildings, and implicitly contain geometric features. Geometric features are critical for building extraction, but existing unsupervised methods cannot effectively use them, such as building shapes. Relying only on spectral and texture features cannot establish a general unsupervised building extraction model because these two types of features may vary greatly by the region, by the image, and even by the building. Furthermore, in high-resolution remote sensing images, the heterogeneity in the same building may be high, whereas the heterogeneity between the buildings and some non-building objects may be low [44–46]. Shadows cast by tall trees and tall buildings can also change the spectral properties of the lower buildings next to them [47–50]. In addition, existing image-based methods are susceptible to the projection deformation of images [43]. All these interference factors make unsupervised building extraction from remote sensing images difficult to perform.

LiDAR point clouds provide the necessary height, shape, and texture information for building extraction. Generally, the first step in extracting buildings from LiDAR point clouds is obtaining the digital elevation model (DEM) through point-cloud filtering. Subtracting the DEM from the digital surface model (DSM), we can obtain the normalised DSM (nDSM) [35,41]. Because nDSM is mainly composed of buildings, vegetation (mainly trees), and relatively few other non-ground objects, the main task of extracting buildings from
nDSM is to remove the vegetation points from it, that is, vegetation detection. In general, unsupervised building extraction from LiDAR data is more robust than that from image data because the heights of buildings are much different from other objects except tall trees, and often, the trees and buildings differ significantly in their geometric characteristics. Notably, distinguishing non-ground points (mainly building points and tree points) from ground points has been a mature study for relatively flat areas [51–54] and is especially suitable for urban scenes because the terrains of most cities worldwide are relatively flat.

As for the separation of buildings and trees in LiDAR-based building extraction methods, researchers often utilise the multireturn property of LiDAR [41,55], the planarity analysis [56–58], and variance of the normals [35]. However, these features of buildings and vegetation are sometimes similar, making it difficult to accurately distinguish trees and buildings [41,59,60]. Multireturn LiDAR point clouds may also be unavailable. Therefore, researchers have proposed combining LiDAR and image data to reduce the difficulty of unsupervised building extraction, which makes automatic and accurate building extraction possible. This category of methods have been studied for decades [30,61] and great progress has been made, but there are still two reasons to pursue improvement:

(1). Vegetation detection accuracy is often limited, which leads to limited accuracy in building extraction. Some researchers combined LiDAR data and image data but only used LiDAR data for initial building mask generation [3,62–64], and the image data were only used for refinement of the initial building mask. Thus, they still suffer from the problem of not being able to accurately separate vegetation from buildings. The normalised difference vegetation index (NDVI) [65] and similar near-infrared band-based vegetation indices, such as the soil-adjusted vegetation index (SAVI) [66], are robust features for extracting vegetation from images that have a near-infrared band, but determining their proper thresholds automatically is difficult. Some researchers manually tuned the threshold [67,68], which means these methods are essentially semi-automatic, and we are trying to avoid such practices. Sohn and Dowman [69] assumed that there are prominent peaks in the histogram of the vegetation index corresponding to the vegetation and buildings but did not present a specific automatic method to separate them. Researchers have used the Otsu method [70] to binarise the NDVI feature [30], but it only obtains satisfactory results when the target pixel number and the background pixel number are approximately equal [71].

(2). The methods in the literature have not provided a proper post-processing mechanism to compensate for the deficiency of the initial building mask. The vegetation detection result cannot always be perfect; thus, generating the final building mask by simply subtracting the recognised vegetation areas from the nDSM would probably result in some overdetection and underdetection. Chen et al. [30] proposed a method to refine the initial building mask, but they incorporated too many LiDAR-based boundaries, which are not accurate when the density of the used point clouds is not sufficiently large.

To address these two issues, we proposed two building extraction methods combining aerial remote sensing images and aerial LiDAR point-clouds. We improved two recently developed vegetation detection methods [71] to better recognise vegetation from remote sensing images and designed a framework based on the image feature consistency constraint to further refine the initial building mask. To evaluate our methods, we compared them to 29 methods on the Vaihingen aerial dataset [72], and they obtained better results than or comparable results to 19 state-of-the-art methods (including 8 deep-learning-based methods and 11 unsupervised methods, and 9 of the 19 methods combine remote sensing images and 3D data), and outperformed the top 10 methods (4 of them combine remote sensing images and LiDAR data) that have been evaluated using all three test areas of the Vaihingen dataset [72] on the website of the ISPRS Test Project on Urban Classification and 3D Building Reconstruction (web link: https://www2.isprs.org/commissions/comm2/wg4/results, accessed on 28 February 2022) in terms of area quality. In addition, our methods do not require manual parameter(s) tuning or manual example labelling. Therefore, the proposed methods are fully automatic and highly accurate.
The remainder of this paper is structured as follows. Section 2 presents our two building extraction methods. Experimental results and related discussions are presented in Section 3. Section 4 presents the conclusion of this paper.

2. Methodology

In this section, we propose two building extraction methods that combine orthorectified remote sensing images and the corresponding LiDAR point-clouds. We assume that the LiDAR data and image data have been precisely co-registered. We focus on how to combine the height information of the LiDAR data and the vegetation information recognised from the remote sensing images to improve the automation level and accuracy of building extraction from remotely sensed data, and how to utilise the image features to refine the initial building mask automatically. In addition, we focus on processing relatively flat terrains, which apply to most cities worldwide and many rural areas.

The proposed methods comprise two stages: the initial building-mask generation stage (Section 2.1) and the building-mask refinement stage (Section 2.2). To better illustrate the workflow of our methods, the first image of the Vaihingen dataset released by the international society for photogrammetry and remote sensing (ISPRS) [72] is used as the example image (Figure 1a).

2.1. Initial Building Mask Generation Based on Vegetation Detection

The initial building-mask generation stage is composed of two parts: first, the normalised DSM (nDSM) is extracted from the LiDAR point clouds (Section 2.1.1), and second, the vegetation points recognised in the remote sensing images are removed from the nDSM (Section 2.1.2).

2.1.1. Generation of nDSM

We do not attempt to improve existing methods in this step, because extracting non-ground points from LiDAR point clouds of relatively flat terrains has been a mature area of study [51–54]. Same to that which was used by Du et al. [35] and Chen et al. [30], the open source software LAStools (download link: https://rapidlasso.com/lastools/, accessed on 28 February 2022, or http://www.cs.unc.edu/~isenburg/lastools/, accessed on 28 February 2022) is used to extract non-ground points from the LiDAR data. Next, all LiDAR points are interpolated to obtain the DSM, and all non-ground points are interpolated to obtain the DEM. The nDSM is generated by subtracting the DEM from the DSM. To further remove the remaining ground points and some low non-ground objects, such as cars and bushes, we refer to the work of [30] and use the moment-preserving method [73] to binarise the initial nDSM. Then, the nDSM primarily consists of buildings, vegetation (mainly trees), and few objects of other types. Note that more sophisticated methods can be used to generate the DEM, such as the work of [74]. However, for relatively flat terrains, LAStools is qualified for this task.

2.1.2. Removing Vegetation by Using Subtracted Histogram Methods

Accurately removing vegetation from the nDSM can yield satisfactory building extraction results. However, relying solely on LiDAR point clouds cannot guarantee accurate unsupervised vegetation detection. Therefore, we introduce the spectral information in the corresponding orthorectified remote sensing images with the near-infrared and red bands, from which we can compute the NDVI [65]. Before the two forms of data are combined, the nDSM should be resampled to the same spatial resolution as the corresponding remote sensing image.

In this study, we utilise the recently developed subtracted histogram (SH) methods [71] to accurately detect vegetation in remote sensing images. SH methods are thresholding methods for two robust but essentially different features for the same detection task and can adaptively determine the optimal threshold of each of the two features used based on the joint distribution of the two features. Two SH methods were developed in the work...
of [71]: the eSH method, realised in an exhaustive manner, and the iSH method, realised in an iterative manner. The robustness of the NDVI has been verified [75–77]. If we were to binarise it adaptively, we would realise accurate vegetation detection without parameter tuning. We could achieve this goal by using the SH methods if another robust feature for vegetation detection that is essentially different from the NDVI could be found.

The work of [71] has already applied SH methods to vegetation detection from remote sensing images, which contain two parts: detection in sunlit areas and detection in shadowed areas. For the detection in sunlit areas, the feature pair of the NDVI (see Formula (1)) and the normalised difference green-band-based index (NDGI, see Formula (2)) [78], or the feature pair of SAVI [66] and NDGI can be used. Since NDVI and NDGI are two robust and essentially different features, which satisfy the requirement of the SH methods [71], the SH methods can find their optimal thresholds adaptively. The above analysis also applies to the feature pair of SAVI and NDGI. Finally, the more robust feature, the NDVI or SAVI, is binarised. In this way, adaptive and accurate vegetation detection in sunlit areas is realised.

$$\text{NDVI}(i,j) = \frac{\text{NIR}(i,j) - \text{Red}(i,j)}{\text{NIR}(i,j) + \text{Red}(i,j)},$$  \hspace{2cm} (1)

$$\text{NDGI}(i,j) = \frac{\text{Green}(i,j) - \text{Red}(i,j)}{\text{Green}(i,j) + \text{Red}(i,j)},$$  \hspace{2cm} (2)

where NIR, Red, and Green denote the near-infrared, red, and green bands, respectively, and \(i\) and \(j\) denote the column and row indices of the images, respectively.

For the detection in shadowed areas, pixels that satisfy the following three conditions are considered vegetation in the work of [71]:

1. Vegetation in shadows should have low grayscales because it also forms shadows. This condition is realised through shadow detection using the feature pair of the brightness feature (Formula (3)) and the visible bands to near-infrared band ratio feature (Formula (4)). Only the brightness feature is binarised after the thresholds of the feature pair have been determined using the iSH method.

$$\text{Brightness}(i,j) = 1 - \frac{\sum_{n=1}^{\text{BN}} \text{Band}_n(i,j)}{\text{BN}},$$  \hspace{2cm} (3)

where BN is the spectral band number of the image, and the dynamic range of each band has been normalised to [0,1] before input into this formula.

$$\text{Ratio}^{v2n}(i,j) = \frac{\min(\text{Red}(i,j), \text{Green}(i,j))}{\text{NIR}(i,j)},$$  \hspace{2cm} (4)

where v2n denotes visible bands to the near-infrared band.

2. Vegetation in shadows should have higher NDVI values compared to other objects in shadows, which is realised through Formula (5):

$$\text{NDVI}(i,j) > C_1,$$  \hspace{2cm} (5)

where \(C_1\) is set to 0.05 according to the work of [79].

3. Vegetation in shadows should not have too-low pixel values in the green band compared to other visible bands, which is realised through Formula (6):

$$\text{Green}(i,j) > C_2 \times \max(\text{Red}(i,j), \text{Blue}(i,j)),$$  \hspace{2cm} (6)

where \(C_2\) is set to 0.9.

We refer to the vegetation detection framework in the work of [71] and choose only the feature pair of the NDVI and NDGI for detection in sunlit areas because the NDVI was shown to be more robust than the SAVI in the work of [71], and our experiments that are not presented in this paper. However, unlike the work of [71], we propose using the eSH
method instead of the iSH method for the first condition of the vegetation detection in shadowed areas for the following two reasons:

(a). When the feature pair used is not that robust, the eSH method is more robust than the iSH method. For shadows cast on the vegetation, the visible bands to near-infrared band ratio feature (Formula (4)) may not be that robust because vegetation has a very high reflectance in the near-infrared band, which somehow contradicts the assumption of the visible bands to near-infrared band ratio feature.

(b). Generally, the eSH method is not very slow, although it is not as fast as the iSH method.

Because both the eSH method and the iSH method are used for the front part and only the eSH method is used for the latter part, here we have proposed two methods for vegetation detection: the eSH+eSH method and the iSH+eSH method. All parameters of the SH methods are set to default values, as suggested in the work of [71], to ensure that the SH methods work automatically.

The parameters in Formulas (5) and (6) are set to constant values to enable our methods to work automatically. Although this fixed setting is not optimal, it will not sacrifice much accuracy for the following two reasons:

(1). The detection part for sunlit areas can also detect some vegetation in shadows, which can compensate for the underdetection of the detection part for shadowed areas to some extent;

(2). We adopt the intersection of three binary masks for the detection in shadowed areas, which can effectively avoid overdetection.

The initial building mask is generated by removing the vegetation detected by the eSH+eSH method or the iSH+eSH method from nDSM, as shown in Figure 1. Thus, we call our two initial building-mask-generation methods the beSH method and the biSH method (“b” denotes building).

Figure 1. Illustration of the generation of the initial building mask. (a) The first image of the Vaihingen dataset; (b) vegetation detection result of the proposed iSH+eSH method; (c) the nDSM processed by the moment-preserving method [73]; (d) initial building mask (the nDSM where the vegetation recognised by the iSH+eSH method has been removed). The detected vegetation regions in (b) and building regions in (d), and the non-ground points of the nDSM in (c) are marked in white.

Because the improved vegetation detection methods have high accuracies, the initial building mask is already highly accurate. If we use the iSH+eSH method for vegetation detection (the results when using the eSH+eSH method are very similar), as shown in Figure 1d, in the initial building mask, most non-building points have been removed, and most building points have been retained; that is, the initial building mask correctly
covers the main bodies of real buildings. However, the initial building mask has limitations, the main two of which are as follows:

(a). Parts of the building boundaries are determined by the nDSM generated from the LiDAR data, whereas parts are determined by the remote sensing image (because the vegetation information is extracted from the images). However, most boundaries determined by nDSM are not accurate because the density of LiDAR point clouds is generally not sufficiently large.

(b). Although the adopted vegetation detection methods are highly accurate, they are not perfect: a few vegetated areas may have not been detected, and a few building points may be misclassified as vegetation. Thus, there may still be some vegetation (in Figure 1d, some examples are marked by red rectangles) in the initial building mask, and some building points may have been incorrectly removed (in Figure 1d, some examples are marked by green rectangles).

After removing vegetation from the nDSM, most non-building points generally become disconnected and fragmentary, which may be easily resolved by morphological operations and region-size filtering. However, some of the remaining vegetated regions are large in size and may be connected to real buildings (see the regions marked by red rectangles in Figure 1d); thus, they are difficult to overcome using simple morphological operations and region-size filtering. In addition, morphological operations cannot remove the remaining vegetation points and simultaneously recover the missing building points, because removing the remaining vegetation points requires the morphological opening (or similar) operation, but recovering the missing building points requires the morphological closing (or similar) operation, which are two contradictory operations. Therefore, refining the initial building mask is not a trivial task.

2.2. Building Mask Refinement Based on Image Feature Consistency Constraints

Although building-mask refinement methods have been developed, they have limitations. Some methods adopt the features of LiDAR point clouds when refining building masks [30,35]. Thus, they inevitably incorporate inaccurate boundaries derived from the LiDAR data. Some methods attempt to project the initial building boundaries generated from LiDAR data onto the corresponding images and then use the boundaries or segments extracted from images to replace the initial coarse building boundaries [3,62,69]. This idea works theoretically but is difficult in practice. This idea requires precise matching between boundaries or between segments, but the correspondence between the boundaries of the initial building mask and the boundaries extracted from the images may not be good, making matching difficult. In addition, existing unsupervised boundary detection and segment detection methods are not sufficiently mature to obtain optimal results automatically, which leads to a dilemma: if strict parameters are used for the boundary detection or segment detection algorithm, the necessary boundaries or segments may not be retained; if loose parameters are used, too many boundaries or segments may be detected, which will increase the difficulty of matching boundaries or segments.

We also adopt the strategy of using image-derived boundaries to replace LiDAR-derived boundaries, but through region matching instead of boundary matching. Region matching is much less difficult than boundary matching and hence much more stable; thus, accurate results may be obtained automatically. Furthermore, it is easy to combine multiple matching results to further improve the refinement result if the strategy of region matching is adopted.

Specifically, the fundamental underpinning our method can be described as follows: the image features (including the spectral features and the texture features) of one building or one building part should be internally consistent, and through image segmentation we can obtain these regions with consistent image features. Because these segmentation regions have high overlap (matching degree) with the initial building regions, by computing the union of these segmentation regions with high matching degrees, we can replace the LiDAR-derived boundaries with the image-derived boundaries; that is, obtain the building
mask with accurate boundaries. If the threshold for the matching degree is not very high, our method can also recover incorrectly removed building points. Because the adopted vegetation detection methods are highly accurate, each of the connected vegetated regions remaining in the initial building mask is only a small portion of the real connected vegetation region; thus, our method can also remove the remaining vegetation regions with large size, regardless of whether they are close to the real buildings.

The workflow of our building-mask refinement method is shown in Figure 2. To better recover the missing building points (in Figure 3a, some examples are marked by green rectangles), before region matching, the morphological closing operation is performed on the initial building mask. However, this operation may also recover some non-building points (mostly vegetation points; in Figure 3b, some examples are marked by red rectangles). To counteract this side effect, the morphological opening operation is also performed, which can also remove the small-area non-building regions remaining in the initial building mask (Figure 3c is much clearer than Figure 3a,b). The first-closing-then-opening operation can mainly recover the missing building points as expected, as shown in Figure 3. However, the above preprocessing steps may introduce some unwanted points (see the region marked by the second red rectangle in Figure 3b,c), and some large non-building regions are still not removed (see the regions marked by the first and third red rectangles in Figure 3c).

Figure 2. Workflow of our building-mask refinement method based on the image feature consistency constraint. Seg denotes the image segmentation obtained by a non-semantic image segmentation algorithm, such as the GS [80], SLIC [81] and ERS [82] algorithms used by us; Res denotes a region matching result; and RM stands for region matching.

Next, for region matching, three superpixel segmentation methods are adopted: the graph-based image segmentation (GS) algorithm [80], the simple linear iterative clustering (SLIC) algorithm [81], and the entropy rate superpixel segmentation (ERS) algorithm [82]. The GS algorithm [80] is an adaptive graph-based region growing method, which can lower the threshold for merging pixels in low-contrast regions and raise it in high-contrast regions.
The SLIC algorithm [81] is essentially a K-means method that searches for pixels belonging to a cluster in a local space to reduce the computational cost. The ERS algorithm [82] is also a graph-based method, trying to maximise an objective function composed of two parts: the entropy rate of a random walk that encourages the superpixels to have compact shapes, and a balancing term that encourages the superpixels to have equal size. The input to the three segmentation algorithms is only the remote sensing image. All three segmentation algorithms have certain parameters to be set. However, we only need over-segmentations of the image, not the optimal segmentations. Therefore, the parameters are easy to set, and we can consider the three segmentation algorithms to be automatic methods. Notably, the SLIC and ERS algorithms both have the parameter of the number of superpixels, which may vary greatly for images with different resolutions or sizes. To make these two algorithms work automatically, we set this parameter to the superpixel number of the GS algorithm.

**Figure 3.** Illustration of preprocessing before the region matching of our building-mask refinement method. (a): An enlarged initial building mask, which is part of Figure 1d. (b): (a) after being processed by the first morphological closing operation. (c): (a) after being processed by both the first morphological closing and the first morphological opening operations.

It should be pointed out that there are two segmentation types in this paper: semantic segmentation and non-semantic segmentation. Semantic segmentation methods assign a semantic label to each pixel/point in the image/LiDAR data. The building extraction, vegetation detection, shadow detection, and DEM extraction involved in this paper can all be regarded as semantic segmentation tasks. However, the GS, SLIC and ERS algorithms used for region matching are non-semantic segmentation methods. They are used to generate disjointed homogeneous regions (superpixels), each corresponding to an object or a part of it, but we do not know the semantic label of each superpixel. Generally, the non-semantic segmentation methods do not need to be trained, i.e., they are unsupervised methods. In contrast, most state-of-the-art semantic segmentation methods are supervised deep learning methods.

The thresholds of the matching degrees for the GS and ERS algorithms are both set to 0.85; thus, a segmentation region (superpixel) is considered a building or building part only when the portion of initial building pixels in it exceeds 85%. The threshold of the matching degrees for the SLIC algorithm is set to 0.90, because the maximum colour distance in the SLIC algorithm may vary significantly from image to image, but the authors of SLIC simply fixed it to a constant value; we conceive that such a setting will make the SLIC algorithm unable to adhere well to the boundaries for some images and that raising the region-matching threshold can help prevent the less accurate segmentation regions generated by the SLIC algorithm from appearing in the final building mask.

The workflow of the region-matching part of our method is presented in Figure 4 to explain the fundamental clearly. In the input building mask (see the first row of Figure 4), the buildings are marked by the colour white, while the background is marked by a light blue colour. N non-semantic segmentation algorithms are used for the region matching,
where the boundaries of the segmentation regions are marked by a purple colour (see the second row of Figure 4) and each four-connected region enclosed by purple boundaries is a segmentation region. Then, each of the non-semantic segmentation results is superimposed on the input building mask, respectively, to compute the matching degrees (see the third row of Figure 4). Segmentation regions with high matching degrees are marked by a yellow color, while segmentation regions with not-high matching degrees are still marked by the original light blue colour. For example, for the first non-semantic segmentation algorithm (see the third row and the first column of Figure 4), the segmentation regions corresponding to the first, third, fourth, and sixth to ninth buildings have high matching degrees and are marked with a yellow colour, while the segmentation regions corresponding to the the second and the fifth buildings have low matching degrees and are marked by a light blue colour. Segmentation regions with high matching degrees are regarded as buildings (see the fourth row of Figure 4). However, none of the existing non-semantic segmentation algorithms are perfect and some of the segmentation regions will not match the corresponding buildings in the input building mask well (see the segmentation regions corresponding to the grey buildings in the third row of Figure 4). Therefore, each single region-matching result will probably miss some buildings or building parts (see the fourth row of Figure 4). So, we compute the union of the all the region matching results to get a complete building mask (see the last row of Figure 4).

To retain the real buildings, the segmentation regions corresponding to them should be optimally segmented or oversegmented. For example, in the third row and the first column of Figure 4, segmentation regions corresponding to the third, sixth, seventh, and ninth buildings are optimally segmented, with each segmentation region matching a real building well; while the segmentation regions corresponding to the first, fourth, and eighth buildings are oversegmented, with each segmentation region matching only a building part. In both cases, the real buildings can be retained. However, if one segmentation region is undersegmented, i.e., it corresponds to a building (or a building part) plus many other object pixels (see the segmentation regions corresponding to the grey buildings in the third row of Figure 4), the corresponding building will be missing in the region-matching result. In fact, optimal segmentation result is very challenging to generate automatically, but oversegmentation results are very easy to obtain and their generation can be regarded as an automatic process. Therefore, to obtain a satisfactory region matching result, we use oversegmentation instead of the optimal segmentation. Note that we use segmentation regions instead of superpixels when depicting the workflow of the region matching because, generally, superpixels mean oversegmented regions [83], but we are not assuming regions are oversegmented before we reach the above conclusion.

The number N in Figures 2 and 4 does not have to be set to three, which means that we do not have to use three non-semantic segmentation algorithms. More segmentation algorithms can be used to obtain better refinement results, which, however, means a higher computational cost is required. We utilise only three segmentation algorithms to guarantee the accuracy of the refinement and simultaneously guarantee the processing efficiency. The segmentation algorithms also do not have to be the three algorithms that we adopt. However, we should note that the segmentation results can influence the refinement accuracy. The segmentation algorithms used should be sensitive to the details in the images to differentiate the building parts and non-building parts in shadowed areas or other areas with low contrast. Both the GS and ERS algorithms fulfil the requirement. The SLIC algorithm may fail in some cases, and we use a higher matching threshold to address these adverse situations.
Figure 4. Detailed workflow for the region matching of our method.
If a segmentation algorithm can generate the optimal segmentation result, then we can use only this algorithm instead of three or more algorithms to perform region matching, and the refinement method becomes the popular object-based method [84,85]. However, none of the existing non-semantic segmentation algorithms are perfect so far. Hence, the segmentation regions of one algorithm cannot correspond to all the real building regions well. Thus, the region-matching result will miss some building parts when the threshold for the matching degree is high. Lowering the threshold can overcome the problem of missing detection (underdetection), but this will probably introduce some unrelated points to the building mask and thus cannot realise the goal of refinement. The thresholds for the matching degree of our method are high, and thus it can effectively avoid incorporating unrelated points, and computing the union of the matching results of multiple segmentation algorithms can also overcome the problem of missing detection.

Notably, although we only need each non-semantic segmentation of the remote sensing image to be an oversegmentation, the segmentation regions of this oversegmentation cannot be too small, otherwise the refinement functionality of the region matching would be weakened. In extreme cases, assuming that each segmentation region contains only one pixel, the refined mask will be just the initial building mask regardless of the tuning of the threshold for the region matching (still in the range of (0, 1)).

The morphological closing operation performed before the region matching may have caused the final building mask to incorporate some unrelated points near the boundaries. The imperfect non-semantic segmentation algorithm we used may also lead to some small-area elongated false building regions (some examples are marked by the red rectangles in Figure 5a), and some underdetection (some examples are marked by the green rectangles in Figure 5a). To eliminate these non-building points, morphological opening operation is performed after the region matching. However, this opening operation may worsen the underdetection problem (some examples are marked by the green rectangles in Figure 5b). To counteract this side effect, a morphological closing operation is performed after it. After this first-opening-then-closing postprocessing, the building mask looks much better.

Figure 5. Illustration of postprocessing after the region matching of our building mask refinement method. (a): An enlarged building mask after our region matching method, which has the same spatial range as Figure 3a. (b): (a) after being processed by the second morphological opening operation. (c): (a) after being processed by both the second morphological opening and the second closing operation.

After all the aforementioned steps, the remaining non-building points become disconnected and fragmentary, which can be easily removed through region size filtering. In this study, connected regions smaller than 2.5 m² are regarded as non-building points and thus removed.

Figure 6 presents an illustration of our building-mask refinement method on the first test area of the Vaihingen dataset, for which the initial building mask is generated using our biSH method (see Figure 1d). We can see that the matching result of each non-semantic
segmentation algorithm has accurate boundaries, and most of the remaining vegetated regions have been successfully removed, but each single matching result misses some real building parts. However, the union of the three matching results has relatively complete building regions and accurate boundaries, and most of the vegetated regions remaining in the initial building mask have also successfully been removed.

Figure 6. Illustration of our building mask refinement method on real data. (a,e): Region-matching result of the GS algorithm. (b,f): Region-matching result of the SLIC algorithm. (c,g): Region-matching result of the ERS algorithm. (d,h): Union of the above three region-matching results that has undergone postprocessing. In (e–h), the region-matching results are overlaid with the ground truth, with yellow regions denoting correct detection, red regions denoting false detection (overdetection), and green regions denoting missing detection (underdetection).

We call our building-mask refinement method the IFCC method, in which IFCC denotes the image feature consistency constraint, and we call our building extraction methods (including the initial building mask generation stage and the building-mask refinement stage) the beSH+IFCC method and the biSH+IFCC method. The premise of our IFCC method is that the initial building mask has high accuracy. Therefore, in addition to the proposed beSH and biSH methods, it can be combined with other accurate building extraction methods.

3. Experimental Results and Discussion

To validate the effectiveness of the proposed building extraction methods, we compared them with 29 methods in this section. The comparison has two parts: (1) a qualitative and quantitative comparison with three state-of-the-art methods (Section 3.3) and (2) a quantitative comparison with publicly available evaluation results (Section 3.4). The test
data and evaluation metrics are introduced in Section 3.1, the experimental setup is detailed in Section 3.2, and the related discussions are presented in Section 3.5.

For the first comparison, our methods were compared with three state-of-the-art methods both qualitatively and quantitatively: DeepLabv3+ [86], U-Net [87] and the hierarchical overlay analysis (HOA) method [30]. We chose DeepLabv3+ and U-Net because they are two of the most popular state-of-the-art deep-learning architectures for semantic segmentation. The HOA method was chosen because it is a recently developed unsupervised method that also attempts to generate initial building masks by removing vegetation points from nDSM and then refine the initial building masks.

For the second comparison, our methods were qualitatively compared with 26 existing methods: 10 of them are the top-10 methods in area quality that have evaluation results for all three test areas of the Vaihingen dataset on the official website of the ISPRS Test Project on Urban Classification and 3D Building Reconstruction (website link: https://www2.isprs.org/commissions/comm2/wg4/results, accessed on 28 February 2022), and the other 16 of them are state-of-the-art methods published in the last five years (2017–2021). Notably, there are another six deep-learning methods among the 16 state-of-the-art methods; thus, there are eight deep-learning methods compared with our methods in this paper.

3.1. Test Data and Evaluation Metrics

We adopted the Vaihingen dataset of the ISPRS [72] to evaluate all the compared methods, which comprises 33 orthorectified remote sensing images and the corresponding LiDAR point clouds. The images have three bands: the green, red, and near-infrared bands, from which we can compute the NDVI and NDGI. The ISPRS has offered groundtruth for the vegetation and the buildings, and has designated three test areas from the 33 images: the first test area (Figure 7a) mainly contains historic buildings with complex shapes, the second test area (Figure 8a) mainly contains high-rise residential buildings surrounded by trees, and the third test area (Figure 9a) mainly contains small detached buildings. Except that all test areas contain some vegetation (the vegetation all appears red in a false colour format), the buildings in the three test areas differ significantly in their shapes, colours, sizes, and backgrounds. Even for vegetation, which is part of the background, the three test areas also show different characteristics: the first test area has relatively less vegetation compared to the other two test areas, the second test area has many trees, and the third has many bushes and lawns. Thus, the three test areas are challenging for unsupervised building extraction methods if a high accuracy is required.

To evaluate the building extraction results quantitatively, we adopted the evaluation metrics suggested by the ISPRS [88]. Therefore, we adopted 12 metrics for building extraction: the area completeness, area correctness, and area quality (abbreviated as Com$_{ar}$, Cor$_{ar}$ and Q$_{ar}$, respectively); the object completeness, object correctness, and object quality when only considering buildings larger than 10 m$^2$ (abbreviated as Com$_{10}$, Cor$_{10}$ and Q$_{10}$, respectively); the object completeness, object correctness, and object quality when only considering buildings larger than 50 m$^2$ (abbreviated as Com$_{50}$, Cor$_{50}$ and Q$_{50}$, respectively); the object completeness, object correctness, and object quality when considering buildings of larger than 2.5 m$^2$ (abbreviated as Com$_{obj}$, Cor$_{obj}$ and Q$_{obj}$, respectively). According to the convention [30,89], we ranked all the compared methods by their area quality Q$_{ar}$.

Completeness measures the proportion of correctly extracted buildings over real buildings, which is also called recall [71,90], and is defined as Formula (7). Correctness measures the proportion of the correctly extracted buildings over the extracted buildings, also called precision [71,90], and is defined as Formula (8). Quality is the overall evaluation metric, also called intersection over union (IoU) [34], and is defined as Formula (9).

$$\text{Completeness} = \frac{TP}{TP + FN}, \quad (7)$$

$$\text{Correctness} = \frac{TP}{TP + FP}, \quad (8)$$
Quality = \frac{TP}{TP + FP + FN}, \quad (9)

where TP (true positive) denotes the correctly extracted building pixels or building objects (for the object-level evaluation); FN (false negative) denotes the missing building pixels or building objects, that is, building pixels or building objects that are buildings but not extracted; and FP (false positive) denotes the incorrectly extracted building pixels or building objects, that is, the pixels or objects that are not buildings but extracted as buildings.

Figure 7. Building extraction results on the first test area. (a) Orthorectified image; (b) ground truth (white regions denote the buildings); (c) nDSM; (d–h) result of DeepLabv3+, U-Net, the HOA method, the beSH+IFCC method, and the biSH+IFCC method.

To compare the vegetation detection methods, we also used the overall accuracy (OA, defined as Formula (10)) and F₁ score (defined as Formula (11)). Of course, we can also use quality to assess the vegetation detection results. In this study, we used different metrics for the two tasks to maintain accordance with the literature on the two tasks.

\[
OA = \frac{TP + TN}{TP + TN + FP + FN}, \quad (10)
\]

\[
F_1 = \frac{\text{Completeness} \times \text{Correctness}}{\text{Completeness} + \text{Correctness}}, \quad (11)
\]
Figure 8. The building extraction results on the second test area. (a) Orthorectified image; (b) ground truth (white regions denote the buildings); (c) nDSM; (d–h): result of DeepLabv3+, U-Net, the HOA method, the beSH+IFCC method and the biSH+IFCC method.

3.2. Experimental Setup

This section presents the experimental setup details in this paper. For our methods and the HOA method, the DEM is extracted using the lasground module of the publically available LAStools software. The other functions of the HOA method are deployed by using its Matlab source code used in the reference of [30], and the parameters are set to the default values as suggested by its authors. The vegetation detection in our methods is implemented by modifying the Matlab source code used in the reference of [71]. The GS, SLIC, and ERS segmentation algorithms used in our methods were deployed by using the source code released by their authors, and the download links are as follows: http://cs.brown.edu/people/pfelzens/segment/ (accessed on 28 February 2022) for the GS algorithm; https://www.epfl.ch/labs/ivrl/research/slic-superpixels/ (accessed on 28 February 2022) for the SLIC algorithm; and https://github.com/mingyuliutw/EntropyRateSuperpixel (accessed on 28 February 2022) for the ERS algorithm.

As for the two compared deep-learning methods, we split the whole Vaihingen dataset into tiles sized 512 × 512 pixels and manually selected the patches covering the three test areas of the Vaihingen dataset as the test data. Random rotation and random crop were applied to augment the training dataset. Finally, there were 2720 training tiles and 12 test tiles. We implemented DeepLabv3+ [86] and U-Net [87] based on the PyTorch library. Experiments were conducted on a desktop computer with a 24 GB NVIDIA GeForce RTX 3090 graphics card. The binary cross entropy loss function and the Adam optimiser were selected to optimise the two deep-learning models. The batch size of DeepLabv3+ is 16 and 8 for U-Net. We concatenated the high-resolution optical remote sensing image and the nDSM as model input and trained the two deep-learning models from scratch. DeepLabv3+ achieved the best performance after 14,450 iterations, while U-Net converged after 11,900 iterations.
3.3. Qualitative and Quantitative Comparison with the State-of-the-Art Methods

For the first comparison, all three test areas of the Vaihingen dataset were used as example images. When we compared our two methods with the HOA method, in addition to the three test areas, a large orthorectified image stitched by all 33 single images was used to maintain accordance with the work of [30], which we call the entire dataset. We used the area quality of the three methods on the entire dataset as the final evaluation criterion to rank them. Note that the entire dataset contains the test areas. Therefore, the comparison on the entire dataset is more reasonable and complete than that on just the three test areas. However, we used a large portion of the entire dataset to train DeepLabv3+ and U-Net; therefore, comparing them with our methods on the entire dataset is not fair and we only used the three test areas to compare with them.

As shown in Figure 7, all the compared methods (except the nDSM) obtained good results but had some overdetected regions and missing regions. Deciding which result is
better is difficult if we only compare them roughly, because they all obtain better results in some regions but perform worse in other regions. So in Figure 10a–c, for the results of DeepLabv3+, U-Net, and the HOA method, we marked the ultra overdetected regions with magenta rectangles compared with the proposed biSH+IFCC method, the ultra missing regions with white rectangles compared with the proposed biSH+IFCC method, and the regions where they performed better than the proposed biSH+IFCC method with blue rectangles. In Figure 10d–f, for the result of our biSH+IFCC method, we marked the ultra overdetected regions with magenta rectangles, the ultra missing regions with white rectangles compared with DeepLabv3+ (in Figure 10d), U-Net (in Figure 10e), and the HOA method (in Figure 10f), respectively. The rectangles in Figure 10d (or Figure 10e or Figure 10f) correspond to the blue rectangles in Figure 10a (or Figure 10b or Figure 10c). To clarify the comparison, we marked only the main differences. The same operations were applied to the other two test areas (Figures 11 and 12).

Figure 10. Rectangle-marked comparison of the biSH+IFCC method with DeepLabv3+ (a,d), U-Net (b,e) and the HOA method (c,f) on the first test area. In (a–c), the rectangles are drawn on the results of the compared methods, while in (d–f), the rectangles are drawn on the result of the biSH+IFCC method.
Figure 11. Rectangle-marked comparison of the biSH+IFCC method with DeepLabv3+ (a,d); U-Net (b,e); and the HOA method (c,f) on the second test area. In (a–c), the rectangles are drawn on the results of the compared methods, while in (d–f), the rectangles are drawn on the result of the biSH+IFCC method.

As shown in Figure 10a, for the overdetection problem, compared with the biSH+IFCC method, DeepLabv3+ extra misclassifies a large vegetated region (see the red region marked by the first magenta rectangle) and a car (see the red region marked by the second magenta rectangle) as buildings, and the other ultra overdetection mainly occurs at the building boundaries. For the underdetection problem, compared with the biSH+IFCC method, it mainly misses another two large building parts (see the green regions marked by the first two white rectangles) and another three relatively small building parts (see the green regions marked by the third, fourth, and fifth white rectangles). It also performs better than the biSH+IFCC method in some regions, the main part of which is marked by the blue rectangle in Figure 10a. The comparison of U-Net and the HOA method with our biSH+IFCC method is similar to that of the DeepLabv3+, except that the ultra overdetection of U-Net and the HOA method mainly occurs at the building boundaries, which, however, is much worse than that of DeepLabv3+. Because the areas where the two deep learning methods and the HOA method make errors are larger than our methods, we consider that our methods perform a little better. As for the comparison of the proposed beSH+IFCC and biSH+IFCC methods, we consider that their results are very similar. Therefore, the compar-
ison of DeepLabv3+, U-Net and the HOA method with the beSH+IFCC method should be very similar to that with the biSH+IFCC method. For this reason, we only presented the rectangle-marked comparison results with the biSH+IFCC method, which also suits the comparison on the other two test areas.

Figure 12. Rectangle-marked comparison of the biSH+IFCC method with DeepLabv3+ (a,d); U-Net (b,e); and the HOA method (c,f) on the third test area. In (a–c), the rectangles are drawn on the results of the compared methods, while in (d–f), the rectangles are drawn on the result of the biSH+IFCC method.

The quantitative evaluation results in Table 1 also validate our visual comparison, and the ranking of area quality is as follows: the proposed biSH+IFCC method, DeepLabv3+, the proposed beSH+IFCC method, the HOA method and U-Net. Notably, in Table 1, the best results were marked in boldface, and the second-best results were marked by underlining, which also applies to the following tables in this section.

A visual inspection of the corresponding nDSM demonstrates that some building parts were already missing in the nDSM generation stage, which is why the HOA method and our two methods also miss these building parts, because the first step for all of them
is to obtain the nDSM using LAStools. However, the completeness of the nDSM reaches 96.03%; thus, the nDSM generated by LAStools is highly complete for the subsequent building extraction.

Table 1. Quantitative evaluation results of different methods on the first test area.

<table>
<thead>
<tr>
<th>Method</th>
<th>Com$_{ar}$</th>
<th>Cor$_{ar}$</th>
<th>Q$_{ar}$</th>
<th>Com$_{10}$</th>
<th>Cor$_{10}$</th>
<th>Q$_{10}$</th>
<th>Com$_{50}$</th>
<th>Cor$_{50}$</th>
<th>Q$_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLabv3+</td>
<td>95.07%</td>
<td>94.23%</td>
<td>89.84%</td>
<td>100.00%</td>
<td>95.00%</td>
<td>95.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>U-Net</td>
<td>94.29%</td>
<td>93.65%</td>
<td>88.63%</td>
<td>100.00%</td>
<td>96.88%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>HOA</td>
<td>93.08%</td>
<td>95.00%</td>
<td>88.73%</td>
<td>100.00%</td>
<td>93.75%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>nDSM</td>
<td>96.03%</td>
<td>71.41%</td>
<td>69.36%</td>
<td>100.00%</td>
<td>46.67%</td>
<td>46.67%</td>
<td>100.00%</td>
<td>63.64%</td>
<td>63.64%</td>
</tr>
<tr>
<td>beSH+IFCC</td>
<td>93.34%</td>
<td>95.95%</td>
<td>89.81%</td>
<td>100.00%</td>
<td>96.88%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>biSH+IFCC</td>
<td>93.90%</td>
<td>95.74%</td>
<td>90.13%</td>
<td>96.88%</td>
<td>100.00%</td>
<td>96.88%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

The comparison on the second test area is simpler than that on the first test area because there were fewer buildings. The comparison results are presented in Figure 8, from which we can see that all compared methods (nDSM not included) obtained satisfactory extraction of the main bodies of the buildings, except that they all missed a large building part (see the green regions in the bottom-right corner in Figure 8d–h). The three unsupervised methods failed on this building part because this part was already missing in the nDSM (see the green regions marked by the white rectangle in Figure 8c). This results from the following: this part is of low height, which makes its extraction from LiDAR data difficult. In addition, the roof of this building part is full of vegetation, which also makes its spectral feature abnormal from common buildings, which is why both the two compared deep-learning methods also fail on this building part. Besides, the HOA method incorrectly detects a shadowed vegetation region of large size as buildings (see the red regions marked by the magenta rectangle in Figure 8f) because its vegetation detection method cannot well recognise vegetation in shadows. Our methods can detect shadows and recognise vegetation in shadows, and thus are not limited by such problems in this test area.

As shown in Figure 11, in terms of the boundaries, the DeepLabv3+ method performs best among all three methods compared with ours, with fewer overdetected pixels and fewer missing pixels. However, U-Net and the HOA method have more overdetected pixels near the boundaries. The quantitative evaluation results in Table 2 are in accordance with the aforementioned visual comparison, with the ranking by area quality as follows: DeepLabv3+, the biSH+IFCC method, the beSH+IFCC method, the HOA method (area quality corrected to four decimal places: 89.7726%), and U-Net (area quality corrected to four decimal places: 89.7678%). Notably, our method also obtains higher object quality values when only considering objects larger than 10 m$^2$ than the HOA method because it incorrectly treats a vegetated region larger than 10 m$^2$ as a building.

Table 2. Quantitative evaluation results of different methods on the second test area.

<table>
<thead>
<tr>
<th>Method</th>
<th>Com$_{ar}$</th>
<th>Cor$_{ar}$</th>
<th>Q$_{ar}$</th>
<th>Com$_{10}$</th>
<th>Cor$_{10}$</th>
<th>Q$_{10}$</th>
<th>Com$_{50}$</th>
<th>Cor$_{50}$</th>
<th>Q$_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLabv3+</td>
<td>97.20%</td>
<td>93.59%</td>
<td>91.13%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>U-Net</td>
<td>97.43%</td>
<td>91.95%</td>
<td>89.77%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>HOA</td>
<td>96.37%</td>
<td>92.91%</td>
<td>89.77%</td>
<td>91.67%</td>
<td>100.00%</td>
<td>91.67%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>nDSM</td>
<td>97.69%</td>
<td>44.06%</td>
<td>43.60%</td>
<td>100.00%</td>
<td>21.43%</td>
<td>21.43%</td>
<td>100.00%</td>
<td>29.41%</td>
<td>29.41%</td>
</tr>
<tr>
<td>beSH+IFCC</td>
<td>96.47%</td>
<td>94.01%</td>
<td>90.89%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>biSH+IFCC</td>
<td>96.46%</td>
<td>94.18%</td>
<td>91.03%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

The comparison results on the third test area are presented in Figure 9, from which we can see that again, all the compared methods (nDSM not included) obtain acceptable detection results, and we cannot determine which one is better if we do not visually compare them carefully. As shown in Figure 9 and the rectangle-marked comparison in Figure 12, DeepLabv3+ obtains more better-performing areas (see the regions marked by
blue rectangles in Figure 12a) than less effective areas (see the regions marked by white and magenta rectangles in Figure 12a); thus, it obtains better results than our methods. U-Net obtains an approximately equal amount of better-performing areas (see the regions marked by blue rectangles in Figure 12b) to the less effective areas (see the regions marked by the white and magenta rectangles in Figure 12b), which means it obtains comparable results to our methods. Compared with the biSH+IFCC method, except for missing another four big buildings or building parts (see the green regions marked by the first four white rectangles in Figure 12c) and misclassifying one large vegetation region as a building (see the red region marked by the first magenta rectangle in Figure 12c), the HOA method performs well on the main bodies of the buildings. However, it has too many coarse building boundaries, most of which are overdetection. The HOA method mainly shows advantages over our methods on the two buildings marked by the first four blue rectangles in Figure 12c, but our methods show obvious advantages over the HOA method on more buildings. Therefore, we conceive our methods outperform the HOA method on this test area.

The quantitative evaluation results in Table 3 are in accordance with the aforementioned visual comparison, with the ranking of area quality as follows: DeepLabv3+, the beSH+IFCC method, the biSH+IFCC method, U-Net and the HOA method. Notably, our methods also obtain higher object quality when only considering objects larger than 10 m$^2$ than the HOA method because it misses more buildings larger than 10 m$^2$.

Table 3. Quantitative evaluation results of different methods on the third test area.

<table>
<thead>
<tr>
<th>Method</th>
<th>Com$_{ar}$</th>
<th>Cor$_{ar}$</th>
<th>Q$_{ar}$</th>
<th>Com$_{10}$</th>
<th>Cor$_{10}$</th>
<th>Q$_{10}$</th>
<th>Com$_{50}$</th>
<th>Cor$_{50}$</th>
<th>Q$_{50}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLabv3+</td>
<td>95.06%</td>
<td>95.22%</td>
<td>90.72%</td>
<td>89.58%</td>
<td>100.00%</td>
<td>89.58%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>U-Net</td>
<td>95.53%</td>
<td>93.55%</td>
<td>89.63%</td>
<td>95.00%</td>
<td>100.00%</td>
<td>95.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>HOA</td>
<td>93.53%</td>
<td>93.61%</td>
<td>87.91%</td>
<td>83.33%</td>
<td>100.00%</td>
<td>83.33%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>nDSM</td>
<td>97.03%</td>
<td>64.73%</td>
<td>63.47%</td>
<td>95.83%</td>
<td>60.00%</td>
<td>58.47%</td>
<td>100.00%</td>
<td>80.00%</td>
<td>80.00%</td>
</tr>
<tr>
<td>beSH+IFCC</td>
<td>93.34%</td>
<td>95.94% $^1$</td>
<td>89.79%</td>
<td>91.67%</td>
<td>100.00%</td>
<td>91.67%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>biSH+IFCC</td>
<td>93.17%</td>
<td>95.94%</td>
<td>89.64%</td>
<td>91.67%</td>
<td>100.00%</td>
<td>91.67%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

$^1$ The Cor$_{ar}$ values corrected to 3 decimal places for our beSH+IFCC and biSH+IFCC methods are 95.937% and 95.942%, respectively.

The average quantitative evaluation results on all three test areas are presented in Table 4, from which we can see that the ranking by the area quality is DeepLabv3+, the proposed biSH+IFCC method, the proposed beSH+IFCC method, U-Net and the HOA method. In the comparison with the two deep learning methods, DeepLabv3+ slightly outperforms our methods, whereas our methods slightly outperform U-Net in area quality. Considering the two deep learning methods were trained with a large portion of the entire dataset that is similar to the three test areas, our unsupervised methods obtain very satisfactory extraction results. Note that both the image data and LiDAR data were used for the training of the two deep-learning methods; thus, the comparison is fair in terms of data.

As for the comparison with the HOA method, our methods obviously outperform it, with improvements of 1.36% (the beSH+IFCC method) and 1.47% (the biSH+IFCC method) in the area quality averaged over the three test areas. Besides, our methods show improvements of 5.53% (for both the beSH+IFCC method and the biSH+IFCC method) in the average Q$_{10}$ metric over the HOA method. On the entire dataset (see Table 5), the beSH+IFCC method slightly outperforms the HOA method, with an improvement of 0.89% in average area quality, but the biSH+IFCC method obviously outperforms it, with an improvement of 1.56%. Improvements in the Q$_{10}$ metric are also achieved on the entire dataset. Considering all the qualitative and quantitative comparisons in this section, we can conclude that our methods outperform the HOA method. Notably, because the HOA method also combines image data and LiDAR data, the comparison is fair in terms of data. Note that groundtruths used for the evaluation on the three test areas distinguish individual buildings even when they are spatially connected, while the groundtruth for the entire dataset treats connected buildings as one object, which tends to reduce the object-based
metrics because generally the number of true positives is reduced. Such an experimental setup was adopted because the ISPRS does not offer the instance segmentation groundtruth for the entire dataset.

Table 4. Average quantitative evaluation results of different methods on the three test areas.

<table>
<thead>
<tr>
<th>Method</th>
<th>Com_{ar}</th>
<th>Cor_{ar}</th>
<th>Q_{ar}</th>
<th>Com_{10}</th>
<th>Cor_{10}</th>
<th>Q_{10}</th>
<th>Com_{50}</th>
<th>Cor_{50}</th>
<th>Q_{50}</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepLabv3+</td>
<td>95.77%</td>
<td>94.35%</td>
<td>90.57%</td>
<td>97.22%</td>
<td>98.33%</td>
<td>95.56%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>U-Net</td>
<td>95.75%</td>
<td>93.05%</td>
<td>89.34%</td>
<td>95.49%</td>
<td>100.00%</td>
<td>95.49%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>HOA</td>
<td>94.33%</td>
<td>93.84%</td>
<td>88.80%</td>
<td>95.58%</td>
<td>100.00%</td>
<td>89.58%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>nDSM</td>
<td>96.92%</td>
<td>60.06%</td>
<td>58.81%</td>
<td>98.61%</td>
<td>42.70%</td>
<td>42.19%</td>
<td>100.00%</td>
<td>57.68%</td>
<td>57.68%</td>
</tr>
<tr>
<td>beSH+IFCC</td>
<td>94.39%</td>
<td>95.30%</td>
<td>90.16%</td>
<td>96.18%</td>
<td>100.00%</td>
<td>96.18%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>biSH+IFCC</td>
<td>94.51%</td>
<td>95.29%</td>
<td>90.27%</td>
<td>96.18%</td>
<td>100.00%</td>
<td>96.18%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 5. Quantitative evaluation results of different methods on the entire dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Com_{ar}</th>
<th>Cor_{ar}</th>
<th>Q_{ar}</th>
<th>Com_{10}</th>
<th>Cor_{10}</th>
<th>Q_{10}</th>
<th>Com_{50}</th>
<th>Cor_{50}</th>
<th>Q_{50}</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOA</td>
<td>94.10%</td>
<td>90.34%</td>
<td>85.50%</td>
<td>93.42%</td>
<td>87.97%</td>
<td>96.35%</td>
<td>96.90%</td>
<td>93.47%</td>
<td></td>
</tr>
<tr>
<td>beSH+IFCC</td>
<td>91.74%</td>
<td>93.68%</td>
<td>86.39%</td>
<td>91.22%</td>
<td>84.26%</td>
<td>91.70%</td>
<td>91.49%</td>
<td>83.74%</td>
<td></td>
</tr>
<tr>
<td>biSH+IFCC</td>
<td>92.96%</td>
<td>93.21%</td>
<td>87.06%</td>
<td>93.00%</td>
<td>84.99%</td>
<td>96.83%</td>
<td>97.47%</td>
<td>94.48%</td>
<td></td>
</tr>
</tbody>
</table>

3.4. Quantitative Comparison with Publicly Available Results

For the second comparison, we mainly used the average area quality on the three test areas of the Vaihingen dataset to evaluate the compared methods, regardless of whether they are supervised or unsupervised. Twenty-six publicly available results from different methods were compared with our methods, which are divided into two groups.

The first group are the top-10 methods in area quality that have been evaluated using all three test areas of the Vaihingen dataset on the official website of the ISPRS Test Project on Urban Classification and 3D Building Reconstruction. There are 41 methods evaluated using all three test areas of the Vaihingen dataset on this website in total, but we selected only the top ten in area quality for comparison for clarity. Comparison results are presented in Table 6, where the best results of the 10 methods compared to ours are marked in boldface, the second-best results are marked by underlining, and the results of our two methods are in the last two rows, which also applies to the following table in this section. The acronyms for the ten compared methods are kept the same as on the ISPRS benchmark website (https://www2.isprs.org/commissions/comm2/wg4/results, accessed on 28 February 2022). As shown in Table 6, the highest average area quality for all 10 methods (89.79%) is lower than the average area quality of our beSH+IFCC (90.16%) and biSH+IFCC (90.27%) methods. Among the top 10 methods, four directly combine images and LiDAR data, and another one combines images and DSM generated from stereo matching. Thus, the competitive performance of our methods not only results from combining multimodal data but also from the proposed improvements. Notably, the methods with the top two highest average area quality scores among the top 10 methods both combine images with LiDAR data or DSM generated from stereo matching: the DLR method (see the fourth row of Table 6) and the ZJU method (see the third-to-last row of Table 6). This also indicates that combining remote sensing images with 3D data is beneficial for building extraction.

The second group are 16 state-of-the-art methods in 13 papers published in the last five years (2017–2021): Du et al.’s method [35], the Jarzabek–Rychard and Maas (JM) method [3], Huang et al.’s method [91], Mousa et al.’s method [92], Cai et al.’s method [93], Maltezos et al.’s method [94], Nguyen et al.’s method [6], Zhang et al.’s method [95], Liu et al.’s method [60], Dey et al.’s method [96], Zhang et al.’s method [89], Hui et al.’s method [97], the Anchor Graph method, the squared-loss mutual information regularisation (SMIR) method, the safe semi-supervised regression (SAFER) method, and the weighted average (WeiAve) method. The last four methods were proposed in the same literature [29]. The 16 methods were also quantitatively compared with our methods. The comparison
results are presented in Table 7, from which we can see that our methods obtained higher average area qualities than all 16 compared methods. Note that 6 of the 16 compared methods also combine images with LiDAR data or DSM, and 6 of the 16 compared methods are deep-learning-based methods. Therefore, in this paper, 8 (2 + 6) deep-learning-based methods and 13 (3 + 4 + 6) methods that directly combine images and 3D data were compared with our methods.

Table 6. Comparisons with the publicly available evaluation results on the ISPRS benchmark website.

<table>
<thead>
<tr>
<th>Method</th>
<th>Com_{ar}</th>
<th>Cor_{ar}</th>
<th>Q_{ar}</th>
<th>Com_{obj}</th>
<th>Cor_{obj}</th>
<th>Q_{obj}</th>
<th>Com_{50}</th>
<th>Cor_{50}</th>
<th>Q_{50}</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAL2</td>
<td>89.20%</td>
<td>97.20%</td>
<td>86.96%</td>
<td>78.23%</td>
<td>100.00%</td>
<td>78.23%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>CSU</td>
<td>94.03%</td>
<td>94.87%</td>
<td>89.48%</td>
<td>83.30%</td>
<td>100.00%</td>
<td>83.30%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>DLR</td>
<td>93.30%</td>
<td>95.97%</td>
<td>89.79%</td>
<td>80.33%</td>
<td>98.97%</td>
<td>79.60%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>HANC3</td>
<td>91.27%</td>
<td>95.87%</td>
<td>87.82%</td>
<td>85.37%</td>
<td>82.17%</td>
<td>71.73%</td>
<td>100.00%</td>
<td>98.87%</td>
<td>98.87%</td>
</tr>
<tr>
<td>HKP</td>
<td>91.40%</td>
<td>92.83%</td>
<td>89.59%</td>
<td>79.73%</td>
<td>96.50%</td>
<td>77.56%</td>
<td>99.13%</td>
<td>100.00%</td>
<td>99.13%</td>
</tr>
<tr>
<td>LJU1</td>
<td>94.23%</td>
<td>94.60%</td>
<td>89.43%</td>
<td>82.97%</td>
<td>100.00%</td>
<td>82.97%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>LJU2</td>
<td>94.77%</td>
<td>94.33%</td>
<td>89.66%</td>
<td>87.12%</td>
<td>100.00%</td>
<td>87.12%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>WHU_YD</td>
<td>89.77%</td>
<td>98.57%</td>
<td>88.60%</td>
<td>87.77%</td>
<td>99.33%</td>
<td>87.28%</td>
<td>99.13%</td>
<td>100.00%</td>
<td>99.13%</td>
</tr>
<tr>
<td>WHU_ZZ</td>
<td>90.27%</td>
<td>96.57%</td>
<td>87.54%</td>
<td>81.50%</td>
<td>98.53%</td>
<td>80.67%</td>
<td>99.13%</td>
<td>100.00%</td>
<td>99.13%</td>
</tr>
<tr>
<td>ZJU</td>
<td>92.83%</td>
<td>96.40%</td>
<td>89.74%</td>
<td>76.43%</td>
<td>96.97%</td>
<td>74.85%</td>
<td>99.13%</td>
<td>100.00%</td>
<td>99.13%</td>
</tr>
</tbody>
</table>

beSH+IFCC 94.39% 95.30% 90.16% 83.77% 100.00% 83.77% 100.00% 100.00% 100.00%
biSH+IFCC 94.51% 95.29% 90.27% 83.77% 100.00% 83.77% 100.00% 100.00% 100.00%

Table 7. Comparisons with state-of-the-art results in existing literatures.

<table>
<thead>
<tr>
<th>Method</th>
<th>Publish Year</th>
<th>Method Type</th>
<th>Data Type</th>
<th>Q_{ar}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Du et al.’s method</td>
<td>2017</td>
<td>Unsupervised</td>
<td>Images+LiDAR</td>
<td>89.50%</td>
</tr>
<tr>
<td>JM method</td>
<td>2017</td>
<td>Unsupervised</td>
<td>Images+LiDAR</td>
<td>86.83%</td>
</tr>
<tr>
<td>Huang et al.’s method</td>
<td>2018</td>
<td>Unsupervised</td>
<td>LIDAR (as point cloud)</td>
<td>88.60%</td>
</tr>
<tr>
<td>Mousa et al.’s method</td>
<td>2019</td>
<td>Unsupervised</td>
<td>Images+DSM</td>
<td>88.43%</td>
</tr>
<tr>
<td>Cai et al.’s method</td>
<td>2019</td>
<td>Unsupervised</td>
<td>LIDAR (as point cloud)</td>
<td>89.60%</td>
</tr>
<tr>
<td>Maltezos et al.’s method</td>
<td>2019</td>
<td>Deep learning based</td>
<td>Images+LiDAR</td>
<td>80.80%</td>
</tr>
<tr>
<td>Nguyen et al.’s method</td>
<td>2020</td>
<td>Unsupervised</td>
<td>Images+LiDAR</td>
<td>86.57%</td>
</tr>
<tr>
<td>Zhang et al.’s method</td>
<td>2020</td>
<td>Deep learning based</td>
<td>Images+LiDAR</td>
<td>87.32%</td>
</tr>
<tr>
<td>Liu et al.’s method</td>
<td>2020</td>
<td>Unsupervised</td>
<td>LiDAR</td>
<td>87.70%</td>
</tr>
<tr>
<td>Dey et al.’s method</td>
<td>2020</td>
<td>Unsupervised</td>
<td>LiDAR</td>
<td>84.00%</td>
</tr>
<tr>
<td>Zhang et al.’s method</td>
<td>2021</td>
<td>Unsupervised</td>
<td>Images</td>
<td>89.30%</td>
</tr>
<tr>
<td>Hui et al.’s method</td>
<td>2021</td>
<td>Unsupervised</td>
<td>LiDAR</td>
<td>88.49%</td>
</tr>
<tr>
<td>Anchor Graph method</td>
<td>2021</td>
<td>Deep learning based</td>
<td>Images</td>
<td>82.67%</td>
</tr>
<tr>
<td>SMIR method</td>
<td>2021</td>
<td>Deep learning based</td>
<td>Images</td>
<td>82.60%</td>
</tr>
<tr>
<td>SAFER method</td>
<td>2021</td>
<td>Deep learning based</td>
<td>Images</td>
<td>82.87%</td>
</tr>
<tr>
<td>WeiAve method</td>
<td>2021</td>
<td>Deep learning based</td>
<td>Images</td>
<td>83.93%</td>
</tr>
</tbody>
</table>

beSH+IFCC method this paper Unsupervised Images+LiDAR 90.16%
bSH+IFCC method this paper Unsupervised Images+LiDAR 90.27%

3.5. Related Discussions
Since the HOA method and our methods all rely on vegetation detection from image data, we compared its vegetation detection method, the Otsu method [70], with ours, using the Vaihingen dataset in this section. The vegetation detection methods proposed in the work of [71] were also compared, and we refer to them as the eSH+iSH method and the iSH+iSH method because they use the eSH and iSH methods for vegetation detection in sunlit areas and use the iSH method for shadow detection to recognise vegetation in shadows. NDVI is the feature binarised by all compared methods in this section. As shown in Table 8, the four SH methods obtained obviously better results than the Otsu method. This partly explains why our two methods obtained better building extraction results than the HOA method.
Additionally, we can see from Table 8 that our eSH+eSH method outperforms the eSH+iSH method of [71], and our iSH+eSH method outperforms the iSH+iSH method of [71], which directly validates our choice of using the eSH method for the vegetation detection in shadowed areas. Note that all 33 images of the Vaihingen dataset were used for quantitative evaluation in this study, whereas only 16 of them were used for quantitative evaluation in the work of [71].

Table 8. Quantitative evaluation results of different vegetation detection methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Com_{ar}</th>
<th>Cor_{ar}</th>
<th>Q_{ar}</th>
<th>OA</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Otsu</td>
<td>74.23%</td>
<td>96.59%</td>
<td>72.34%</td>
<td>87.74%</td>
<td>83.87%</td>
</tr>
<tr>
<td>eSH+eSH</td>
<td>86.75%</td>
<td>91.20%</td>
<td>80.05%</td>
<td>90.98%</td>
<td>88.78%</td>
</tr>
<tr>
<td>eSH+iSH</td>
<td>83.34%</td>
<td>92.83%</td>
<td>78.30%</td>
<td>90.10%</td>
<td>87.60%</td>
</tr>
<tr>
<td>iSH+eSH</td>
<td>88.07%</td>
<td>90.68%</td>
<td>80.75%</td>
<td>91.33%</td>
<td>89.20%</td>
</tr>
<tr>
<td>iSH+iSH</td>
<td>87.12%</td>
<td>91.00%</td>
<td>80.21%</td>
<td>91.03%</td>
<td>88.81%</td>
</tr>
</tbody>
</table>

We also computed the average area quality for all five vegetation detection methods. Comparing the quality values of the vegetation detection methods in Table 8 with the area quality values of our building extraction methods (see the quantitative results in Tables 4 and 5), we can see that our building extraction methods have much higher area quality values than our vegetation methods. This is because of the following two facts:

(a). Our vegetation methods rely only on image information, but our building extraction methods combine images and the corresponding LiDAR data.

(b). The ability of our vegetation detection methods to recognise vegetation in shadows is limited, tending to make some errors in shadowed regions. However, our building extraction methods use the IFCC method to further remove the unrecognised vegetation in the shadows remaining in the building masks, which can also recover some missing building parts.

The HOA method can also deal with vegetation in shadows. However, it mainly relies on the region matching between the segmentation results of the LiDAR data and the initial building mask to indirectly remove the vegetated regions remaining in the initial building mask. If there are too large connected vegetated regions remaining in the initial building mask, the region matching method may fail to exclude them. Our methods attempt to directly recognise vegetation accurately to obtain an accurate initial building mask and then further refine the building mask based on the image feature consistency constraint; thus, they can better manage the aforementioned problem.

In addition to the vegetation detection problem, the HOA method is also limited by coarse building boundaries. The qualitative comparison in Section 3.3 demonstrates that the HOA method generates coarse building boundaries on all three test areas, especially on the third test area, whereas the building boundaries of our methods are relatively accurate on all three test areas, which indicates that the LiDAR-derived boundaries are not as accurate as the image-derived boundaries.

Because our methods performed worst on the third test area than on the other two test areas, we analysed some unfavourable results of our biSH+IFCC method on this test area to get some insights into the improvement space of our methods. The analysis of our biSH+IFCC method should be very similar. The selected enlarged part locates at the right bottom of the third test area. From Figure 13b, we can see that the nDSM is very complete, only missing very few building points. The initial building mask (Figure 13c) is acceptable, with most non-building points removed and most building points retained. However, there are some non-building points remaining (overdetection) and some building points missing (underdetection), which is caused by the imperfection of our vegetation detection method. In the refined mask (Figure 13d), some overdetection and underdetection are overcome by our IFCC method, but some are not (see the regions marked by the first, third, and fifth white rectangles, and the second magenta rectangle in Figure 13d), and some are even
worsened (see the regions marked by the second, fourth, sixth and seventh white rectangles, and the first magenta rectangle in Figure 13d).

Figure 13. Illustration of some enlarged unfavourable results of our biSH+IFCC method. (a) Remote sensing image; (b) nDSM; (c) initial building mask (the nDSM where the vegetation recognised by the iSH+eSH method has been removed); (d) the final building mask.

As for the detection error marked by the fifth white rectangle in Figure 13d, the only solution is to further improve the vegetation detection methods. The other detection errors can be overcome by using a more accurate vegetation detection method or further improving the building mask refinement method. The errors marked by the magenta rectangles occur in shadowed vegetation regions. A roof in the first white rectangle in Figure 13d has a very similar color to vegetation. Some parts of the buildings in the third, fifth, and sixth white rectangles are occluded by trees in the images. These situations make it challenging to accurately separate vegetation from buildings only using image information. The introduction of LiDAR features can be beneficial. The errors in the magenta rectangles in Figure 13d are caused by the fact that the remaining vegetation regions are with big size, and they tend to have high matching degrees with small superpixels. Using larger superpixels may overcome the problem in the magenta rectangles and the third white rectangle in Figure 13d, but may worsen errors similar to that in the fourth white rectangle. We may use larger superpixels and more non-semantic segmentation algorithms to simultaneously solve the errors in the magenta rectangles, and the third and fourth white rectangles, but the computation cost will increase. Note that the results in Figure 13 are selected to analyse the deficiencies and improvement space of our methods. For most other parts, the building extraction results of our methods are much better, as we can see in Section 3.3, where our methods obtain high area quality $Q_{ar}$, high object quality $Q_{10}$, and high object quality $Q_{50}$. Our methods do not obtain high object quality $Q_{obj}$ (still rank third in the comparison of Table 6), because there are some small buildings in the test areas, and our methods miss some of them. However, this problem is not severe, because individuals care mainly about buildings of large size.

4. Conclusions

In this study, we designed two building extraction methods that combine aerial remote sensing images and the corresponding LiDAR point clouds. Compared with methods in the literature, the contributions of our methods are twofold: (1) we improved two recently developed vegetation detection methods to accurately remove vegetation from nDSM and thus can obtain an accurate initial building mask, and (2) we proposed a building-mask refinement method based on the image feature consistency constraint, which can
replace inaccurate LiDAR-derived boundaries with accurate image-derived boundaries and simultaneously correct the errors made during vegetation detection.

Twenty-nine methods were compared with our methods: our method achieved accuracies higher than or comparable to 19 state-of-the-art methods (including 8 deep-learning-based methods and 11 unsupervised methods, and 9 of the 19 methods combine remote sensing images and 3D data), and outperformed the top 10 methods (4 of them combine remote sensing images and LiDAR data) evaluated using the Vaihingen dataset on the website of the ISPRS Test Project on Urban Classification and 3D Building Reconstruction in terms of area quality. These encouraging results indicate that our two building extraction methods are simple but very effective.

Despite being fully automatic and highly accurate, our methods have limitations. First, they only apply to relatively flat terrains. However, most cities worldwide and some rural areas have relatively flat terrains. Second, acquiring remote sensing images with the near-infrared band and the corresponding LiDAR point clouds is expensive. However, we believe that the cost of obtaining such data will decrease as the sensor technology advances. In addition, we conceive that reducing the manual labour in target extraction by obtaining more unlabelled data is much more cost effective than just manually labelling the massive samples, especially in the coming future when data acquisition is of lower cost.

Although the HOA method does not obtain accuracies as high as our methods, it does show that LiDAR data is beneficial for removing vegetation in shadows. The adaptive use of LiDAR data for vegetation detection without introducing inaccurate LiDAR-derived boundaries is a research direction we will explore further.

There are four main difficulties for unsupervised building extraction combining remote sensing images and LiDAR point clouds: (1) the precise coregistration of remote sensing images and LiDAR point clouds; (2) the accurate extraction of nDSM from the LiDAR point clouds; (3) the accurate vegetation detection from remote sensing images; and (4) boundary optimisation for the final building mask. We only solved the last two problems to a certain extent. Since the image data and the LiDAR data of the test dataset have been precisely coregistered, we did not study the first problem. However, we believe it is worth studying this problem in depth to guarantee the success of downstream applications and this is also a future research direction for us. Accurately extracting nDSM from LiDAR point clouds of arbitrary scenes is still an unsolved and tough problem. However, we only focused on processing relatively flat terrains, where accurate nDSM extraction is no longer a difficult task. Therefore, we also did not study the second problem and just used existing tools.
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