The Potential of Sentinel-1A Data for Identification of Debris-Covered Alpine Glacier Based on Machine Learning Approach
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Abstract: Microwave remote sensing is one of the main approaches to glacier monitoring. This paper provides a comparative analysis of how different types of radar information differ in identifying debris-covered alpine glaciers using machine learning algorithms. Based on Sentinel-1A data, three data suites were designed: A backscattering coefficient (BC)-based data suite, a polarization decomposition parameter (PDP)-based data suite, and an interference coherence coefficient (ICC)-based data suite. Four glaciers with very different orientations in different climatic zones of the Tibetan Plateau were selected and classified using an integrated machine learning classification approach. The results showed that: (1) The boosted trees and subspace k-nearest neighbor algorithms were optimal and robust; and (2) the PDP suite (63.41–99.57%) and BC suite (55.85–99.94%) both had good recognition accuracy for all glaciers; notably, the PDP suite exhibited better rock and debris recognition accuracy. We also analyzed the influence of the distribution of glacier surface aspect on the classification accuracy and found that the more asymmetric it was about the sensor orbital plane, the more difficult it was for the BC and PDP suites to recognize the glacier, and a large slope could further reduce the accuracy. Our results suggested that during the inventory or classification of large-scale debris-covered alpine glaciers, priority should be given to polarization decomposition features and elevation information, and it is best to divide the glaciers into multiple subregions based on the spatial relationship between glacier surface aspect and radar beams.
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1. Introduction

Glaciers are one of the most important water resources in the world. Most of them are concentrated in the high-altitude regions of the Earth’s mid- and low-latitudes and are usually important sources of fresh water and the birthplace of many glacier-driven rivers [1–3]. Glaciers are also an indicator of climate change and have positive feedback on climate [4,5]. In areas such as the Qinghai–Tibet Plateau (TP), the highest and largest plateau in the world [6], where glaciers have undergone dramatic area and volume retreat, these changes will affect the local climate and the meridional circulation of the atmosphere on a global scale owing to the large glacial area and high altitude [7,8]. The boundary of a glacier is the most direct parameter for monitoring its areal change. Remote sensing techniques are important and cost-effective tools for monitoring alpine glaciers [9–11]. However, many debris-covered glaciers are difficult to distinguish automatically from...
the surrounding rocky mountainous areas because of similar spectral characteristics, and remote sensing techniques require manual modification to improve identification accuracy [12]. Unlike optical remote sensing, radar can penetrate clouds and is independent of weather conditions; the penetration of radar also provides more information below the ground surface, which facilitates the identification of debris-covered glaciers [13,14]. Thus, synthetic aperture radar (SAR) is widely used for glacier monitoring, including its backscattering coefficient, coherence coefficient, and polarization decomposition features [15–17], which can identify debris-covered glaciers under various supervised and unsupervised classification algorithms. However, there are few comparisons of its effectiveness in a debris-covered alpine glacier inventory, so we aim to fill this gap in research.

During the radar remote sensing process, the incident and backscattered waves are mathematically represented by a scattering matrix, also known as the Sinclair matrix, where each element is a complex number representing the amplitude and phase angle [18]. The scattering matrix contains important attribute information about a target. According to the radar cross-section, the backscattered energy from each pixel of a radar image is obtained by averaging the power (intensity information) of a scattering matrix. The radar backscattering coefficient is generally expressed by the absolute value of the scattered radar power after calibration [18] and is the earliest and most used radar information. The dielectric constant, liquid water content, thickness and surface roughness of ice and snow, as well as the land surface types, will affect the backscattering properties of the targets and provide a theoretical basis for the classification of glacier zones [18–22].

The complex information about the physical and chemical properties of scatters within a pixel received by a radar antenna can be further deciphered by different scattering mechanisms, which usually have their own physical explanation [23]. The polarization mode of the backscattered wave is generally different from that of the incident wave because of depolarization and polarization spiral. This difference is described by both a covariance matrix and a coherency matrix that are converted from a scattering matrix [24]. The polarization decomposition converts the covariance and coherence matrices into a combination of different scattering matrices [22,25], allowing target classification, i.e., identification of a glacier based on polarization decomposition features [26]. This feature has also been often used in distinguishing dry and wet snow [27] and in identifying snow lines [21].

The phase difference between two single-look complex (SLC) radar images over the same area is the basis for radar interferometry. Once a ground pixel changes its position in the slant direction, the phase difference of that pixel is no longer zero [19,28]. In contrast to the backscattering coefficient and polarization decomposition characteristics, the coherence coefficient is a parameter that indicates the degree of similarity between an interference pair [29], with 0 to 1 representing complete decoherence to complete coherence. In general, the coherence coefficient is an effective parameter for monitoring surface deformation and classifying land surfaces [30–34]. In glacier identification, under the premise that the temporal and spatial baselines are controlled within an effective range, glacier motion induces low coherence but not complete decoherence; thus, the glacier can be distinguished from surrounding temporally stable objects regardless of land surface types [29,30]. However, the effectiveness of this method is limited when the deformation is caused by various factors [35] or the glacier moves too fast during the interference period. In addition, the wavelength also affects the interferometry effect: The longer the wavelength, the better the interference coherence [36].

The method for extracting glaciers from radar images has been improved with the enrichment of radar information types. Previous studies on glacier identification and classification have shown that the most used method for extracting glacier boundaries [37–41] is threshold segmentation of certain physicochemical parameters, texture information, or seasonal variations of radar parameter values associated with glaciers [37,42,43]. This method is simple and easy to implement, but the effectiveness of classification decreases when multiple factors constrain the threshold. With the development of artificial intelligence (AI), machine learning provided a computer system with the ability to access
data, look for patterns in the data, make sound decisions with (supervised) or without (unsupervised) human intervention or assistance, and adjust actions accordingly. Machine learning has therefore attracted much attention in the identification and segmentation of targets in the cryosphere. Huang et al. [17] and Yao et al. [26] effectively classified a debris-covered glacier area by using the support vector machine (SVM) algorithm based on the difference in scattering mechanisms extracted by multi-polarization decomposition. Tsai et al. [44] used the simple tuning random-forest-based land-cover type-dependent classification strategy based on backscatter coefficients, polarization decomposition parameters, interferometric coherence coefficients, and four terrain features to calculate dry and wet snow in global mountainous regions. In the field of machine learning, in addition to the direct extraction of targets using hand-crafted features, there are also some algorithms that use high-level representations obtained through learning, which are far superior to the traditional technique based on hand-crafted features [45]. Robson et al. [46] successfully mapped 108 of 120 rock glaciers with the highest accuracy of 75.4% based on Sentinel-1 and -2 data using convolutional neural network (CNN) and object-based image analysis (OBIA). Cai et al. [45] used ResNet and improved atrous spatial pyramid pooling (ASPP) modules to extract multiscale features and used the decoder module to fuse high-level semantic features and low-level features to classify ice radar images at the pixel level accurately. Fabijańska et al. [47] developed a glacial varve detector based on CNN to delineate annual layers automatically. These deep learning algorithms learn more high-level features based on the labeled samples by fitting multiple convolutional layers, which facilitates target detection and image segmentation. However, an efficient deep learning network requires hundreds of input data layers, which means that success depends heavily on the quality and quantity of the training data. When the feature dimension exceeds a certain value, the performance of the classifier gradually deteriorates [48].

Sentinel-1 is the first of five satellite missions in the Copernicus program developed by the European Space Agency (ESA). It consists of two satellites, Sentinel-1A and Sentinel-1B, that share the same orbital plane and operate day and night to collect C-band SAR imagery, regardless of weather conditions. The repetition cycles are 6–12 days. The Sentinel-1A and B data are the most up-to-date publicly available SAR data; they have dual-polarization [49] and are widely used in cryospheric research, from monitoring ice sheets [50,51] and ice shelves [52,53] to sea ice melt [54,55] in polar regions. Lippel et al. [29] found Sentinel-1A had the lowest error rate in identifying glaciers among the interference coherence coefficients of the X, C, and L bands. However, few studies have used Sentinel-1A data for alpine glaciers, especially for debris-covered glaciers.

To investigate the effectiveness of different types of SAR information in identifying debris-covered alpine glaciers using Sentinel-1A data based on machine learning algorithms, we developed three types of data suites (suites of data sets) based on three primary SAR parameters: Backscattering coefficient (BC), polarization decomposition parameters (PDP), and interference coherence coefficient (ICC). Then we investigated the following questions: (1) Which machine learning algorithms are highly accurate and stable? (2) What type of data suite and which layers in each data suite are most effective in identifying debris-covered alpine glaciers? (3) How does the topography of glaciers affect the accuracy of glacier detection? This paper has the following structure: Section 2 describes the research sites and data sources we used; Section 3 describes all methods and procedures performed on Sentinel-1A SLC data. Section 4 shows the spatial distribution of the four glacier surface aspects, a comparative analysis of machine learning classification algorithms, and the best classification results using different data suites. Section 5 discusses the importance of layers within each data suite on classification accuracy, the influence of data suite type, and glacier aspect on glacier classification accuracy. Conclusions are drawn in Section 6.
2. Research Sites and Data

2.1. Research Sites

In the northwest of the TP, there are many continental glaciers formed by the alpine climate controlled by the westerlies. Because of the input of water vapor, glaciers in this area have remained stable in recent years, and some glaciers have even shown small progress [56]. In the central Himalayas, continental glaciers have been affected by the Indian monsoon, and glaciers in this region have retreated significantly in length and area in recent years [56]. In the southeast TP, the moisture from the Indian monsoon and the East Asian monsoon moves along the mountains and deep into the land, bringing warm precipitation and forming unique marine glaciers [57]. With the continuous retreat of glaciers under the influence of global warming, a sufficient supply of water vapor promotes the rapid movement of glaciers, causing many of them to become covered by debris. Therefore, we selected four glaciers with different main trunks in these three typical climatic zones as study sites (Figure 1). All are composite glaciers: There is a semicircular accumulation area at the source of the glacier with several tributary glaciers that converge in the middle and develop into an ice tongue at the end of the glacier in an almost constant direction.

Figure 1. The topography base map of the Tibetan Plateau (TP) with three insets showing four glaciers in three different climatic zones. The four glaciers were selected as our study sites based on the main aspect of the glacier flow line. The black polygons show the boundaries of the different climatic zones on the Tibetan Plateau (14 June 2020). The red squares a-c in the upper-right diagram correspond to the glaciers in each of the three climate regions, as shown in figures (a–c).

Figure 1 shows the base map of the TP with three insets showing the four glaciers selected as study sites based on the main aspect of glacier surfaces. Four glaciers are shown...
as false-color images (RGB = band 3, band 5, and band 7, respectively) based on Landsat 8 Operational Land Imager (OLI) data. Tongue areas of all four glaciers are covered with rock debris, making them indistinguishable from the rocks on either side in the Landsat 8 optical image. The principal flow of the first glacier is toward the northwest, so we refer to it as the NW glacier. Following a similar naming rule, the remaining three glaciers are named NE, SW, and SE according to their mainstream direction. These four glaciers are NW, NE, SW, and SE glaciers, in descending order of elevation (Figure 2). The NE glacier is relatively gentle overall, with most of its area having slopes below 30 degrees, followed by the SE and NW glaciers. Among them, the NW glacier has more area with slopes of 30–45 degrees, while the SW glacier is the steepest, with the lowest area ratio below 15 degrees and the highest area ratio above 45 degrees. The aspect distribution curve shows that the four glaciers differ in their main orientation (aspect).

![Figure 2. Line charts of the elevation, slope, and aspect distribution of the four glaciers. The black, red, green, and blue curves are for the NW, NE, SW, and SE glaciers, respectively.](image)

2.2. Data

2.2.1. Sentinel-1 Data

Conventional Level 1 SLC products of dual-polarization (VV and VH) collected with the interferometric wide swath (IW) mode were used in this study (see Table 1). Twelve images taken between July and August 2018, near the end of the melting season, were collected in both ascending and descending orbit situations. It should be noted that although the descending dates for the same path and frame did not occur on the same day, we still labeled them as the same day because their actual time interval was 12 h.

<table>
<thead>
<tr>
<th>No.</th>
<th>Glacier</th>
<th>Product Unique ID</th>
<th>Path</th>
<th>Frame</th>
<th>Incidence Angle (degree (°))</th>
<th>Acquisition Time (MM/DD/2018 hh:mm)</th>
<th>Pass Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NW</td>
<td>7BC9</td>
<td>129</td>
<td>112</td>
<td>31.19–54.04</td>
<td>25 July 12:48</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>NW</td>
<td>2EF4</td>
<td>129</td>
<td>112</td>
<td>31.19–54.04</td>
<td>6 August 12:48</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>NE</td>
<td>E522</td>
<td>136</td>
<td>471</td>
<td>30.74–53.95</td>
<td>26 July 0:49</td>
<td>D</td>
</tr>
<tr>
<td>4</td>
<td>NW &amp; SW</td>
<td>7647</td>
<td>136</td>
<td>471</td>
<td>30.74–53.95</td>
<td>7 August 0:49</td>
<td>D</td>
</tr>
<tr>
<td>5</td>
<td>NE</td>
<td>9671</td>
<td>85</td>
<td>88</td>
<td>30.71–54.09</td>
<td>22 July 12:22</td>
<td>A</td>
</tr>
<tr>
<td>6</td>
<td>NE</td>
<td>CA6A</td>
<td>85</td>
<td>88</td>
<td>30.71–54.09</td>
<td>3 August 12:22</td>
<td>A</td>
</tr>
<tr>
<td>7</td>
<td>NW</td>
<td>479E</td>
<td>121</td>
<td>496</td>
<td>31.49–53.96</td>
<td>25 July 0:10</td>
<td>D</td>
</tr>
<tr>
<td>8</td>
<td>NW</td>
<td>4E04</td>
<td>121</td>
<td>496</td>
<td>31.49–53.96</td>
<td>6 August 0:10</td>
<td>D</td>
</tr>
<tr>
<td>9</td>
<td>SE</td>
<td>DBB8</td>
<td>70</td>
<td>1282</td>
<td>31.24–54.13</td>
<td>21 July 11:41</td>
<td>A</td>
</tr>
<tr>
<td>10</td>
<td>SE</td>
<td>20B8</td>
<td>70</td>
<td>1282</td>
<td>31.24–54.13</td>
<td>2 August 11:41</td>
<td>A</td>
</tr>
<tr>
<td>11</td>
<td>SE</td>
<td>9F69</td>
<td>77</td>
<td>490</td>
<td>31.33–54.05</td>
<td>21 July 23:45</td>
<td>D</td>
</tr>
<tr>
<td>12</td>
<td>SE</td>
<td>C16C</td>
<td>77</td>
<td>490</td>
<td>31.33–54.04</td>
<td>2 August 23:45</td>
<td>D</td>
</tr>
</tbody>
</table>

Table 1. Sentinel-1A images used for this study (A = Ascending D = Descending).
2.2.2. Landsat 8 OLI Data

The OLI is the science sensor on board Landsat 8, which includes nine spectral bands with a spatial resolution of 30 m. In this study, three images with cloud coverage less than 10% and collected on 12 July, 24 July, and 27 July 2018 were used as reference images for sample training. The images were first processed using an object-oriented multiscale segmentation technique, and then the training sample vectors of different land surface types were selected from them by visual interpretation.

2.2.3. ALOS Digital Surface Model Data

The Advanced Land Observation Satellite (ALOS) AW3D30 product is a global digital surface model (DSM) that was first released by the Japan Aerospace Exploration Agency (JAXA) in May 2015. Version 3.1 was used in this study; the height above sea level was obtained using the Panchromatic Remote Sensing Instrument for Stereo Mapping (PRISM) carried on ALOS, with horizontal and vertical resolutions of 30 and 5 m, respectively, superior to SRTM DEM and ASTER GDEM data in high terrain areas [58–60]. This data set was used to geocode and generate slope and aspect data during the radar data pre-processing. The slope data were added to the data suites as an important data layer and will be described in Section 3.4, and the aspect data were used to help describe the spatial relationship between the glacier surface and the radar beam as described in Section 3.7.

3. Methodology

We pre-processed the raw SLC data according to the following procedure. We (1) downloaded the Precise Orbit Ephemerides of Sentinel-1A from the website [61] for orbit calibration, (2) performed radiometric calibration to obtain the backscattering coefficient (sigma naught in dB), and (3) underlay a speckle filter with a refined Lee filter [62] (5 × 5 window size) to eliminate image noise and improve image quality. (4) Orientation angle correction was required prior to polarization decomposition, which allowed for some topographic correction of SAR images by eliminating orientation angle shifts. These steps were completed in the Sentinel Application Platform (SNAP), an open-source ESA toolbox. After the backscattering coefficient data were obtained, three types of processing (see Sections 3.1–3.3) were performed before the machine learning classification (blue box in Figure 3).

---

**Figure 3.** The flowchart for data processing. The dashed red box indicates the pre-processing of the radar data, and the blue dashed box indicates the generation of multiple data suites of backscattering coefficients, polarization decomposition parameters, and interferometric coherence coefficient. Five land surface classes are obtained from the integrated machine learning classification algorithm.
3.1. Target Polarimetric Decomposition

There are not many polarization decomposition techniques for the dual-polarization SAR system, and the most common and mature method is the H/alpha decomposition or H/A/α decomposition in full-polarization decomposition. It originated from the Cloud–Pottier decomposition and was based on an eigenvalue analysis of the coherency matrix T3 to generate estimates of the average target scattering matrix parameters [63]. The advantage of this algorithm is that prior knowledge of the study area is not needed [25].

Dual-polarization decomposition is a special form of full-polarization decomposition. In full-polarization decomposition, the Sinclair matrix $S_f$, scattering vector $k_f$, and coherency matrix $T_f$ are obtained by Equations (1)–(3) [64]:

$$S_f = \begin{bmatrix} S_{HH} & S_{HV} \\ S_{VH} & S_{VV} \end{bmatrix},$$ (1)

$$k_f = \frac{1}{\sqrt{2}} \begin{bmatrix} S_{HH} + S_{VV} \\ S_{HH} - S_{VV} \\ 2S_{HV} \end{bmatrix}^t,$$ (2)

$$T_f = k_f^t \cdot k_f,$$ (3)

where the subscript $f$ means full-polarization, the superscript $t$ denotes the matrix transpose, and the superscript $^*t$ denotes the complex conjugate transpose, ⟨…⟩ indicates temporal and spatial ensemble averaging.

In the dual-polarization SAR system of Sentinel-1A, under the reciprocity principle, the Sinclair matrix $S_d$, scattering vector $k_d$, and coherency matrix $T_d$ all differ from those of full-polarization [65]:

$$S_d = \begin{bmatrix} 0 & S_{VH} \\ S_{VH} & S_{VV} \end{bmatrix},$$ (4)

$$k_d = \begin{bmatrix} S_{VV} \\ 2S_{VH} \end{bmatrix}^t,$$ (5)

$$T_d = k_d^t \cdot k_d,$$ (6)

where the subscript $d$ means dual-polarization. After calculating the eigenvalues and eigenvectors of the coherency matrix, three secondary parameters are obtained:

$$H = \frac{2}{\lambda_1} \sum_{i=1}^{\lambda_1} (-P_i \log_2 P_i),$$ (7)

$$A = \frac{\lambda_1 - \lambda_2}{\lambda_1 + \lambda_2},$$ (8)

$$\alpha = \sum_{i=1}^{2} P_i \alpha_i,$$ (9)

$$P_i = \lambda_i / \sum_{k=1}^{2} \lambda_k,$$ (10)

where $\lambda_i$ ($i = 1, 2$) is eigenvalue of the coherency matrix, with $\lambda_1 \geq \lambda_2$. $H$ is the scattering entropy with values between 0 and 1, denoting the degree of statistical disorder. As for $A$ (anisotropy), in full-polarization, the coherency matrix can be decomposed into three eigenvalues, so its formula is $\frac{\lambda_2 - \lambda_3}{\lambda_2 + \lambda_3}$, which indicates the proportion of the second and third scattering components in the entire scattering matrix when the value of $H$ is greater than 0.7 [63]. In the case of dual-polarization, however, the coherency matrix can only be decomposed into two eigenvalues, where the formula of $A$ is $\frac{\lambda_2 - \lambda_3}{\lambda_2 + \lambda_3}$, the normalized difference of the 1st and 2nd eigenvalues, which is obviously different from anisotropy, represents the normalized difference of the importance of scattering type, rather than the difference between the second and third scattering components [44]. $\alpha$ is the mean
scattering angle (alpha angle) calculated by the weighted average of eigenvectors, with values of 0, $\pi/4$, and $\pi/2$, representing single-bounce scattering, volume scattering, and double-bounce scattering, respectively. More details on the dual-polarization H/alpha decomposition can be found in [64–69].

However, not all dual-polarization can be decomposed. There must be coherent polarimetric radars; otherwise, it is not possible to calculate the off-diagonal elements of the coherency matrix. Moreover, since the scattering matrix of dual-polarization is not complete, the random surface scattering and volume scattering information extracted from a dual-polarization SAR system are limited owing to the absence of cross-polarization and overlap among various scattering mechanisms in the entropy/alpha plane [65]. Therefore, the roughness and moisture effects cannot be separated as easily as in full-polarization. However, dual-polarization still has the potential to separate different types of volume scattering [67].

3.2. SAR Interferometry

Radar interferometry technology uses two single-track dual-antenna observations or single-antenna multiple orbit observations over the same area to form an interferometric pair. There are many factors that cause decoherence, including baselines of observations, elevation, location changes of the same pixel, and all types of noise. The coherence coefficient of a pixel is expressed as the product of several components [68]:

$$\gamma = \gamma_{orb} + \gamma_{topo} + \gamma_{noise} + \gamma_{atmosphere} + \gamma_{deformation}$$

The pixel’s positional change contains the most useful information, and it is also the main source of information used in various coherence-based studies [39,68,69]. In this study, since the time baseline was 12 days and the same sensor allowed us to ignore the spatial baseline difference of different interferometric pairs, we assumed that no other factors caused phase differences in the images except for glacial movement and accumulation or ablation. To use more information, we calculated texture information based on the interferometric coherence coefficients, which is detailed in the next subsection.

3.3. Texture Calculation

The gray level co-occurrence matrix (GLCM) proposed by Haralick et al. [70] is a widely used method to compute second-order texture measures. Many studies have shown that extracting texture information from radar data can effectively improve classification accuracy [71]. Some researchers have investigated the effect of backscatter changes on texture features and the robustness of texture features [72] and filtered out texture features suitable only for specific land surface types [71]. This study used nine different texture features inside three groups (contrast, orderliness, and statistics): Contrast, dissimilarity, homogeneity, angular second moment, energy, maximum probability, GLCM mean, GLCM variance, and GLCM correlation.

The next step was to reduce redundancy among the derived texture information. We overlaid nine texture images (layers) into a “multispectral image” and then used principal component analysis (PCA) to reduce redundancy. After this, the result was still a nine-layer data cube, but the information was concentrated in the first few layers (principal components). In our experiments, the first three layers of the data cube contained nearly 99% of the texture information, so we chose the first three layers to form the three data suites.

3.4. Data Suite Creation

Finally, the backscattering coefficient polarization decomposition parameters, interferometric coherence coefficient, and their respective texture features were combined to generate the three data suites (see Table 2); each contained seven layers. All three suites contained the local incident angle, elevation, and slope as the common layers. The other four layers were the backscattering coefficient (sigma naught); backscattering coefficient-based textures 1, 2, and 3 for the BC suite; entropy, anisotropy, alpha, and VV/VH ratio for
the PDP suite; and the coherence coefficient and coherence coefficient-based textures 1, 2, and 3 for the ICC suite, respectively. All preprocessing and information extraction were carried out in SNAP.

Table 2. Parameters (layers) included in each of the three data suites.

<table>
<thead>
<tr>
<th>BC Suite</th>
<th>PDP Suite</th>
<th>ICC Suite</th>
</tr>
</thead>
<tbody>
<tr>
<td>layer 1</td>
<td>sigma naught</td>
<td>entropy</td>
</tr>
<tr>
<td>layer 2</td>
<td>sigma naught_based texture_1</td>
<td>anisotropy</td>
</tr>
<tr>
<td>layer 3</td>
<td>sigma naught_based texture_2</td>
<td>alpha</td>
</tr>
<tr>
<td>layer 4</td>
<td>sigma naught_based texture_3</td>
<td>VV/VH ratio</td>
</tr>
<tr>
<td>layer 5</td>
<td>local incident angle</td>
<td>local incident angle</td>
</tr>
<tr>
<td>layer 6</td>
<td>elevation</td>
<td>elevation</td>
</tr>
<tr>
<td>layer 7</td>
<td>slope</td>
<td>slope</td>
</tr>
</tbody>
</table>

Since data from ascending (A) and descending (D) orbit nodes were used and Sentinel-1A had two polarization imaging modes (VV and VH), four data suites were formed for the BC and ICC suites based on the orbit node and polarization mode: Ascending co-polarization (A_VV), ascending cross-polarization (A_VH), descending co-polarization (D_VV), and descending cross-polarization (D_VH). However, for the PDP suite, polarization decomposition required two polarization data sources simultaneously, so only two data suites for PDP were formed: Ascending and descending PDP suites.

3.5. Integrated Machine Learning Method

The classifier is critical for classification accuracy. Machine learning algorithms have been fully applied and popularized in remote sensing research [73–75], especially for image classification and target change detection [76–79].

This study used the Classification Learner module in MATLAB R2020a software to perform the machine learning classification. The module included multiple classifier classes, but we only focused on four: Decision trees (Tree), support vector machine (SVM), k-nearest neighbor (KNN), and ensemble. Table 3 lists the 20 algorithms inside these four classifier classes.

Table 3. Four classifier classes and 20 machine learning classification algorithms in the MATLAB classification learner module.

<table>
<thead>
<tr>
<th>No.</th>
<th>Algorithm</th>
<th>Classifier Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fine Tree</td>
<td>Decision Trees</td>
</tr>
<tr>
<td>2</td>
<td>Medium Tree</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Coarse Tree</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Linear SVM</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>5</td>
<td>Quadratic SVM</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Cubic SVM</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Fine Gaussian SVM</td>
<td>Nearest Neighbor Classifiers</td>
</tr>
<tr>
<td>8</td>
<td>Medium Gaussian SVM</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Coarse Gaussian SVM</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Fine KNN</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Medium KNN</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Coarse KNN</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Cosine KNN</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Cubic KNN</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Weighted KNN</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Boosted Trees</td>
<td>Ensemble Classifiers</td>
</tr>
<tr>
<td>17</td>
<td>Bagged Trees</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Subspace Discriminant</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Subspace KNN</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>RUSBoosted Trees</td>
<td></td>
</tr>
</tbody>
</table>
The samples of various land surface types were read as a matrix and imported into the integrated machine learning classification. As Figure 3 shows, the vector boundaries (shapefile roi_shp) of the regions of interest (ROIs) were obtained from the Landsat 8 optical images after segmentation. Each glacier had an ROI shapefile containing five surface types: Snow, bare ice, debris, rock, and vegetation. We used the shapefile to clip the data suites. In particular, the NW and NE glaciers’ optical images did not show any vegetation near the glacier, so there were only four land surface types for these images. The number of sample pixels for each land surface type for each glacier exceeded 1000; 70% of the pixels were used as training samples, and the remaining pixels were used to evaluate classification accuracy.

Every sample matrix for each glacier was input into the integrated machine learning classification process to produce 20 sets of results and 20 trained models from the 20 classification algorithms. Each model had a predicted classification accuracy. The classification models with the highest prediction accuracy were selected as the optimized models to classify new data suites (Figure 4).

![Figure 4. Illustration of the integrated machine learning classification method. Different colored circles represent samples of various land surface types.](image)

**3.6. Feature Importance Calculation**

The Kruskal–Wallis test is a nonparametric test comparing multiple independent samples and creating a ranking, accompanied by a p-value to help explain reliability. In this study, we used the Diagnostic Feature Explorer tool [80] in MATLAB to perform the Kruskal–Wallis test and rank the importance of all features for each data suite. This consisted of three steps. First, the samples of all glaciers in each data suite were read as a matrix of \( n \times 8 \); the first seven columns corresponded to the seven layers in each data suite, and the last column was the label for the land surface type. Each row corresponded to a sample for a total of \( n \) rows. Then, three matrices were generated corresponding to the BC, PDP, and ICC data suites. Second, the Kruskal–Wallis test was performed for each feature in the matrix. Last, a chi-square statistical analysis was performed on the results from the second step, which were outputs from the analysis of feature ranking and the score for each feature in the matrix, where a larger score value indicated the higher importance of the corresponding feature. We then determined the importance of all features of the three types of data suites in the classification process based on the returned score value.
3.7. Aspect-Beam Angle

Terrain is an unavoidable influencing factor for microwave remote sensing in mountainous areas. In addition to shadowing and overlay masking, the terrain also alters the backscattering, which affects the subsequent feature extraction. In this regard, we introduced a new parameter to assist in evaluating the influence of the terrain of the glacier area on the glacier identification accuracy. The aspect-beam angle (δ) is defined as the angle between the radar beam’s propagation direction and the aspect of a pixel, ranging from 0 to 360 degrees, where the pixel aspect is calculated from the DEM data and indicates the orientation of the glacier surface at the pixel level.

As Figure 5 shows, when the pixel's aspect was in the same, right vertical, opposite, and left vertical state with the incident radar beam direction, δ was 0, 90, 180, and 270 degrees, respectively. This transformation reduced the three-dimensional spatial relationship between the ground surface and the radar antenna to two dimensions and divided it into four ranges:

- S (small): δ values ranging from 0 to 45 degrees and 315 to 360 degrees, representing total forward scattering;
- M (medium): δ values ranging from 45 to 135 degrees and 225 to 315 degrees, with the former called M_r and the latter called M_l, since they are located on the right and left sides of the direction of the radar beam propagation; they both represent a mixture of forward and backscattering scattering;
- L (large): δ values ranging from 135 to 225 degrees, representing total backscattering.

\[ \text{SD} = \text{ABS} (M_r - M_l) \]

\[ \text{PD}_V = M_r + M_l \]

\[ \text{SD}_H = \text{ABS} (S - L) \]

\[ \text{SD}_V = \text{ABS} (S - L) \]

where SD is short for symmetrical degree, PD is short for primary direction, V indicates vertical to the radar beam direction, H indicates parallel to the radar beam, ABS is the absolute value of the difference; these three secondary statistical characteristics all take values between 0 and 100, where a larger value of PD_V indicates that the glacier surface tends to be perpendicular to the radar beam direction, and vice versa. SD_H indicates the
symmetry of the glacier aspect about the plane parallel to the radar beam’s direction. The smaller the value, the better the symmetry, and vice versa. Similarly, SD_V indicates the symmetry of the glacier aspect about the plane perpendicular to the radar beam’s direction, and the smaller the value, the better the symmetry, and vice versa.

4. Results

4.1. Aspect-Beam Angle in Four Glaciers

According to the method described in Section 3.7, we obtained the aspect-beam angle of the four glaciers and then counted the proportion of the four sub-ranges (S, M_r, M_l, and L) in each glacier and the values of the three secondary statistical parameters (PD_V, SD_H, SD_V); their histograms under ascending and descending nodes are shown in Figure 6.

![Figure 6](image-url)

Figure 6. The statistics of the aspect-beam angle for the four glaciers. Each histogram corresponds to a glacier, with the x-axis corresponding to four subranges of the aspect-beam angle (S, M_r, M_l, L) and three secondary statistical parameters (PD_V, SD_H, SD_V), and the y-axis corresponding to the ratio of the respective pixel area to the total glacier area. The orange and blue bars indicate the ascending and descending nodes, respectively.

As for the distribution of the aspect-beam angle values in the four sub-ranges, in the NW glacier, they were mainly distributed in the M-left and L ranges, for images of the ascending node and S and M-right ranges, respectively, for images of the descending node, as expected. For the NE glacier, they were mainly distributed in the S and M-left ranges, for images of the ascending node and M-right and L ranges, respectively, for images of the descending node, also as expected. For the SW glacier, they were mainly distributed in the M-right and L ranges, for images of the ascending node and S and M-left ranges, respectively, for images of the descending node. For the SE glacier, they were mainly distributed in the S and M-right ranges, for images of the ascending node and M-left and L ranges, respectively, for images of the descending node. In addition, the cumulative differences between the four ranges of each glacier in different orbital directions, in descending order, occurred in the NE, SW, NW, and SE glaciers, indicating that the SE glacier was the least influenced by the sensor orbital direction and NE was most influenced.

Among the three secondary statistical parameters, the values of PD_V were taken from the SE, NE, SW, and NW glaciers in descending order, indicating that most of its surface area was oriented parallel to the radar beam, while the remaining three glaciers were the opposite. The values of SD_H were taken from SE, SW, NE, and NW in descending order, and SD_V was taken from SE, NW, NE, and SW in descending order. The values of these two ranges implied that the SE glacier had the best symmetry, both parallel and perpendicular to the radar beam plane, with NW having more pronounced symmetry about the sensor orbital plane, while the glacier surface aspect symmetry of both NE and
SW glaciers was weaker, and the difference between them was that the former tended to be more symmetric about the orbital plane and the latter tended to be more symmetric about the radar beam plane.

4.2. Machine Learning Classification Models

We obtained the prediction accuracy for 20 machine learning models from the three types of data suites for the four glaciers through the integrated machine learning classification algorithms. Among the four classifier classes, the SVM classifier class had the highest average accuracy (84.63%), followed by the ensemble classifier class (83.40%), tree classifier class (82.90%), and KNN classifier class (80.84%). The best classification accuracies from training using the four classifier classes for the four glaciers are shown in Figure 7a: The average prediction accuracy of all classifier classes for the NW glacier was the best (94.61%), followed by the NE glacier (89.64%), the SE glacier (86.35%), and the SW glacier (61.15%).

Figure 7b shows the prediction accuracy for the four glaciers from each of the 20 algorithms (see Table 3). For the tree classifier class, the average accuracy of its three algorithms for the four glaciers was between 60.73 and 96.64%, with a standard deviation of 13.04%. For the SVM classifier class, the average accuracy of its six algorithms was between 59.01 and 96.35%, with a standard deviation of 12.91%. For the KNN classifier class, the average accuracy of its six algorithms was between 51.12 and 94.53%, with a standard deviation of 14.81%. For the ensemble classifier class, the average accuracy of its five algorithms was between 55.32 and 97.30%, with a standard deviation of 15.66%.

From the above analysis, the optimal classification model for each glacier was filtered: They include boosted trees, bagged trees, and subspace KNN for the ensemble classifier class and fine tree from the decision trees class. After performing the classification to
determine the actual classification accuracy, we calculated the error between it and the prediction accuracy and further analyzed the effectiveness of these four algorithms using three commonly used quantitative algorithm quality metrics: Mean absolute error (MAE), root mean square error (RMSE), and mean error (Figure 8).

Figure 8. Comparison of the average prediction accuracy and actual accuracy of the four optimal algorithms, the numbers on the x-axis correspond to the algorithms in Table 3. The three algorithm quality indices for evaluation are MAE, RMSE, and mean error.

In Table 4, the first column is the glaciers, the second column is the selected algorithm with the highest classification accuracy, and columns 3–5 correspond to the three data suite categories, including all possible data suites in each category considering the orbit nodes and polarization modes. Each row represents the actual classification accuracy corresponding to each algorithm from different data suites, where error means the difference between the actual and predicted classification accuracies. A positive error value indicates that the actual classification accuracy is higher than the predicted accuracy and vice versa. The classification accuracy of these four models for all data suites ranged from 41.70 to 99.94%, and the error between them and the prediction accuracy ranged from –56.64 to 0.74%. Among them (Figure 8), the boosted trees and subspace KNN algorithms achieved the best classification accuracy in the actual classification with the smallest MAE and RMSE. Although the bagged trees also had high classification accuracy, the actual classification could not reach the optimal result, and the MAE and RMSE were large. For the fine trees, the classification accuracy was relatively low. Based on these results, we found that the boosted trees and subspace KNN algorithms were the best machine learning classification models with high accuracy and good robustness.

4.3. Classification Results from Different Data Suites

The false-color images of the classification results from the BC, PDP, and ICC data suites for each glacier are shown in Figures 9–11.
Table 4. Comparison between the overall accuracy and the prediction accuracy of the optimal model for four glaciers under different data suites.

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Algorithm</th>
<th>BC</th>
<th>PDP</th>
<th>ICC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A_VV</td>
<td>A_VH</td>
<td>D_VV</td>
</tr>
<tr>
<td></td>
<td>Boosted Trees</td>
<td>97.00</td>
<td>97.00</td>
<td>97.00</td>
</tr>
<tr>
<td></td>
<td>Bagged Trees</td>
<td>98.90</td>
<td>98.90</td>
<td>99.80</td>
</tr>
<tr>
<td></td>
<td>Subspace KNN</td>
<td>98.40</td>
<td>98.20</td>
<td>98.60</td>
</tr>
<tr>
<td></td>
<td>Error *</td>
<td>0.04</td>
<td>-0.07</td>
<td>-0.17</td>
</tr>
<tr>
<td>NE</td>
<td>Bagged Trees</td>
<td>97.10</td>
<td>96.80</td>
<td>98.60</td>
</tr>
<tr>
<td></td>
<td>Subspace KNN</td>
<td>98.20</td>
<td>98.20</td>
<td>98.20</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>0.08</td>
<td>0.60</td>
<td>0.13</td>
</tr>
<tr>
<td>SW</td>
<td>Fine Tree</td>
<td>67.10</td>
<td>67.00</td>
<td>66.30</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>-1.88</td>
<td>-11.15</td>
<td>-0.94</td>
</tr>
<tr>
<td>SE</td>
<td>Bagged Trees</td>
<td>97.10</td>
<td>96.80</td>
<td>97.30</td>
</tr>
<tr>
<td></td>
<td>Subspace KNN</td>
<td>96.80</td>
<td>96.20</td>
<td>98.00</td>
</tr>
<tr>
<td></td>
<td>Error</td>
<td>0.22</td>
<td>0.07</td>
<td>0.43</td>
</tr>
</tbody>
</table>

* Error represents the actual classification accuracy of each algorithm minus the prediction accuracy, a positive value indicates that the actual classification accuracy is higher than the prediction accuracy, and vice versa.

Figure 9. Classification results of the four glaciers from the four BC data suites (see Table 4). Each row corresponds to a BC suite of a specific orbit node and co/cross-polarization mode. Each column corresponds to a glacier or glaciers. The NE and SW glaciers are displayed in the middle column since they are close.
Figure 10. Classification results of the four glaciers from the two PDP data suites of both ascending (A) and descending (D) nodes.

For the BC data suite category, the overall accuracy (OA) of the four glaciers from the four data suites ranged from 55.85 to 99.94%, with a mean of 89.70%; specific to each glacier, the OA of the NW, NE, and SE glaciers was better than 97% in all four data suites. In contrast, the SW glacier had less than 65.36% accuracy. The different land surface types in descending order of recognition accuracy were snow (97.69%), rock (93.87%), bare ice (90.14%), debris (83.53%), and vegetation (72.19%). Further analysis of the confusion matrix combined with the false-color images of classification results (Figure 9) revealed that the largest percentage of misclassification occurred among the vegetation, bare ice, and debris surface types, causing a low OA for the SW glacier.

The OA of the four glaciers in the two data suites of the PDP data suite category ranged from 63.41 to 99.57%, with a mean of 89.07%. Among the four glaciers, the OA of the NW, NE, and SE glaciers was better than 96% in all the data suites, while the SW glacier had an accuracy of less than 63.91%. Land surface types are listed in descending order of recognition accuracy as follows: Snow (97.31%), rock (95.34%), bare ice (89.83%), debris (83.14%), and vegetation (69.52%). The false-color diagrams and confusion matrix of classification results (Figure 10) revealed that the low OA of the SW glacier was still caused by the misclassification of debris and vegetation, but it was better than that of the BC data suites in descending node.
Figure 11. Glacier classification results of four glaciers from the four ICC data suites.

5. Discussion

5.1. Importance Analysis of Features

To investigate the different roles of layers in each data suite during the classification, cross-correlation analysis and relative importance ranking for each data suite’s layers were performed.
As shown in the heat map of Figure 12a, the abscissa and ordinate correspond to layers 1–7 of each data suite, and the colors from red to blue range from a strong positive correlation to a strong negative correlation. For the BC suite, the Pearson correlation coefficient between any two of the seven layers was between −0.2 and 0.19. For the PDP suite, the correlation coefficient ranged from −0.97 to 0.45. In the ICC suite, the correlation coefficient ranged from −0.22 to 0.25. Among the three data suite categories, the correlation between any two layers in each data suite was not significant, except for the high cross-correlation between layer 1 and layers 2 and 5 in the PDP suite, which were the entropy and anisotropy from the H/alpha decomposition, respectively. This high cross-correlation implied that redundancy reduction can be achieved by retaining entropy instead of both in future studies.

![Figure 12](image)

Figure 12. (a) The correlation coefficient between any two layers in the BC, PDP, and ICC data suites. (b) The importance ranking of the seven layers in each of the BC, PDP, and ICC suites. The x-axis is the layers of each data suite (see Table 2), and the y-axis is the chi-square statistic value of the Kruskal–Wallis test, which represents the importance of the layer in the recognition of the surface type of the glacial area.

Through the method described in Section 3.6, each layer’s importance was calculated and sorted using the classification accuracy as a variable (Figure 12b). It was clear that glacier elevation was the most important topographic parameter in all three data suite categories, followed by layer 5, which was the local incident angle. These results were consistent with previous studies [23,40,41,45]. The slope was unexpectedly less important, probably because the difference in slope among the various land surface types in the four glaciers was not significant and therefore did not appear to contribute. The importance ranking of the layers related to radar information varied among the three data suites. Between the BC and ICC suites, the backscatter coefficients as well as the interferometric coherence coefficients were more important than the respective texture information, while in the PDP suite, the three polarization decomposition features had similar importance, but the polarization ratio was less important.
5.2. Impact of Data Suite on Glacier Identification

The differences among the three data suites were mainly manifested in the following three aspects: Composition structure, importance ranking, and robustness of classification effect.

Regarding the difference in composition structure, the first four layers of each suite comprised information from radar images, and the remaining three layers were from topographic data. In the BC suite, the radar information was sigma naught, which was very sensitive to the differences in the physical properties of land surface, especially the surface roughness closely related to elevation distribution [39]. The texture information derived from sigma naught further strengthened this difference. Therefore, the bare ice and debris inside the glacier were well recognized. In the PDP suite, the first four layers were the polarization decomposition parameters and the polarization ratio. The decomposed polarization features were used to determine the complexity of the scattering mechanism, the component of the non-primary scattering mechanism, and the mean scattering angle. Compared with the backscattering coefficients, these secondary statistical features appeared to be more advanced, especially the scattering mechanisms corresponding to the mean scattering angle, which were superior in distinguishing the debris from rocks and snow of different densities. Therefore, the PDP suite is recommended for debris-covered glaciers. In the ICC suite, the first four layers were the radar interference coherence coefficient and its texture information. The interference coherence coefficient is a parameter that reflects the similarity of the same pixel during two observations so that it will be affected by glacier movement. This parameter is more dynamic, and its advantage is that it can distinguish the glacier from the surrounding rocks, but when the glacier moves or changes quickly, it will lose coherence, making it difficult to identify the glacier effectively [81]. In this study, the data acquisition time of the descending data was 3 days later than that of the ascending data, which was close to the end of the ablation season. We speculated that this caused the coherence coefficient to decrease, which in turn led to an abrupt decrease in the glacier classification accuracy of the descending nodes of the ICC suite.

According to the importance sorting, we selected the first three most important layers in each data suite for false-color display (Figure 13). In the BC and PDP suites’ false-color images, the pixel brightness for ascending and descending orbits was symmetrical. This symmetry phenomenon was not found in the ICC suite, which had only some color change owing to R, G, B channel ratio changes. This mainly was because the spatial relationship between the antenna and the glacier surface changed only slightly during interferometry so that the coherence coefficient could be calculated to avoid complete decoherence in the ascending or descending images. Thus, the BC suite and PDP suite were more sensitive to sensor orbital direction than the ICC suite.

As designed, each data suite category had two or four data suites, depending on the orbital direction or polarization. However, according to Figure 11, we found that within each data suite, the effect of extracting glaciers or the accuracy of identifying land surface type was different. Taking the NE glacier as an example, the ICC suite’s OA did not reach 45% for the descending images; debris and bare ice were all misclassified as snow, which was much worse than the BC and PDP suites or even the ICC suite for ascending images. Considering that we used the same classification algorithm and the sample boundary in the ascending and descending data suites in the ICC suite category for the NE glacier, the only difference was the training samples’ pixel values. Since the ICC suite was not as sensitive to orbital direction as the BC and PDP suites, the only possibility may be that the interferometric coherence coefficients of the descending images changed and were not as favorable for glacier classification as the ascending images. Thus, the BC and PDP suites had better performances in identifying various glaciers and land surface types.
Figure 13. False-color images of four glaciers. R, G, B channels correspond to the first three important layers of each data suite: For the BC suite, RGB = elevation, sigma naught, and sigma naught-based texture_3; for the PDP suite, RGB = elevation, anisotropy, and entropy; for the ICC suite, RGB = elevation, coherence coefficient and texture_2 from the coherence coefficient. The left and right sides are four glaciers corresponding to the ascending and descending nodes, respectively. Each row represents the co-polarization and cross-polarization of three data suites from top to bottom.

5.3. Impact of Glacial Aspect on Recognition

This section analyzes how the glacier aspect distribution affected the glacier identification accuracy based on the results from Sections 4.1 and 4.3. Figure 14 shows the Pearson correlation coefficients and p-values between the glacier surface aspect-beam angle ranges and the glacier classification accuracy from the three data suite categories and their probabilities. It was found that the Pearson correlation coefficients were less than 0.5 and the p-values were greater than 0.05, indicating that there was no significant correlation between the four aspect-beam angle ranges and glacier identification accuracy. Among the three secondary statistical parameters (Equations (12)–(14)), only SD_V showed a p-value less than 0.05, with a Pearson correlation coefficient less than −0.6, indicating SD_V was negatively correlated with classification accuracy. This may imply that pixels with smaller SD_V values were identified with high classification accuracy. In other words, the glacier surface aspect that was more symmetrical about the sensor orbital plane was identified with higher accuracy. This significant negative correlation only occurred in the BC and PDP suites, which indicated again that the BC and PDP suites were more sensitive to the sensor orbital direction. On the other hand, it may also indicate that the glacier surface aspect had a limited role in identifying glaciers from the ICC data suite. A glacier can be divided into different subregions according to the S, M, and L ranges, or we can select satellite images with different orbital aspects from multi-angle observations to compensate for the negative correlation in the BC and PDP data suites. Sample selection, model training, and classification can be performed separately for each subregion to improve the accuracy of classification.
On the other hand, the main aspects of the NE and SW glaciers were more parallel to the radar beam direction than the other two glaciers, but the classification accuracy for the NE glacier was much higher than that for the SW glacier. By further comparing the elevation and slopes of the two glaciers (see Figure 2), we found that the NE glacier reached 2000 m in elevation and the SW glacier reached 3000 m. Furthermore, the NE glacier had a significantly higher pixel proportion than the SW glacier within a slope value of less than 15 degrees over that with a slope value above 15 degrees, or the NE glacier was relatively much gentler in slope than the SW glacier, thus improving the accuracy. Therefore, we speculate that the low recognition accuracy of SW glaciers in many data suites was due to the fact that there were more steep slopes inside the glaciers, which formed more electromagnetic wave disturbances and reduced the interpretability of the returned electromagnetic waves.

5.4. Uncertainties and Possible Transferability Analysis

The main contribution of this study was to compare the effectiveness of three mainstream radar information-based data suites in identifying debris-covered alpine glaciers with full consideration of the topographic features. The highest accuracy was not our ultimate goal, so there are some shortcomings to the study, such as the failure to consider the combination of radar and optical data and thermal data, which are beneficial for glacier identification according to previous studies [82–84]; thus, combining these data on the basis of this study should lead to better identification results. In addition, classical machine learning algorithms were chosen, and training samples were manually labeled that were not as smart as deep learning algorithms but still achieved satisfactory results with a limited training data set.

In the design of the radar information-based data suites, the dual-polarized Sentinel-1A data limits the choice of polarization decomposition parameters, especially compared to...
the fully polarized SAR data [26], which allows for more decomposition features, resulting in a PDP suite that enables more differentiation of land classes in glaciated areas and obtains higher accuracy.

Furthermore, radar wavelength was highly important in the interferometric process. The data in the C-band were chosen to have comparability between different data suites, and other bands may have had different effects, such as the L-band obtaining stronger penetration, interference coherence, and polarization capabilities because of its longer wavelength [85].

6. Conclusions

In this study, four glaciers with different aspects in the TP were selected as research sites, and three types of data suites were developed in combination with Sentinel-1A SLC data and topographic data: The BC suite, the PDP suite, and the ICC suite. They represented the three main types of radar information: The backscattering coefficient, polarization decomposition parameters, and the interference coherence coefficient, respectively. After sample selection with the aid of Landsat 8 OLI, an integrated machine learning classification method was used to select the optimal classification model and perform classification. Finally, the importance of each data layer within a data suite in glacier identification, the impact of the type of data suite, and the glacier aspect on the classification accuracy were compared and analyzed.

We conclude the following: (1) In all data suites, the elevation was the most important parameter affecting the accuracy of glacier identification, and the aspect-beam angle was the secondary important topographic parameter. In the BC and ICC suites, the secondary important factors were the backscatter coefficient and the interferometric coherence coefficient, respectively, while in the PDP suite, there were no particularly prominent radar parameters. (2) Both BC and PDP suites achieved robust and very high classification accuracy, especially the PDP suite, which was better than the BC suite at recognizing debris and rock. Therefore, it is recommended to identify debris-covered glaciers. Although the ICC suite achieves similar accuracy, it is not recommended for fast-moving glacier areas owing to its sensitivity to glacier movement speed. (3) The ICC dataset was less influenced by the directional features of the glacier surface, while the BC and PDP datasets were more influenced; the more symmetrical the glacier surface was about the sensor orbital plane, the more favorable the recognition. In addition, a small glacier slope was favorable for identification and vice versa. Therefore, the PDP suite is proposed for debris-covered alpine glacier identification and dividing the glacial area into different subdivisions according to the aspect-beam angle to perform the classification process separately, including selecting samples and training different models.
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Abbreviations

List of Main Abbreviations and Their Explanations (Alphabetical Order)

A\_VH  The VH polarization mode under the ascending node
A\_VV  The VV polarization mode under the ascending node
BC    Backscattering Coefficient
D\_VH  The VH polarization mode under the descending node
D\_VV  The VV polarization mode under the descending node
GLCM  Gray level co-occurrence matrix
ICC   Interference Coherence Coefficient
KNN   K-nearest neighbor
L     The angle between glacier surface orientation and radar beam propagation direction is between 135–225 degrees
M     The angle between glacier surface orientation and radar beam propagation direction is between 45–135 degrees or 225–315 degrees, the former is also called M\_r, the latter is called M\_l
NE    One of the four study sites, located in the middle of the Himalayas, the main orientation of the glacier is northeast
NW    One of the four study sites, located in the northwestern part of the TP, the main orientation of the glacier is northwest
OA    Overall Accuracy
PDP   Polarization Decomposition Parameter
PD\_V  Percentage of the glacier surface orientation perpendicular to the radar beam direction
S     The angle between glacier surface orientation and radar beam propagation direction is between 0–45 degrees or 315–360 degrees
SD\_H  Symmetry of the glacier surface orientation with respect to the plane parallel to the radar beam direction.
SD\_V  Symmetry of the glacier surface orientation with respect to the plane perpendicular to the radar beam direction.
SE    One of the four study sites, located in the southeast part of the TP, the main orientation of the glacier is southeast
SLC   Single-Look Complex
SVM   support vector machine
SW    One of the four study sites, located in the middle of the Himalayas, the main orientation of the glacier is southwest
TP    Qinghai-Tibet Plateau
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