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Abstract: Burrowing mammals such as European souks are widespread and contribute significantly to soil ecosystem services. However, they have declined across their range and the non-invasive estimation of their actual population size has remained a challenge. Results support that the number of burrow entrances is positively correlated with population abundance, and burrow locations indicate the occupied area. We present an imagery-based method to identify and count animals’ burrows semi-automatically by combining remotely recorded red, green, and blue (RGB) images, pixel-based imagery, and random forest (RF) classification. Field images were collected for four colonies, then combined and processed by histogram matching and spectral band normalization to improve the spectral distinctions among the categories BURROW, SOIL, TREE, and GRASS. The accuracy indexes of classification for BURROW kappa (κ) were 95% (precision) and 90% (sensitivity). A 10-iteration bootstrapping of the final model resulted in coefficients of variation (CV%) of BURROW κ for sensitivity and precision lower than 5%; moreover, CV% values were not significantly different between those scores. The consistency of classification and balanced precision and sensitivity confirmed the applicability of this approach. Our approach provides an accurate, user-friendly, and relatively simple approach to count the number of burrow openings, estimate population abundance, and delineate the areas of occupancy non-invasively.
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1. Introduction

Burrowing mammals which are ecosystem engineers occur in five faunal regions [1,2]. Their digging changes soil characteristics and resources for other organisms. This makes them important in maintaining ecosystem functions and services [3–6], including human health and well-being [7,8]. Several researchers [9–12] have argued that their disappearance has contributed to the significant deterioration of natural grassland ecosystems and loss of related functions and services. However, due to their underground life-style and uneven activity patterns, we know little about the dynamics of their population densities and abundances [13,14].

There is still one widespread but endangered and declining medium-sized, solitary, soil-dwelling key species of the European shortgrass steppes (primary and secondary), the European souslik (Spermophilus citellus, Linnaeus, 1766, souslik hereafter) [15,16]. Sousliks...
inhabit Pannonic loess and sand steppes that are dominated by *Festuca rupicola* and *F. pseudovina* species [17–19]. Sousliks stay in their individual, underground burrows during inactive periods but feed on the surface. Burrows go into the soil at an angle of $90^\circ$ or $25–30^\circ$ (mounds at the entrances) against the horizontal surface [20,21]. Burrow mounds and openings can be visually identified from their surroundings if vegetation does not hide them. Although soil and environmental characteristics determine how burrow mounds and openings erode or endure and atmospheric, light-shadow conditions can alter their visibility, they remain separable from their surroundings for years.

Estimation of the abundance of endangered burrowing mammals (i.e., ground dwelling sciurids) is generally carried out by visual surveys or counting of burrows as proxies for their abundance or area of occupancy [22–24]. Both methods have their flaws; however, there is a strong correlation between the number of active burrows and actual density [25,26]. Thanks to sousliks’ legal protection in the EU, their abundance should be and has been surveyed in various European countries, such as Austria, Poland, Czech Republic, Slovakia, Serbia, and Bulgaria, for several years [27]. Comparability of monitoring results would require a standardized method to be carried out in different countries, which has not been solved yet. Burrow counting carried out in Hungary since 2000 [28,29] is a promising method. Twenty-year data suggest that there (1) is a declining population trend and (2) are sudden extinctions and the population dynamics are asynchronized [18,29–32]. Benefits notwithstanding, the current protocol [29] is inappropriate for estimating the actual, numerical abundance of animals in a colony [26,33] because the estimated ratio of the number of burrow openings to burrow system is inaccurate [32,34]: it assumes an even density and complete occupation of the habitable area. In reality, sousliks show an uneven spatial distribution and uneven density within a habitable area due to both extrinsic (e.g., vegetation, food, soil, and terrain) and intrinsic (e.g., social structure, life history traits, and habitat choice) factors [35]. Therefore, an automatized, simple, accurate, and non-invasive method that can identify and count burrows in a colony’s area of occupancy would be welcomed by nature conservationists so that changes in their abundance or area of occupancy could be detected over time [36,37].

Traditional survey methods of the abundance or spatial distribution of animal populations have recently been replaced by non-invasively applied conservation drones and image processing techniques [38–43]. These aerial methods can decrease the high costs and labor requirements; overcome difficult access to large, remote areas; and increase the accuracy and precision of estimation. The automated identification of souslik burrows on images would enable us to (1) count the number of burrow openings (BOs) on images quickly and efficiently; (2) follow the changes in abundance, density, and distribution of BOs over the entire area of occupancy; and (3) make a more reliable and accurate estimate on the area of occupancy. A basic aerial survey method includes several steps until the manual or automated identification of relevant objects occurs by building an algorithm and then applying a predictive model to identify relevant objects automatically. Various spectral, topographical, or environmental variables may be needed and used to build a robust, flexible model. However, the necessary number and types of predictors for high accuracy of classification depend primarily on the size of the object to detect and the resolution of the images [44–47]. For the classification of images pixel- or object-based classification (segmentation), algorithms are usually applied. Although object-based imagery (OBI) is considered to perform better (provides higher overall accuracy in classification), it also requires increased computational capacity and a large amount of user processing. Additionally, the relatively small size of the “objects” of interest (BOs), the would-be required small scale of segmentation, and the small number of categories to differentiate indicated a priori that object-based imagery (OBI) and pixel-based imagery (PBI) would perform with similar accuracy. Moreover, we wanted to develop more user-friendly, easily replicable procedure (less computational and processing tasks; simple red, green, and blue (RGB) sensor; less expensive UAV); consequently, we chose the PBI [48,49] in advance for image processing, hoping it would provide sufficient efficiency in burrow detection and counting.
Following image processing, non-parametric (ensemble) classification methods are more frequently used for data collected by remote sensing [50]. Various studies have recommended the use of the tree-based random forest (RF) classification algorithm for spectrally noisy, remotely sensed data because of its robustness and superior performance in accuracy metrics over other non-parametric classifiers [51–54]. In terms of classification, a more easily replicable and easy to follow approach is also favorable. Therefore, a less complicated computational approach was an important factor to consider compared to object-based classification or other advanced deep learning classification algorithms that would require both larger computational capacity, data requirements, and expertise. Random forest generates a collection of de-correlated, independent trees, and then averages them [55]. Its popularity is also due, inter alia, to the fact that it is simple to use and is a robust method that works well for small sample sizes and high dimensional data [56]. There are also readily available statistics books that explain its benefits as compared to other boosting techniques [57,58]. Other advantages include high-predictive accuracy and applicability with highly correlated variables [59]. The latter circumstances are expected in our application, as we would like to accurately (high predictive accuracy) identify burrows, and indices used in model building were derived from spectral variables (correlation).

Our primary aim in this study was to explore the combination of UAV imagery and PBI with an RF classification technique to identify souslik BOs on images, which are good proxies for the actual abundance and location of sousliks. The premise of our approach was that burrows and other characteristic objects (soil, trees and shrubs, grass) have special spectral characteristics (spectral signatures) that can be used to identify and differentiate them in remotely sensed imageries. Another aim of this study was to support the notion of aggregated souslik burrows in a colony. We expected this special pattern but needed to test this premise to underline the importance of surveying large areas for accurate estimates of the number and locations of burrows. The final aim was to assess how applicable or useful our method is for detecting and distinguishing active souslik BOs from their surroundings by estimating the RF model’s accuracy and stability after image processing.

2. Materials and Methods

2.1. Field Survey

We collected images of four souslik colonies in the sampled areas between 1 and 31 July 2019 in Hungary with UAV imagery. Study sites were in coordinate system UTM/Zone 33 (Figure 1).

The colonies were found in different regions of Hungary and had short to medium-height grass [21]. Preliminary studies indicated that tall grass (mean > 18 ± 1.5 cm) disabled the application of UAV imagery and semi-automated detection due to the obscuration of BOs. Therefore, we excluded one site from the analysis in advance. We designated the study areas as Bakonykúti, Gerecse I, Gerecse II, and Kisoroszi.

All four colonies were located in the Pannonian grassland ecoregion. Xerophilous loess grassland of *Salvio nemorosae-Festucetum rupicolae* dominated three colonies (Bakonykúti, Gerecse I and Gerecse II; Ref. [60] and *Festucetum vaginatae* characterized the open sand grassland of the Kisoroszi colony [18]. Annual grass, perennial herbs, shrubs, and small trees dominated all grasslands. Each study site was under legal protection and located in a national park. This allowed little tourism at study sites, and they primarily served conservation aims. Grazing by sheep maintained short or medium-short vegetation all year around at all four sites which benefited sousliks’ survival and helped detect BOs in the field and on images.
We marked the exact locations of active animal BOs in the field with red–white–yellow flags (Figure S1). Then we took the first images of each area, removed the flags, and repeated the image recording process. This approach enabled us to find almost all BOs on each image visually and to use the flag-free images for further processing. The reports of the annual state monitoring and our visual observations of animals or their pellets at the BOs validated all four colonies as active souslik populations, and determined the core area of the colonies reliably.

We conducted the aerial surveys at all four test sites using a UAV with a visible range (RGB) camera onboard after we surveyed the area and marked each BO. After a few pilot surveys (with a 16 Mpx Ricoh GR II camera) on the Gerecse areas, we found a 24 Mpx Fuji X-T20 camera appropriate for the survey (main features: APS-C sensor; focal length of 14 mm; f/2.8 mm; automatic ISO speed; automated exposure time based on the sharpness, color saturation, and brightness of input images) (Table S1). We performed the aerial surveys in a fully automatic flight mode above the study area with image overlap of 80% and sidelong of 60% to ensure photogrammetric processing later. The focal length and resolution at an altitude of 25 m were found to be sufficient for recording BOs on a number of pixels. For later image orthorectification, we placed four or more ground control points at each site with a real-time kinematic correction GPS receiver unit (South Galaxy G1) with a maximum 1 cm error (horizontal and vertical accuracy). We used those ground control points to transform raw images into a Hungarian national coordinate system (EOV/HD72—EPSG:23700).

2.2. Statistical Analyses

We performed all statistics using TIBCO Statistica (2018; Version 13.5.0.17) and R (Version 4.0.1.3) [61–63]. More specifically, the algorithm used for calculating accuracy metrics was developed in R, but the confusion matrix and RF classification were calculated in Statistica. We also used R for analyzing spatial patterns, spectral transformations, and index generation using the Raster and RSToolbox packages. If we did not determine a level of significance in a specific analysis, then we generally used $p < 0.05$. 

![Location of studied souslik colonies in Hungary, and area and spatial position of images used for image processing.](image-url)
2.3. UAV Imagery and Spectral Data Pre-Processing

The image processing started with RGB unmanned aircraft system imagery in the field. A photogrammetric workflow including orthorectification followed UAV imagery, which resulted in an orthophoto mosaic to be processed by a supervised PBI [45,46,64]. The latter resulted in RGB derived spectral indices calculated from cloud-free and corrected RGB reflectance bands of any point (pixel) on the image. The raw images were processed in Agisoft Metashape Professional (Version 1.6.1) [65] to create RGB orthomosaics and digital elevation models (DEM) of the study sites. Thus, we ended up with four datasets, each transformed into the UTM/Zone33 coordinate system at 1 cm spatial resolution. At this scale, one average burrow opening (3–4 cm in diameter) covered ~7–12 pixels, which was enough to find a “pure” burrow pixel.

To increase orthomosaic similarity between images of the study sites for spectral sampling of field categories, consecutive processing steps were carried out on the mosaic images: histogram matching and spectral band normalization. First, we chose the orthomosaic of the Kisoroszi site as a reference histogram because atmospheric and flying conditions (at noon, without clouds) were optimal. Then we transformed all other histograms in comparison with that reference site. Secondly, we generated spectral indices based on the raw values of RGB bands. Then those raw values were normalized and centered. This image processing eventually resulted in predictors to be used in random forest (RF) classification (Table 1).

Table 1. List and descriptions of input variables (predictors) for the four RF models (M1.1, 1.2, 2.1, 2.2).

<table>
<thead>
<tr>
<th>Variable Acronym</th>
<th>Variable’s Long Name</th>
<th>Type</th>
<th>Reference or Description</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>Red</td>
<td>Spectral</td>
<td>Red colour band</td>
<td>M1.1-2, M2.1-2</td>
</tr>
<tr>
<td>G</td>
<td>Green</td>
<td>Spectral</td>
<td>Green colour band</td>
<td>M1.1-2, M2.1-2</td>
</tr>
<tr>
<td>B</td>
<td>Blue</td>
<td>Spectral</td>
<td>Blue colour band</td>
<td>M1.1-2, M2.1-2</td>
</tr>
<tr>
<td>CI</td>
<td>Coloration Index</td>
<td>Spectral</td>
<td>[67]</td>
<td>M1.1-2, M2.1-2</td>
</tr>
<tr>
<td>RI</td>
<td>Redness Index</td>
<td>Spectral</td>
<td>[69]</td>
<td>M1.1-2, M2.1-2</td>
</tr>
<tr>
<td>SLP</td>
<td>Slope</td>
<td>Topographical</td>
<td>[70]</td>
<td>M1.1</td>
</tr>
<tr>
<td>ASP</td>
<td>Aspect</td>
<td>Topographical</td>
<td>[71]</td>
<td>M1.1</td>
</tr>
<tr>
<td>TPI</td>
<td>Topographioc Position Index</td>
<td>Topographical</td>
<td>[72]</td>
<td>M1.1</td>
</tr>
<tr>
<td>TRI</td>
<td>Topographic Ruggedness Index</td>
<td>Topographical</td>
<td>[73]</td>
<td>M1.1</td>
</tr>
<tr>
<td>Rghness</td>
<td>Roughness</td>
<td>Topographical</td>
<td>[73]</td>
<td>M1.1</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
<td>Topographical</td>
<td>[74]</td>
<td>M1.1, M2.1</td>
</tr>
<tr>
<td>Grass height</td>
<td>Grass height</td>
<td>Topographical</td>
<td>Estimated height of surface point</td>
<td>M1.1</td>
</tr>
<tr>
<td>Site</td>
<td>Study site</td>
<td>Environmental</td>
<td>Study site</td>
<td>M1.1</td>
</tr>
</tbody>
</table>

We digitized the individually flagged BOs on orthomosaics in QGIS [75] by placing vector points on the central pixel. The burrow openings were always the darkest pixels on images. Therefore, those darkest pixels could always represent the BOs unambiguously. Burrows, trees, grass, and soil were the most characteristic and redundant field cover features of the sites. For better determination of category-specific spectral characteristics, we generated a different number of samples for the categories TREE, GRASS, and SOIL. The more difficult it was to distinguish a category from BURROW, the more samples we generated for that category to encompass its natural spectral variability. Since GRASS was the noisiest relative to BURROW, due to things such as shadows from grass tussocks near BOs, we generated a high number of samples representing grass. We found a total
of 89 burrows in the four sites. In addition, we generated 108 TREE, 164 SOIL, and 1381 GRASS random points on all four sites.

2.4. Random Forest Classification of Pixels

The main purpose of RF classification was to correctly identify BOs on images (category BURROW). Following the recommendations of statistical textbooks [55,76,77], the numbers of decision trees (ntree) and randomly chosen input variables (mtry) were set to 500 and 4 or 3, respectively (mtry = p^1/2, where p is the total number of predictors; Breiman, 2001; Table 1). To decrease model complexity, we identified important predictors from the initial set of predictors (spectral, topographic, and environmental variables and indices) based on the variable importance scores (VIS). This approach clarified the simplest but still most robust model for the classification. We used a total of 16 predictors and raw images in the initial model, Model 1.1 (M1.1). Then, the number of predictors was reduced (p = 9), and a new RF model, Model 1.2 (M1.2), was built. The third (Model 2.1, M2.1) (p = 9) and fourth (Model 2.2, M2.2) models (p = 8) used spectrally normalized images. The predictor site represents the general characteristics of the habitat (Table 1). Since we wanted to see if histogram matching and spectral band normalization could improve model performance, we ran RF classification on both raw (M1.1 and 1.2) and spectrally normalized images (M2.1 and 2.2). Various metrics of overall and per-class accuracy of classification were used to determine how successfully each model identified BOs on images. During RF model building, 63% of the original dataset was used for training and 37% for testing to avoid overfitting [78].

2.5. Evaluation of RF Classification

The correctness of the classification procedure was measured by the number of correct or incorrect classifications of points. Actual values could be “true” or “false,” and predicted values could be “positive” or “negative.” The terms True Positive (TP), False Positive (FP), True Negative (TN), and False Negative (FN) covered all options regarding the classification results. The different numbers and ratios of those probabilities expressed by overall accuracy, Cohen’s kappa, precision and sensitivity, and F-score were used to evaluate the performances of the classification models, in other words, how accurately the models classified actual pixels into one of the four RF categories. The classification models’ overall performance levels were compared by overall accuracy (OA; (TP + TN)/total).

Cohen’s kappa (κ)

\[ \kappa = \frac{\text{observed accuracy} - \text{chance agreement}}{1 - \text{chance agreement}} \]

Refs. [53,79] evaluated the agreement between predicted classification and actual values. It evaluated the correctness of the classification performed in comparison to randomly assigning values to one of the four categories. The κ can generally range from 0 to 1. A positive value would indicate that the classification is better than a random classification, whereas 0 would indicate that the classification does not perform better than a random classification process. According to our premise, we punished a misclassification of a souslik burrow (False Negative) and a misclassification of anything as a burrow (False Positive) equally, as we wanted to identify souslik Bos, and the correct or false classification of other objects in the environment (GRASS, TREE, SOIL) was left out of this evaluation. Per-class Cohen’s kappa (κBURROW) for producers’ (sensitivity, S = \(\frac{TP}{TP+FN}\)) and users’ accuracies (precision, P = \(\frac{TP}{TP+FP}\)), and F-score (\(\frac{2SP}{S+P}\)), which punished extreme values and differences between these two values more than other means, characterized BURROW-specific performance of the models and the relationship between the predicted and actual numbers of souslik BOs.
2.6. Model Stability

We evaluated the stability of the best model with 10-iteration bootstrapping. The number of decision trees (ntree) and number of input variables (mtry) were set to 500 and 3 respectively. With this iteration process, we could calculate and compare standard deviation (SD) and coefficient of variation (CV%) of $\kappa$ between models (M2.2\textsubscript{1}, M2.2\textsubscript{2}, \ldots, M2.2\textsubscript{10}). One test of model stability involved testing if the variance of $\kappa_{\text{BURROW}}$ for P and S (One sample test for variance) (1) was smaller than the average of the CV% of $\kappa_{\text{BURROW}}$ for P and S of Models 1.1, 1.2, and 2.1, and (2) could remain $\leq 5\%$ for either S or P. We defined CV% of a parameter in a population as the ratio of the standard deviation (SD) to the mean, and it was a dimensionless measure and considered a measure of stability of a population parameter. In our case, $\kappa_{\text{BURROW}}$ for P and S could be those parameters whose low variance across the iteration could be used to evaluate the stability of the final RF model. Since the test of a single variance assumed a normal distribution of the population parameters, we tested normality with a modified Kolmogorov–Smirnov–Lilliefors test for small sample size.

2.7. Spatial Distribution of Burrows (Mounds or/and BOs)

We performed point pattern analysis to investigate the spatial distribution of burrows at the study sites and to explore the potential interaction between the burrows. This meant to justify the need for our method compared to the notion that animals occupy the space randomly or uniformly. We computed the $G(r)$ nearest neighbour distances distribution function and the $F(r)$ empty space function for all study sites, assuming the burrows constitute a point pattern X at a study site. This was to explore whether there was an interaction between the location of the burrows, and if there was, then what type of interaction it could be. The $G(r)$ function measured the distribution of the distances from an arbitrary burrow to its nearest neighbour (i.e., the burrow nearest to it), that is,

$$G(r) = \Pr\{d(u, X \setminus \{u\}) \leq r \mid u \in X\}$$

where $u$ is an arbitrary burrow, and $d(u, X \setminus \{u\})$ is the shortest distance from $u$ to the point pattern $X$, excluding $u$ itself. The $F(r)$ function measured the distribution of all distances from an arbitrary point of the plane to its nearest burrow, that is,

$$F(r) = \Pr\{d(v, X) \leq r\}$$

where $v$ is an arbitrary point of the plane and $d(v, X)$ is the distance from $v$ to the point pattern $X$. At all study sites we compared the observed $G(r)$ and $F(r)$ functions to the Poisson point process (complete spatial randomness, CSR), which helped us decide the type of interaction that existed between the BOs. If the observed $G(r)$ ($F(r)$) function was below (above) CSR, then the distribution of BOs at the study site was rather regular. If the $G(r)$ ($F(r)$) was above (below) CSR, then the burrows showed a clustered pattern. To test whether this difference between the observed functions and CSR was significant, we simulated the upper and lower envelopes of CSR at each study site using the Monte Carlo approach.

3. Results

3.1. Evaluation of RF Classification

Overall accuracy of each model (from M1.1 to M2.2) (Table 2) was above 90%, which meant less than 10% overall or misclassification error for each model.
Table 2. Overall accuracies and kappa statistics, per-class BURROW kappa for S ($\kappa^S_{BURROW}$) and P ($\kappa^P_{BURROW}$), and their parameter estimates for each RF model. Coefficient of variation (CV%), confidence interval (CI).

<table>
<thead>
<tr>
<th>Model 1.1</th>
<th>Model 1.2</th>
<th>Model 2.1</th>
<th>Model 2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Accuracy</td>
<td>92.49</td>
<td>95.01</td>
<td>92.10</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.16</td>
<td>0.97</td>
<td>1.18</td>
</tr>
<tr>
<td>CV%</td>
<td>1.30</td>
<td>1.00</td>
<td>1.30</td>
</tr>
<tr>
<td>95% CI lower</td>
<td>90.12</td>
<td>93.00</td>
<td>89.68</td>
</tr>
<tr>
<td>95% CI upper</td>
<td>94.85</td>
<td>97.02</td>
<td>95.42</td>
</tr>
<tr>
<td>Cohen’s Kappa</td>
<td>0.76</td>
<td>0.84</td>
<td>0.76</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.04</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>CV%</td>
<td>4.6</td>
<td>3.6</td>
<td>4.6</td>
</tr>
<tr>
<td>95% CI lower</td>
<td>0.69</td>
<td>0.78</td>
<td>0.69</td>
</tr>
<tr>
<td>95% CI upper</td>
<td>0.83</td>
<td>0.90</td>
<td>0.83</td>
</tr>
<tr>
<td>$\kappa^P_{BURROW}$</td>
<td>0.90</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>CV%</td>
<td>7.40</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\kappa^S_{BURROW}$</td>
<td>0.75</td>
<td>0.59</td>
<td>0.91</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.09</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>CV%</td>
<td>11.70</td>
<td>16.80</td>
<td>6.70</td>
</tr>
</tbody>
</table>

Predictors R, G, B, GLI, CI, intensity, NGRDI, and RI were important for all four models (Table 1). Those eight spectral predictors remained relevant in M1.2, M2.1, and M2.2, while other environmental or topographic predictors were ignored based on VIS. The $\kappa$ indicated the highest overall performance was for M1.2 (Table 2). The other models performed worse according to $\kappa$, though the difference between M1.2 (the highest score) and M2.2 (the lowest score) was small (0.84 vs. 0.74).

Per-class (BURROW) model performance ($P_{BURROW}$, $S_{BURROW}$, $\kappa_{BURROW}$) was the primary focus of our classification, as we wanted to train our models to automatically identify souslik burrows on images and achieve high and balanced precision and sensitivity. The confusion matrix (Table S2 for M2.2) could show all performance measurement values; however, here we focus only on those values that reflected per-class BURROW model performances. M2.1 had the highest (0.96) and M1.2 the lowest (0.75) F-scores. The other two models’ F-scores are in line with the distinction between the accuracy metrics based on raw or spectrally normalized data (F-score $M1.1$ = 0.83; F-score $M2.2$ = 0.91). Regarding the difference between $P_{BURROW}$ and $S_{BURROW}$ values, M2.2 had the lowest difference (0.08) while M1.2 had the greatest difference (0.4). Concerning $\kappa_{BURROW}$ for P and S, Models 1.2 and 2.1 had the highest values, M2.2 trailed by 0.05, and M1.1 by an additional 0.05 (Table 2).

3.2. Model Stability

The standard deviation of $\kappa$ was significantly less than the test variance, which was determined as the average SD of $\kappa$ of models 1.1, 1.2, and 2.1 ($AVG_{SD}^{M1.1,1.2,2.1} = 0.034$, $n = 10$, Chi-square of $\kappa = 5.19 \times 10^{-4}$, $p = 1.36 \times 10^{-18}$; Table 3).

Levene’s test of the homogeneity of variances showed that the variances of CV% for $\kappa_{BURROW}$ for P and S did not differ significantly ($n = 10$, $F = 1.74$, $p = 0.20$). Moreover, the average CV% of models 1.1, 1.2, and 2.1 for $\kappa_{BURROW}$ for P and S were 2.47 (P) and 11.73 (S). The variance of CV% for $\kappa_{BURROW}$ for P or S was significantly smaller than the hypothetical (test) variance of 5% (CV% = 5, $n = 10$, Chi-square of $\kappa$ for $p = 0.022$, $p = 1.23 \times 10^{-12}$; Chi-square of $\kappa$ for $S = 0.0023$, $P = 1.17 \times 10^{-17}$). Both the Kolmogorov–Smirnov–Lilliefors and Shapiro–Wilk tests of normality suggested that both S and P followed a normal distribution; therefore, the “one sample test for variance,” could be used and the normality assumption was not violated (P: Shapiro–Wilk statistic = 0.87, $P = 0.086$; KS–Lilliefors statistic = 0.23, $P = 0.10$; S: Shapiro–Wilk statistic = 0.93, $P = 0.39$; Lilliefors statistic = 0.16, $P = 0.20$).
Table 3. How per-class (BURROW) Cohen’s kappa, standard deviation (SD), and coefficient of variation (CV%) for precision and sensitivity changed during the 10 iterations. For each iteration, different training (63%) and test (37%) subsets were selected randomly from the complete dataset.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Cohen’s Kappa for Precision</th>
<th>SD</th>
<th>CV%</th>
<th>Cohen’s Kappa for Sensitivity</th>
<th>SD</th>
<th>CV%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per-class (BURROW)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.96</td>
<td>0.04</td>
<td>4.30</td>
<td>0.85</td>
<td>0.07</td>
<td>8.00</td>
</tr>
<tr>
<td>2</td>
<td>0.82</td>
<td>0.06</td>
<td>7.10</td>
<td>0.95</td>
<td>0.04</td>
<td>3.80</td>
</tr>
<tr>
<td>3</td>
<td>0.79</td>
<td>0.06</td>
<td>7.90</td>
<td>0.97</td>
<td>0.03</td>
<td>2.90</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.84</td>
<td>0.06</td>
<td>7.20</td>
</tr>
<tr>
<td>5</td>
<td>0.94</td>
<td>0.04</td>
<td>4.70</td>
<td>0.91</td>
<td>0.05</td>
<td>5.60</td>
</tr>
<tr>
<td>6</td>
<td>0.97</td>
<td>0.03</td>
<td>3.30</td>
<td>0.94</td>
<td>0.04</td>
<td>4.50</td>
</tr>
<tr>
<td>7</td>
<td>0.96</td>
<td>0.04</td>
<td>3.70</td>
<td>0.87</td>
<td>0.06</td>
<td>7.00</td>
</tr>
<tr>
<td>8</td>
<td>0.97</td>
<td>0.03</td>
<td>3.40</td>
<td>0.85</td>
<td>0.06</td>
<td>7.10</td>
</tr>
<tr>
<td>9</td>
<td>0.85</td>
<td>0.06</td>
<td>7.30</td>
<td>0.82</td>
<td>0.07</td>
<td>7.90</td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.90</td>
<td>0.05</td>
<td>5.80</td>
</tr>
</tbody>
</table>

3.3. Spatial Pattern of BOs

The point pattern analysis (G(r): the nearest neighbor metric, F(r): the so-called empty-space function metric) performed on the souslik BOs as proxies for the presence and locations of animals indicated clustered spatial patterns at (i) Bakonykúti and Kisoroszi: a statistically significant and strong spatial aggregation point pattern, (ii) Gerecse I: a statistically significant but weak spatial aggregation. A nearly random spatial pattern was present at Gerecse II (Figure S2). The results showed that the spatial distribution of the BOs tended to appear in groups rather than in regular or uniform patterns.

4. Discussion

Our results supported the aggregated distribution of souslik burrows. This highlights the need for the survey of BOs in the whole area of occupancy if spatial boundaries or density changes of colonies over large areas are to be detected. Souslik colonies can cover several hectares; consequently, the estimation of their abundance or area of occupancy by detecting and counting burrow openings would require a comprehensive survey of large areas. Our UAV-imagery-based method achieved adequate accuracy and reliability in detecting burrows semi-automatically. The final model (M2.2) was stable [39,80,81] and showed (1) balanced numbers of FN and FP detections, (2) high and balanced per-class (BURROW) accuracy metrics between training and testing subsets or P and S values, and (3) a user-friendly (less costly and easy to use) and straightforward counting method of BOs. Nevertheless, the number of burrow openings of a burrow system belonging to one individual requires a narrower estimation in the future by other proximal sensing techniques. On the other hand, automated detection and counting of BOs were addressed successfully by our method (Figure S3). This means that it is ready to be established in the management of endangered souslik populations or modified to the characteristics of other burrowing mammals’ burrows. Censusing of animal populations is a prerequisite for their adequate management [40,82], and BOs provide good proxies for population estimation.

Technical Issues

The use of a 24 Mpx RGB sensor and spectral normalization, including correction and standardization of illumination and color using a reference site, improved the accuracy of detection of burrows. The optimal weather conditions for imagery at one site could provide a good reference for correcting other images. Those conditions (less obscuration of BOs and strong natural light illumination) at the reference site could have provided less spectral noise or overlap which otherwise could have decreased the performance of RF classification [83]. That image processing substantiated RF classification of image pixels effectively into categories with high P and S (over 90% accuracy). RF classification on raw
images resulted in a few FPs (high P, low overestimation), but S was low and much rarer than P. This meant a high number of FNs; consequently, we missed a number of burrows on those raw images. In a survey, that would have resulted in the underestimation of BOs, which would have indicated lower abundance or a smaller area of occupancy than the actual one. The imbalance between the numbers of FNs (high) and FPs (low) of the category BURROW was smoothed out (measured by κBURROW for P and S) by the application of spectral normalization, which was able to generate a smaller difference between FNs and FPs and still provide high TPs and TNs (Table 2). Although a small decrease in these accuracy measures was experienced after spectral normalization, κBURROW for S and P remained high (0.9) [84] and the FN × FP^−1 ratio was balanced. Balanced and still high S and P values were superior compared to higher and unbalanced S or p values, as either under- or overestimation would have been equally misleading [85]. Nonetheless, those balanced values may not remain stable for other samples, so how stable this FN × FP^−1 ratio remains should be tested further in the future.

Results indicated the irrelevance of DEM or micro-relief (unexpected) and site (expected) as predictors in classifying and detecting BOs successfully (M1.2, 2.2). This could be explained by the homogeneity of sites and insignificant difference between the frequency of BOs on elevations and depressions. Grass height was found to be unimportant in the RF classification. Within the acceptable range of grass height (short and medium high), shadows generated by grass tussocks did not obscure the few-centimeter-high BOs. As European sousliks abandon habitats where grass becomes tall, the problem of grass tussock shadows that could be confused with the darkness of BOs in the RGB channels and frequencies (spectral mixing) is not a real problem of concern. Certainly, it would still be possible to decrease the number of FN detections in tall grass by adding further spectral channels to sense with the application of hyper/multispectral or thermal cameras. Nevertheless, natural monitoring in any country focuses on estimating the number of burrows in existing local populations and not on exploring new, probably isolated, and small colonies living in suboptimal, tall grass circumstances.

Literature suggests an aggravated pattern of sousliks and burrows is due to behavioral (nepotism) or habitat characteristics (elevations) [86,87]. Therefore, more mountainous souslik habitats with steep slopes, as in areas in the Mediterranean (e.g., Greece and Bulgaria) might show a different picture from the perspective of site homogeneity and spatial distribution of animals. Certain micro-elevations can help sousliks survive flooding or avoid predators [21,35], but its importance is probably habitat-specific and may change with the slope of an area.

Homogenous habitat and physiological characteristics through the distribution range of a species and model stability are prerequisites to good model transferability, though there has not been a standardized way to measure that [88]. Therefore, testing the final model’s stability was crucial for the method’s application. To improve stability and the potential of transferability, careful attention was paid to sampling, data quality, and model parsimony. For careful sampling, we took images of areas with souslik burrows after meticulously searching them for occupancy of BOs. Finding quasi- and verified burrows on sites increased the sample size. BOs appear almost identical (dark holes) and the inter-category spectral differences between BURROW, SOIL, GRASS, and TREE were expected to be much larger than the intra-category variation due to different plants, souslik burrows, and soil types (calcareous soils including sandy loess, loess, or chernozem) at different locations. Sampling at various locations with larger environmental dissimilarities improves model transferability [88,89]; however, the environmental similarity of souslik habitats in the Pannonian ecoregion did not support colonies sampled far away because it would not have meant a larger environmental difference. Consequently, the relative proximity of selected colonies (Figure 1) did not theoretically decrease model transferability. For increased data quality and a more universal model, the four datasets were merged, and 63% of data were randomly selected from the combined dataset to train RF classification. The approach of Jin et al. [90] contributed to building a more location-independent model.
For a more parsimonious model, the simplest model with high and balanced accuracy was chosen as the best model (between S and P; small variation of Cohen’s kappa and its standard deviation; Table 2). All these considerations have helped and supported that the final model could be a good candidate for a universal model (reasonable, feasible, with good transferability potential) in spite of the small number of local populations in this study. Future research will encompass the study of transferability in different souslik populations, and we plan to expand the method into other ground dwelling species [88].

5. Conclusions

To summarize, we can clearly argue that the best model efficiency when detecting burrows accurately was high (~0.9) enough to be applied to counting burrows or delineating areas occupied by European sousliks. Our primary aim was to demonstrate that the semi-automated burrow detection and counting could provide a fair estimation of the number of burrows in a souslik colony (low quantity error). This approach is less concerned about how accurately burrows were localized. This means that if our future research aims at mapping or localizing burrows in space, then more classifiers, deep learning algorithms combined with more advanced imagery, will probably improve the local accuracy of burrow mapping. In other words, there is still room for improving the accuracy of burrow detection and counting by applying further and more advanced remote sensing techniques (multi- or hyperspectral or thermal cameras), approaches (segmentation and template matching), and classification methods (neural-network-based image classifiers) [91]. Those tools and methods are expected to better deal with the potential problem of shadows being confused with burrows. Then, spectral differences between natural shadows and dark burrow openings in the field may become more obvious and more easily distinguishable. With this, suboptimal weather conditions during field imagery may also become a less important factor to consider. Further research in that direction needs to compare the accuracy of different models. Then, a comparison of those different methods and measures of accuracy would also require more advanced accuracy measurements than kappa statistics [92,93].

However, this ready-to-use, non-invasive, simple approach reported in the manuscript can provide a useful tool for conservationists to count animal burrows used for population monitoring without much expertise in or resources for remote sensing. The application of this approach can be used to augment souslik or other burrowing mammal monitoring (e.g., mole rats and moles) using done by laborious manual counting of animal burrows.
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