Abstract: PlanetScope (PL) high-resolution composite base maps have recently become available within Google Earth Engine (GEE) for the tropical regions thanks to the partnership between Google and the Norway’s International Climate and Forest Initiative (NICFI). Object-based (OB) image classification in the GEE environment has increased rapidly due to the broadly recognized advantages of applying these approaches to medium- and high-resolution images. This work aimed to assess the advantages for land cover classification of (a) adopting an OB approach with PL data; and (b) integrating the PL datasets with Sentinel 2 and Sentinel 1 data both in Pixel-based (PB) or OB approaches. For this purpose, in this research, we compared ten LULC classification approaches (PB and OB, all based on the Random Forest (RF) algorithm), where the three satellite datasets were used according to different levels of integration and combination. The study area, which is 69,272 km$^2$ wide and located in central Brazil, was selected within the tropical region, considering a preliminary availability of sample points and its complex landscape mosaic composed of heterogeneous agri-natural spaces, including scattered settlements. Using only the PL dataset with a typical RF PB approach produced the worse overall accuracy (OA) results (67%), whereas adopting an OB approach for the same dataset yielded very good OA (82%). The integration of PL data with the S2 and S1 datasets improved both PB and OB overall accuracy outputs (82 vs. 67% and 91 vs. 82%, respectively). Moreover, this research demonstrated the OB approaches’ applicability in GEE, even in vast study areas and using high-resolution imagery. Although additional applications are necessary, the proposed methodology appears to be very promising for properly exploiting the potential of PL data in GEE.
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1. Introduction

Satellite remote sensing (RS) offers critical information for mapping and understanding our planet’s surface. RS-derived geo-information has been extensively used to address relevant topics in tropical areas such as deforestation, biomass estimation, biodiversity loss, and drought [1], and their impacts on rural communities, soils, vegetation, wildlife, watersheds, and global warming climatic trends [2]. The creation of land use/land cover (LULC) maps, which depict how land is utilized for various human purposes or the physical properties of the Earth’s surface, is a typical RS data use [3]. LULC maps offer critical information for studying landscape composition and configuration, and identifying changes in the landscape along its LULC gradients [4,5]. Understanding LULC changes and locating transformation hotspots are crucial for ecosystem monitoring, protection, and management [6,7].

RS data archives are constantly expanding, with rising satellite availability and image resolutions (radiometric, spectral, spatial, temporal), allowing users to potentially access and study massive time-series datasets, but with increasing time and computing costs. In
recent years, RS data processing has shifted from traditional workstations with cutting-edge, often costly hardware and RS software, to cloud-based platforms. The latter enable users to instantly access and analyze pre-processed geospatial data via user-friendly, web-based interfaces and powerful scripting languages [8]. Among these systems, Google Earth Engine (GEE) is a cloud-based geospatial analytic platform that allows users to tackle the fundamental difficulties of managing enormous volumes of data, and their storage, processing, and analysis in a highly effective manner [9].

The recent partnership between Google and Norway’s International Climate and Forest Initiative (NICFI) has led to the addition of NICFI PlanetScope Basemaps (700+ geospatial high resolution, 4.77 m, datasets) to GEE’s public data catalog [10]. These datasets provide broad time series (December 2015–August 2020, biannual; September 2020 onward, monthly), four-band (RGB+NIR), and coverage of 94 countries across the global tropics [11]. The availability of PlanetScope (PL) data within GEE is an important step forward for detecting and monitoring LULC dynamics at high resolution, including small-scale disturbances, in tropical landscapes.

Ordinary LULC automated classification algorithms for RS data use training data to build spectral signatures of selected LULC classes and pixel-based (PB) discrimination between selected classes using more or less advanced classification algorithms [12,13]. Object-based (OB) approaches (so-called GEographic Object-Based Image Analysis—GEOBIA) have become more popular due to their capability to delineate and classify landscape objects or patches at different scales [14–16]. An essential stage in object delineation is pixel clustering and segmentation, aiming to combine comparable pixels into image clusters and transform them into vectors [17,18]. Despite the increased processing cost of segmentation and numerous features for classification, OB approaches often yield better results for higher resolution data, whereas the PB approach is generally suggested for lower image resolutions [19]. OB classification processes, usually performed within specific, often proprietary, image processing software [20], can also be successfully implemented in GEE [16,21]. In this environment, the Simple Non-Iterative Clustering (SNIC) method has been proven to be particularly effective in similar grouping pixels and identifying probable unique objects or landscape patches. SNIC was successfully applied using high-resolution images [18,19] or medium-resolution satellite data, such as Landsat [16,22]. Following image clustering, GEOBIA performs object categorization by combining spectral and geographical information with the texture and context information of the image [21,23]. The Gray-Level Co-occurrence Matrix (GLCM) can be used in GEE to extract the objects’ textural indices that represent additional information used in the classification [21,24]. The OB approach has been effectively implemented in GEE for various applications: crop mapping in the Sanjiang plain, China, using S2 data and combined growth-period attributes [25]; LULC classification and analysis of the Munneru River Basin, India [26]; and crop classification in the Heilongjiang province, China, using Sentinel-1 time series [27].

In the classification of LULC, non-parametric machine learning (ML) techniques generally yield better results than standard classifiers since they do not need hypotheses about the input data distribution. Among the various ML classifiers, the Classification and Regression Tree (CART) is a binary decision tree classifier that employs a predetermined threshold [13], while Random Forest (RF) is an ensemble classifier that uses multiple CART [28]. The latter is one of the most effective, accurate, and broadly used classifiers used for LULC classification [29]. The Support Vector Machine (SVM) is also an excellent classifier, but its application is more challenging since it needs the definition of essential input parameters as the kernel type [30]. RF is the most extensively used ML method in the GEE context [31] and, in general, for remote sensing data categorization [32,33]. This is due to its non-parametric nature, ability to manage dimensionality and overfitting, and excellent performance compared to other classifiers. RF is based on numerous CARTs, with their average used to make the final classification. One of its most significant inherent weaknesses is the unknown splitting rules [34].
Integrating satellite data from different sensors is a common approach in RS science [35,36]. Sentinel-2 (S2) and Sentinel-1 (S1) data have been often combined to improve the accuracy of LULC classification [37–39], and also integrated with Landsat 8 data [40,41]. PL imagery has previously been combined with S2 and S1 in PB land cover classification approaches for crop mapping of smallholder farms in eastern India using SVM [42], and crop and LULC mapping in Northern Malawi, using RF within GEE [43]. The former achieved the highest accuracies when using the model that included all three sensors (85%). The overall accuracy was 3% higher than that obtained with the best two-sensor model and 13% higher than that obtained with the best one-sensor model. Similarly, in the latter, the combination of the three sensors outperformed all other image combinations, producing higher overall accuracies (>85%) with 13.53% and 11.7% improvement in the Sentinel-2-only experiments. In all these applications, the higher spatial resolution of PL imagery improved the classification accuracy of smaller features.

To the best of our knowledge, only one study has partially quantified the improvement from applying an OB approach to PL data within GEE [21]. Differently, no study has assessed the advantages of integrating the PL imagery with Sentinel 2 and Sentinel 1 data for an OB LULC classification within the same cloud environment. Adopting an OB approach, which combines the object identification and the textural analysis steps typical of GEOBIA processes, considering the PL spatial resolution may be beneficial to improve the thematic and geometric accuracy. At the same time, the data integration of PL with the S2 and the S1 datasets may further improve the classification results due to the broader spectral information available, keeping the native PL resolution. In this direction, in this research, we compared ten LULC classification approaches in GEE (PB and OB, all based on the RF algorithm), where the three satellite datasets were used according to different levels of integration and combination. The objective was to assess the advantages of (a) adopting an OB approach with PL data; and (b) integrating the PL datasets with Sentinel 2 and Sentinel 1 data in PB or OB land cover classifications.

2. Materials and Methods

2.1. Study Area

The study area, which is 69,272 km$^2$ wide, is located in Central Brazil (13.305°S, 46.770°W), north of Brasilia city, and partially covering the states of Tocantins, Goiás, and Bahia (Figure 1). The zone is characterized by a multifunctional and heterogeneous landscape mosaic with abundant agricultural lands, wooded areas, shrublands, and scattered artificial surfaces. The study area was chosen within the tropical region (where the PL images are available in GEE) to effectively design and test the methodology. Moreover, it was selected considering its high variability and, as explained later, the availability of a preliminary set of ground points.

2.2. Training and Validation Sample Data

Two thousand four hundred homogeneously distributed sample points were collected to train the RF classifier and validate the LULC classification results (Table 1). About 850 of these points were obtained from the Brazil Data Cube, a geospatial platform developed by the National Institute for Space Research (INPE), Brazil [44]. Considering the size of the study area and the research objectives, this initial dataset was integrated into QGIS with additional sample points, obtaining LULC information from Bing maps, Google maps, and the PL data (visible and infrared composite orthoimages) [45]. This approach is largely used in the literature [16,46]. The visual comparison of the available base images and the classification of sampling points was performed within the interface of the AcATAmQ QGIS plug-in [47]. According to the already available ground truth dataset, seven classes were used for the LULC classification (Table 1).
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Figure 1. Study area location in Brazil (a,b). Visible and infra-red composite images of PlanetScope (c,d) and Sentinel 2 (e,f). VV (g) and VH (h) composite images of Sentinel 1.

Table 1. Land cover classes and number of sample points used in the research.

<table>
<thead>
<tr>
<th>Land Cover Classes</th>
<th>Number of Sample Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Woodlands</td>
<td>341</td>
</tr>
<tr>
<td>Shrublands</td>
<td>457</td>
</tr>
<tr>
<td>Grasslands</td>
<td>424</td>
</tr>
<tr>
<td>Croplands</td>
<td>422</td>
</tr>
<tr>
<td>Built-up</td>
<td>225</td>
</tr>
<tr>
<td>Bare soil</td>
<td>286</td>
</tr>
<tr>
<td>Water bodies</td>
<td>245</td>
</tr>
</tbody>
</table>

2.3. Methodology

The research methodology compared ten LULC classification approaches (PB and OB, all based on the RF algorithm) applied to various dataset combinations (Table 2). In addition to five classifications of dataset combinations including PL data, five additional classifications based on S2 and S1 composite datasets were considered to extend the analysis and assess the thematic accuracy improvements of integrating PL data with S2 and S1 data. The general workflow of the research includes four main steps (Figure 2): (1) composition of the base datasets; (2) textural analysis and image segmentation; (3) LULC classification; and (4) accuracy assessment. The first step is to compose the available S2, S1, and PL images for the selected period and in the selected study area. The second is aimed at the textural analysis applying the GLCM algorithm, the image segmentation using SNIC, and the data composition to obtain the final feature dataset for the classification. The third step includes the RF classifications (PB or OB) using for training a subset of the sample...
points and the dataset combinations obtained in the previous steps. The last step is the accuracy assessment through a confusion matrix calculated using a validation subset of the sample points classified using the same RF classifiers of the previous step. A statistical assessment of the accuracy differences between the various classifications was performed through multiple McNemar tests.

Table 2. Sources of multispectral and textural information and datasets used for object recognition in the various approaches compared in the research. PB: pixel-based, OB: object-based, S2: Sentinel 2, S1: Sentinel 1, PL: PlanetScope.

<table>
<thead>
<tr>
<th>Approach Type</th>
<th>Approach Code</th>
<th>Multispectral Information</th>
<th>Textural Information</th>
<th>Object Recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB</td>
<td>PB_S2</td>
<td>S2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PB_S2S1</td>
<td>S2, S1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PB_PL</td>
<td>PL</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PB_S2S1PL</td>
<td>S2, S1, PL</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>OB</td>
<td>OB_S2</td>
<td>S2</td>
<td>S2</td>
<td>S2</td>
</tr>
<tr>
<td></td>
<td>OB_S2S1</td>
<td>S2, S1</td>
<td>S2</td>
<td>S2</td>
</tr>
<tr>
<td></td>
<td>OB_S2S1T</td>
<td>S2, S1</td>
<td>S2, S1</td>
<td>S2</td>
</tr>
<tr>
<td></td>
<td>OB_PL</td>
<td>PL</td>
<td>PL</td>
<td>PL</td>
</tr>
<tr>
<td></td>
<td>OB_S2S1PL</td>
<td>S2, S1</td>
<td>PL</td>
<td>PL</td>
</tr>
<tr>
<td></td>
<td>OB_PLS2S1</td>
<td>PL, S2, S1</td>
<td>PL</td>
<td>PL</td>
</tr>
</tbody>
</table>

Figure 2. The methodological workflow of the research.
2.3.1. Satellite Data: Sentinel-2, Sentinel-1, PlanetScope

The two European Space Agency (ESA) S2 satellites (A and B) are equipped with a multispectral sensor (MSI) that can detect 13 spectral bands with a spatial resolution of 10, 20, and 60 m and a temporal resolution of 4 days on average [48,49]. In GEE, S2 data are provided in the L1C (orthorectified top-of-atmosphere reflectance) and L2A (orthorectified atmospherically corrected surface reflectance) processing levels. Three quality assessment (QA) bands are provided at the L2A level, one of which (QA60) is a bitmask band with cloud mask information.

The S1 satellites (A and B), also launched by ESA, use a dual-polarization C-band Synthetic Aperture Radar (SAR) sensor with a spatial resolution of 10, 25, or 40 m and a temporal resolution of 6–12 days. S1 Ground Range Detected (GRD) scenes are pre-processed with the Sentinel-1 Toolbox (thermal noise removal, radiometric calibration, terrain correction) to provide the calibrated, ortho-corrected imagery available in the GEE cloud environment. Due to the S1 satellites’ operational characteristics, the S1 images are available in the study area with a revisit time of 12 days and only from descending orbits.

PlanetScope controls the world’s largest earth-observation satellite constellation, with over 150 satellites popularly known as “Doves”. These satellites have tiny dimensions (10 × 10 × 30 cm and a weight of about 4 kg) and provide daily sun-synchronous images of the entire Earth’s surface. The sensors on PL satellites capture imagery with a 3–5-m resolution and four spectral bands (RGB and NIR). PlanetScope data access from GEE is currently a paid service based on Planet’s Orders API cloud-storage destinations [50]. To access NICFI PL data, available for the tropical areas, the GEE users must follow a specific procedure and require approval by the NICFI [51]. In GEE, PL composite images are available in the WGS 84/Pseudo-Mercator (EPSG 3857) Coordinate Reference System, in contrast to the S2 and S1 images, which are georeferenced according to WGS84 (EPSG 4326).

2.3.2. Dataset Composition

Creating the base dataset is critical in the LULC classification processes [52]. In this research, the composition of the S2 dataset started by building a filtered and cloud-masked image collection of S2 L2A, including 547 images. This initial filtering was performed for the study area and the period of interest (from 1 August 2018 to 30 September 2019). The latter was defined considering the reference time of the initial ground control points dataset. Then, the Normalized Difference Vegetation Index (NDVI), the Normalized Difference Moisture Index (NDMI), the Green Normalized Difference Vegetation Index (GNDVI), and the Bare Soil Index (BSI) were calculated for each image (Table 3). The NDVI is often used to map changes in land cover [53,54] and significantly improves classification accuracy when used for the LULC classification [55]. The GNDVI and the NDMI are normalized ratios similar to the NDVI, but instead of the red band, the former uses the green band and the latter uses the short-infrared band. The GNDVI is more sensitive to the chlorophyll content of the leaves [56], whereas the NDMI is more sensitive to the water content in the spongy mesophyll of vegetation [57]. The BSI is generally used to distinguish bare soil from other land cover categories [58] and categorize and monitor seasonal bare soil locations [59]. A mean-based reduction step was applied to S2 bands and the derived spectral indices to obtain the final S2 composite dataset.

Table 3. Spectral indices and related formulas used in the research.

<table>
<thead>
<tr>
<th>Index</th>
<th>Formula</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDVI</td>
<td>( \frac{\text{NIR} - \text{RED}}{\text{NIR} + \text{RED}} )</td>
<td>Rouse et al., 1973 [60]</td>
</tr>
<tr>
<td>GNDVI</td>
<td>( \frac{\text{NIR} - \text{GREEN}}{\text{NIR} + \text{GREEN}} )</td>
<td>Gitelson et al., 1996 [61]</td>
</tr>
<tr>
<td>NDMI</td>
<td>( \frac{\text{NIR} - \text{SWIR1}}{\text{NIR} + \text{SWIR1}} )</td>
<td>Hardisky et al., 1983 [62]</td>
</tr>
<tr>
<td>BSI</td>
<td>( \frac{(\text{SWIR1} + \text{RED}) - (\text{NIR} + \text{BLUE})}{(\text{SWIR1} + \text{RED}) + (\text{NIR} + \text{BLUE})} )</td>
<td>Rikimaru et al., 2002 [63]</td>
</tr>
</tbody>
</table>
The composition of the S1 dataset was performed by initial filtering based on the same period and area of interest, instrument mode (IW), and transmitter–receiver polarizations (VV and VH). The filtered dataset includes 212 S1 images. A simple reduction was applied to obtain a final composite image containing the mean VV and VH bands. These bands were added to the S2 dataset to construct the base S2-S1 dataset.

Similarly, the PL dataset was derived by performing initial filtering based on the same period and area of interest. Considering the type of available PL images from the Planet NCFI program in the selected period, only one four-band 6-month composite image was available with a spatial resolution of 4.77 m. The NDVI and GNDVI (Table 3) were calculated from this image and added to the initial bands to obtain the base Planet composite dataset.

Before proceeding to the final band composition, to harmonize the different datasets, S2- and S1-derived layers were resampled to a resolution of 4.77 m using a bicubic interpolation [64]. The PL dataset was re-projected to the WGS84 CRS.

2.3.3. Textural Analysis and Segmentation

Object-oriented classification generally involves a segmentation stage aiming to group pixels into objects before classification. Then, on an object-by-object basis, a variety of textural, shape, and size information may be computed and used to enhance the classification and avoid the salt-and-pepper effect [56]. In this regard, we combined two steps as performed in previous studies [16,21]: the Gray-Level Co-occurrence Matrix (GLCM) for the extraction of the textural indices statistics and Simple Non-Iterative Clustering (SNIC) to identify spatial clusters (our image objects). The textural analysis and segmentation step, based on GLCM and SNIC algorithms, was applied only within the OB approaches and on the various dataset combinations used in the study (Table 2). The GLCM algorithm application in GEE computes texture metrics around each pixel of every band. The GLCM is a tabulation of how often different combinations of pixel brightness values (grey levels) occur in an image. The algorithm requires an 8-bit (gray-level) image as input. As previously undertaken in similar studies [16,21], this image was generated for S2 and PL data through a linear combination of NIR, red, and green composite bands (Equation 1). For the S1 data, after testing various indices, a normalized difference index was applied to the VV and VH bands (Equation (2)):

\[(0.3 \times \text{NIR}) + (0.59 \times \text{RED}) + (0.11 \times \text{GREEN})\]  
\[(\text{VH} - \text{VV})/(\text{VH} + \text{VV})\]

The gray-level images were rescaled in the 0–255 range, using the 2nd and the 98th percentiles, before the GLCM application to improve the textural analysis results. After various tests, the window size for GLCM was set at 2 pixels for S2 and S1, and 5 pixels for PL data. Among the many textural indices calculated with GLCM, five main indices were selected for the subsequent steps (Table 4). The layers containing these textural indices, extracted from S2, S1, and PL data, were added to the other layers according to the combinations reported in Table 1 to obtain a multispectral-textural dataset.

SNIC analysis in this research was performed on the visible and NIR four bands of S2 (10 m) or PL (4.77 m) datasets. After some tests, SWIR of S2 was excluded in this step since it did not improve the image clustering process. The SNIC algorithm is an improved version of the Simple Linear Iterative Clustering (SLIC) algorithm. The algorithm clusters pixels in the combined five-dimensional color and image plane space to efficiently generate compact, nearly uniform superpixels [65]. In GEE, it identifies the objects (clusters) according to the input parameters (compactness, connectivity, neighborhood size, and seed spacing). It generates a multi-band raster including the clusters and additional layers containing the average values of the input features. Although the first three parameters were the same for S2 and PL datasets (1, 8, 128, respectively), the seed spacing was varied to account for the different native spatial resolutions and the expected average object size (S2: 8, PL: 4.77 m).
These values were iteratively selected after many trials and visual analysis of SNIC outputs. The average values of the bands contained in the multispectral-textural datasets were calculated on an object basis using a “reduce connected component” step to create the dataset for the subsequent RF classification.

Table 4. Textural indices calculated using the Gray-Level Co-occurrence Matrix (GLCM).

<table>
<thead>
<tr>
<th>CODE</th>
<th>Textural Index Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASM</td>
<td>Angular Second Moment: measures the number of repeated pairs in the image</td>
</tr>
<tr>
<td>CONTR</td>
<td>Contrast: measures the local contrast of an image</td>
</tr>
<tr>
<td>CORR</td>
<td>Correlation: measures the correlation between pairs of pixels in the image</td>
</tr>
<tr>
<td>VAR</td>
<td>Variance: measures how spread out the distribution of gray-levels is in the image</td>
</tr>
<tr>
<td>IDM</td>
<td>Inverse Difference Moment: measures the homogeneity of the image</td>
</tr>
</tbody>
</table>

2.3.4. LULC Classification

The LULC classification is based on a typical supervised strategy that requires collecting the relevant information from the training points to train the classifier [66]. In GEE, a “sampleRegion” operation transfers the features’ information to the training and validation sample points. The “scale” parameter (set at 20 m for the S2 and S1 outputs, and 10 m for the PL-based outputs) averages the features locally by a downscaling step. The classification is achieved using the RF machine learning classifier, which uses bootstrap aggregation (bagging) to create multiple decision trees (DTs). The algorithm then combines the outputs using a majority voting approach to obtain a more accurate prediction. The classifiers were trained using a dataset obtained by randomly picking 70% of sample points for training, with the remaining 30% being utilized for validation. The training and validation subsets were the same for all the studied approaches to effectively compare the various approaches’ performance. In RF applications, this 70/30 ratio is quite prevalent [67–69]. A graph was plotted using the variable importance included in the output from the “explain” command to visualize features’ relevance in each classification. This graph was used for each approach to empirically analyze and iteratively select the more crucial bands for the LULC classification. This step increased the OB-RF classification speed and overcame some of GEE’s image size limitations.

2.3.5. Accuracy Assessment

The confusion matrix (CM) technique, a commonly used methodology based on comparing classification outputs with ground truth data, was used to assess the accuracy of the various approaches [70,71]. The matrix was used to produce specific accuracy measures: Overall Accuracy (OA, Equation (3)), Producer’s Accuracy (PA, Equation (4); also known as “recall”), and User’s Accuracy (UA, Equation (5); also known as “precision”), according to the following formulas:

$$\text{OA} = \frac{\text{Number of correct predictions}}{\text{Total number of predictions}}$$  \hspace{1cm} (3)

$$\text{PA} = \frac{\text{Number correctly identified in a given map class}}{\text{Number actually in that reference class}}$$  \hspace{1cm} (4)

$$\text{UA} = \frac{\text{Number correctly identified in a given map class}}{\text{Number claimed to be in that map class}}$$  \hspace{1cm} (5)

The OA is commonly expressed as a percentage, with 100% accuracy indicating that all reference sites were correctly classified [72]. At the class level, PA is the ratio of true positives to the total number of true positives and false negatives, whereas UA is the ratio
of true positives to the total number of true positives and false negatives. The UA is the omission error’s counterpart, whereas the PA is the commission error’s complement. The F-score is a composite measure with better sensitivity and specificity that assesses algorithm reliability [73]. It is calculated as a harmonic mean of PA and UA (Equation (6)), and it seeks to depict the balance of PA and UA [74,75] (Equation (6)). In the LULC classification, a high UA indicates a low representation of commission errors, whereas a high PA indicates a low proportion of omission errors [76].

\[
F\text{-score} = 2 \times \frac{PA \times UA}{PA + UA}
\] (6)

The statistical significance of OA differences was assessed according to previous similar studies [52,77], using the McNemar test without continuity correction (with \( p < 0.05 \) as the significance threshold), which is appropriate for situations involving non-independent test datasets [78]. The kappa coefficient of agreement [79] was not calculated because the test datasets used to assess the various classification approaches were not independent [80]. Moreover, the use of kappa in assessing land cover classification accuracy has been strongly discouraged [81,82].

3. Results

The OA values obtained from the various classification approaches are compared in Table 5. The same table reports the selected features (total number, bands, and spectral and textural indices) considering their importance in each RF classification. Results of the statistical analysis of accuracy results, based on the McNemar tests, are reported in Supplementary Materials, Table S1. The only S2-derived dataset produces good accuracy from a typical RF PB method (PB_S2: 74.4%). Applying the OB approach to the same dataset, using S2-derived textures (OB_S2) substantially improves the classification obtained with the PB approach (81.6 vs. 74.4%, \( p = 0.005 \)). The addition of S1 bands to the S2 dataset in the PB approach (PB_S2S1) produces a more relevant accuracy increase than PB_S2 (81.2 vs. 74.4%, \( p = 0.003 \)). The OB approach on the same dataset (OB_S2S1) gives an apparent increase compared to the corresponding PB method (PB_S2S1) but is not statistically significant (83.5 vs. 81.2%, \( p = 0.401 \)). Significative improvements, compared to PB_S2S1, are obtained when S1 is used for additional textural indices in the OB classification (OB_S2S1T) (86.2 vs. 81.2%, \( p = 0.033 \)). Despite producing a 4.77-m resolution output, the PB method applied on only multispectral PL data (PB_PL) yields worse thematic accuracy results than the same approach applied to the S2 dataset (PB_S2) (66.7 vs. 74.4%, \( p = 0.014 \)) or the S2 and S1 combined dataset (PB_S2S1) (66.7% vs. 81.2%, \( p = 0.000 \)). When the OB approach is applied to the PL single-sensor dataset (OB_PL), the OA increases compared to the PB_PL (82.2 vs. 66.7%, \( p = 0.000 \)). When OB_PL is compared with the same approach applied to the S2 data (OB_S2), no significant differences arise in the thematic accuracy (82.2 vs. 81.6 %, \( p = 0.892 \)). Adopting the three-sensor dataset with a PB classification (PB_S2S1PL) produces a 4.77-m spatial resolution output but does not improve the OA compared to using only S2 and S1 data (PB_S2S1) (81.6 vs. 81.2%, \( p = 1.000 \)). Using S2 and S1 data for the spectral information and PL data for the textural information and the object delineation in the OB method (OB_S2S1PL) noticeably increases the OA compared to the PB approach applied to the same three-sensor dataset (PB_S2S1PL) (88.3 vs. 81.6%, \( p = 0.002 \)). Using the spectral bands of PL instead of those of S2 in a similar three-sensor dataset (OB_PLS2S1) apparently improves the OA compared to the previous approach (OB_S2S1PL), but the difference is not statistically significant (90.6 vs. 88.3%, \( p = 0.23 \)). In contrast, the latter approaches (OB_S2S1PL and OB_PLS1S2) yield statistically significant improvements compared to the same method applied to the S2-S1 dataset (OB_S2S1) (88.3 vs. 83.5%, \( p = 0.004 \); 90.6 vs. 83.5%, \( p = 0.002 \)). Unlike OB_S2S1PL, OB_PLS1S2 produces significative OA improvements compared to the OB_S2S1T, which, as indicated, includes some textural indices derived from S1 data (90.6 vs. 86.3%, \( p = 0.05 \)).
Table 5. LULC classification approaches, number of features, bands, and indices selected for the classification, output resolution, and overall accuracy (OA). Classification approaches’ codes are reported in Table 2. S2 features are in upper case, S1 features are in italic upper case, and PlanetScope features are in lower case. Spectral indices (NDVI, GNDVI, NDMI, BSI) are reported in Table 3. Textural index codes and descriptions are reported in Table 4. The statistical significance of the OA differences between the classifications is shown in Table S1.

<table>
<thead>
<tr>
<th>CODE</th>
<th>Number of Selected Features</th>
<th>Selected Spectral Bands and Indices</th>
<th>Textural Indices</th>
<th>Output Resolution (m)</th>
<th>OA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB_S2</td>
<td>9</td>
<td>B2, B4, B8, B11, B12, NDVI, GNDVI, NDMI, BSI</td>
<td>-</td>
<td>10</td>
<td>0.744</td>
</tr>
<tr>
<td>PB_S2S1</td>
<td>11</td>
<td>B2, B4, B8, B11, B12, NDVI, GNDVI, NDMI, BSI, VV, VH</td>
<td>-</td>
<td>10</td>
<td>0.812</td>
</tr>
<tr>
<td>PB_PL</td>
<td>6</td>
<td>b, g, r, n, NDVI, GNDVI</td>
<td>-</td>
<td>4.77</td>
<td>0.667</td>
</tr>
<tr>
<td>PB_S2S1PL</td>
<td>12</td>
<td>b, g, r, n, B11, B12, NDVI, GNDVI, NDMI, BSI, VV, VH</td>
<td>-</td>
<td>4.77</td>
<td>0.816</td>
</tr>
<tr>
<td>OB_S2</td>
<td>14</td>
<td>B2, B4, B8, B11, B12, NDVI, GNDVI, NDMI, BSI</td>
<td>ASM, CONTR, CORR, VAR, IDM</td>
<td>10</td>
<td>0.816</td>
</tr>
<tr>
<td>OB_S2S1</td>
<td>16</td>
<td>B2, B4, B8, B11, B12, NDVI, GNDVI, NDMI, BSI, VV, VH</td>
<td>ASM, CONTR, CORR, VAR, IDM</td>
<td>10</td>
<td>0.835</td>
</tr>
<tr>
<td>OB_S2S1T</td>
<td>19</td>
<td>NDVI, GNDVI, NDMI, BSI, VV, VH</td>
<td>ASM, CONTR, CORR, VAR, IDM, ASM, CONTR, IDM</td>
<td>10</td>
<td>0.863</td>
</tr>
<tr>
<td>OB_PL</td>
<td>11</td>
<td>b, g, r, n, NDVI, GNDVI</td>
<td>ASM, CONTR, CORR, VAR, IDM, ASM, CONTR, IDM, asm, contr, corr, var, idm</td>
<td>4.77</td>
<td>0.822</td>
</tr>
<tr>
<td>OB_S2S1PL</td>
<td>16</td>
<td>B2, B4, B8, B11, B12, NDVI, GNDVI, NDMI, BSI, VV, VH</td>
<td>asm, contr, corr, var, idm</td>
<td>4.77</td>
<td>0.883</td>
</tr>
<tr>
<td>OB_PLS2S1</td>
<td>16</td>
<td>NDVI, GNDVI, NDMI, BSI, VV, VH</td>
<td>asm, contr, corr, var, idm</td>
<td>4.77</td>
<td>0.906</td>
</tr>
</tbody>
</table>

A cartographical comparison between the various classification approaches’ outputs is shown for a representative portion of the study area characterized by a built-up area, a lake portion, and a neighboring area composed of grasslands, shrublands, and scattered woodlands (Figure 3). Despite the final application of a majority filter, the output of the PB approaches suffer from the typical salt-and-pepper effect (Figure 3c–f). An evident commission between built-up areas and croplands can be detected in all the PB approaches, including that based on the three-sensor dataset. The addition of the S1 bands partially mitigates this issue (Figure 3d,f). The application of the OB approaches improves the classification results in all the studied approaches. The last two output maps, obtained from the OB procedure and the data integration of all three datasets, confirm the superior performance of these classification approaches.

Based on PA, UA, and F-scores, the analysis of accuracies at the class level shows other differences between the classification methods (Figure 4). Water bodies are omitted from the analysis considering the high accuracies obtained with all the classification approaches. According to these accuracy indices, the most problematic classes are shrublands, grasslands, bare soil, and built-up. Adding the S1 to the S2 dataset improves the classification of all the LULC classes, both in the PB (PB_S2S1) and in the OB (OB_S2S1) approaches, except the UA of woodlands. The further addition of textures derived from S1 in the OB method (OB_S2S1T) improves the UA of woodlands and grasslands, and the PA of bare...
soils and built-up. The OB approach to the dataset composed of S2 and S1 data (OB_S2S1) enhances the classification of croplands and built-up classes. Using only Planet data in the PB (PB_PL) and OB (OB_PL) approaches, even adding objects' textural information in the latter, produces worse classification results, mainly for shrublands and grasslands. In addition to producing a higher-resolution LULC map, data integration of all three satellites' data improves the classification of all LULC classes in the PB approach (PB_S2S1PL). The same integration used with the OB approaches (OB_S2S1PL and OB_PLS2S1) improves the accuracy of almost all the LULC classes, especially those most problematic for the other approaches (i.e., UA of shrublands, PA of grasslands, UA of bare soil). The slightly better performance of the OB_PLS2S1 method can be recognized mainly in UA of woodlands, PA of shrublands, and PA of grasslands.

Figure 3. Comparison of LULC classification approaches in a representative region of the study area. Location of the area (blue arrow and rectangle) within the study area (red rectangle) (a), Google aerial view (b), 1_PB_S2 (c), 2_PB_S2S1 (d), 3_PB_PL (e), 4_PB_S2S1PL (f), 5_OB_S2 (g), 6_OB_S2S1 (h), 7_OB_S2S1T (i), 8_OB_PL (j), 9_OB_S2S1PL (k), 10_OB_PLS2S1 (l). Codes are reported in Table 2.
The initiative by NICFI runs alongside many other land cover mapping and monitoring initiatives, based on object-oriented approaches and ML algorithms (such as TerraBrasilis and BDC). They provide efficient web platforms for land cover analysis and various application program interfaces (APIs) to access spatial data and algorithms. The recent accessibility of PlanetScope data in GEE within the NICFI program offers an unprecedented high-resolution broad time series that represents a substantial advance for detecting and monitoring LULC dynamics in tropical areas. The availability of PlanetScope data in GEE, together with other various satellite imagery datasets (MODIS, Landsat, Sentinel), may offer even less-experienced GEE users an excellent opportunity to improve the detail of the land cover analysis in tropical areas. In this regard, this research contributes to assessing the potentiality of PlanetScope data for land cover classification in GEE. The initiative by NICFI runs alongside many other land cover mapping and monitoring satellite-based programs for the Amazon area, such as MAPBIOMAS [83], TerraBrasilis [84], PRODES [85], and Brazil Data Cube (BDC) [44]. At the global level, other recent global Sentinel-based mapping initiatives, such as those by ESA [86] and ESRI [87], aim to provide a homogeneous land cover map and detect and assess land cover dynamics. The approaches used in some of the programs for land cover classification of the Amazon area are often very advanced, based on object-oriented approaches and ML algorithms (such as TerraBrasilis and BDC). They provide efficient web platforms for land cover analysis and various application program interfaces (APIs) to access spatial data and algorithms.

Compared to these environments, the GEE platform appears to be more user-friendly for developing specific analyses due to the easy-to-use programming interface, the intuitive JavaScript code, the availability of advanced algorithms, the constantly growing RS imagery database, and the Map-Reduce model’s efficiency [31,84]. Furthermore, the most recent state-of-art ML algorithms can be used in GEE through the Python Google Colab environment. These features, in many cases, make GEE a preferred choice compared to traditional workstations, which are often equipped with expensive software and hardware. In this regard, GEE offers a valuable opportunity for researchers in developing countries.
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to access a robust RS cloud-based image processing environment. However, GEE may present various drawbacks compared to other environments due to its relatively restricted programming framework. In addition, the free GEE version cannot be used for commercial uses and may not be suited for “production” workloads due to some processing, storage, and image size limits [88].

4.2. The GEE Map Composition

In the proposed methodology, the integration of the three datasets within GEE is performed during the image composition step without applying advanced data fusion techniques. In RS applications, the latter aims to improve the information contents of remotely sensed datasets used separately [89]. In this regard, in the future, advanced data fusion techniques could be incorporated into the proposed methodology to assess the possibility of further improving the accuracy of classification results. Nevertheless, considering the characteristics of the OB approach and the information enhancement obtained by the combination of its various steps, the OB method can be considered a kind of data fusion process. Furthermore, the object recognition is performed using the higher resolution images (i.e., PlanetScope), and the information coming from the lower resolution images (i.e., S2 and S1) is averaged at the object level. Thus, the OB approach can limit the effects of possible mismatching issues of images from different sensors.

The initial map composition, based on reducing several images by the period of interest (POI), is crucial in land cover classification since it allows the generation of cloud-free image composites representative of a specific time window [32,90]. In some cases, POI was widened over more years, adopting seasonal time windows in areas with frequent cloud cover when using data with relatively low temporal resolution (e.g., Landsat) [16]. This approach can generate classification inaccuracies related to the land cover changes that may occur during the POI. Thus, a compromise must be found between the need to create a cloud-free composite and limiting the effects of possible land cover changes. The POI defined for this research (14 months) is related to the time window assumed for the initial ground points dataset. The length of the POI, although it can generate the abovementioned inaccuracies, is similar to that of other studies aimed at comparing various classification approaches [21,91]. Moreover, these possible inaccuracies may equally influence the outcomes of each classification.

4.3. The Object-Based Approaches in GEE

The classification of high-resolution satellite imagery creates relevant problems related to the thematical and geometrical quality of the outputs. These issues are typically addressed using focal majority filters on the outputs of PB approaches or adopting OB classification procedures that include a preliminary step to group similar pixels. Object identification, based on advanced algorithms, is beneficial for identifying spatially continuous entities. Depending on the scale of analysis, these spatial entities may correspond from real-world objects to patches of a landscape mosaic whose textural or geometrical features are critical for their classification. In this research, in addition to measuring the improvements of the OB method on PL data, for the first time, we assessed the advantages of integrating PL imagery with Sentinel 2 and Sentinel 1 data in an OB LULC classification within GEE. Results confirmed the better performance of the OB method compared to PB methods on medium-high (S2) and high spatial resolution (PL) datasets (Table 5). The OB method, in particular, due to the textural analysis, produces a better distinction between bare soils and built-up areas, and between shrublands, croplands, and grasslands (Figure 4). The better thematic and geometrical outputs of the OB method applied to all dataset combinations become evident in the sample maps (Figure 3). This evidence was also noted in a previous, pioneer study about OB LULC classification in GEE, based on SNIC and GLCM, where three single-sensors datasets (Landsat 8, S2, and PL) were compared [21]. In this study, the OB RF classification on the single PL dataset produced worse accuracy than the S2 dataset. In contrast, in the present research, the application of
an OB approach to a PL dataset, despite the lower spectral resolution, produced thematic accuracy results comparable to those obtained with the S2 dataset (Table 5), but with about double the spatial resolution. This difference is probably related to using a six-month composite instead of a single-date image. The former, resulting from a map composition performed by PlanetScope, may be more effective in the LULC classification.

4.4. Data Integration for Improving Classification Accuracy

As highlighted in previous PB LULC classifications [37–39], and also in this application, the integration of S1 data improved the accuracy results of the S2 dataset. This improvement is more marked in the PB approach than in the OB one. This evidence can be explained considering that the calculation of GLCM indices on S2 data provides textural information about the LULC patches that can be related to that provided by the S1 bands. The application of GLCM on S1 bands slightly improved the OB classification of the S2 and S1 composite datasets even though this improvement was statistically not significant. This evidence may appear to be in contrast with that noted in a recent study where the GLCM texture analysis on S1 images was a valuable source of information for obtaining excellent classification results of onion and sunflower in the Bonaerense Valley of the Colorado River, Argentina [92]. This difference may be related to the very different classes used in the classification. Thus, the efficacy of GLCM textural analysis on S1 data in land cover classification may strictly depend on the classes chosen for the classification and the formula used for obtaining the 8-bit grayscale image. Thus, in this regard, more investigation is necessary.

In this research, the integration of the three datasets gave the best classification results, producing a LULC map at 4.77-m resolution. As shown in the results, the integration of PL data with S2 and S1 in the PB RF classification remarkably improved the accuracy results of the only PL dataset. Similarly, the application of the OB approach on the single-sensor PL dataset produced accuracy results, also in terms of UA and PA of the various LULC classes, comparable with those obtained with the PB approach on the three-sensor dataset. This outcome confirms previous studies that focused on crop classification [42,43]. The proposed application of the OB approach to the three datasets is a further step forward considering other previous studies. The more accurate textural analysis and object identification obtained from PL data, combined with the spectral information provided by S2 and S1, enhanced the effectiveness of the three datasets’ integration. The PL bands in the visible and NIR bands (OB_PLS2S1), although not confirmed by the McNemar test, seem to perform slightly better than the correspondent S2 bands (OB_S2S1PL). This result is due mainly to a better classification of smaller features using PL higher-resolution multispectral data, as highlighted in previous studies [42,43]. In this direction, more investigation is necessary.

4.5. Possible Future Improvements

The feature selection for the RF classification was performed by identifying the potentially most-relevant textural indices and iteratively analyzing the feature importance after the classification. In similar LULC classification studies, a dimensionality reduction in textural indices was successfully performed [21,93]. However, the attempts to adopt a feature reduction step generated a block in the GEE code execution, probably due to the study area’s size. In this regard, additional experiments are required to test these approaches in OB LULC classifications based on multi-sensor datasets.

As highlighted in previous studies [16,21], all object recognition and subsequent characterization steps were developed in the raster domain, where GEE excels. However, due to the size of the study area, various export-to-asset steps were necessary to overcome the GEE image size limitations. At the same time, the selection of the most relevant spectral bands and indices, comparing the features’ importance in the RF classifications, was a significant step in reducing the classification datasets’ size. However, the proposed approach excludes consideration of object size and shape, which may be critical for objects’ classification at higher resolutions [94]. The vectorization of objects may overcome this limitation. Nonetheless, in the raster-oriented GEE environment, the few attempts we
performed in this direction resulted in prolonged code execution or a processing block due to the high number of geometries.

As in similar studies, the SNIC algorithm efficiently delineated the landscape patches to be classified. Its application is usually based on a uniformly spaced grid of seeds and does not consider the local variability of objects’ size. Some attempts performed in this research to use seeds created by detecting the local minimum or maximum of variance, as suggested in previous research [16], did not produce better results. In this regard, additional research to test and develop new seeding methods will be relevant.

In addition to the thematic accuracies, it could be interesting to quantify the geometric accuracies of classifications, particularly relevant for the OBIA methods, to highlight the efficacy of the object delineation [95]. However, in addition to being particularly demanding due to the complex data acquisition, these assessment results are more suitable for OBIA on very-high-resolution data, where the landscape objects are more specifically identified [96].

5. Conclusions

To better exploit PlanetScope (PL) datasets within GEE, this work assessed the advantages of applying an object-based (OB) approach to PL data for land cover classification. Moreover, the benefits of integrating PL imagery with S2 and S1 data in a pixel-based (PB) and OB approach were evaluated. Using the PL-only dataset with a typical PB approach produced the worse overall accuracy results (67%). Adopting an OB approach on the same dataset yielded very good overall accuracy (82%), although some issues arose in classifying some classes (shrublands and bare soil). The integration of PL data with the S2 and S1 datasets improved both PB and OB accuracy outputs (82 vs. 67% and 91 vs. 82%, respectively). Although various export to asset steps were necessary, the study demonstrated the applicability of the OB approaches in GEE, even in vast study areas and on high-resolution imagery. Additional applications in other study areas, possibly including geometrical assessment and more LULC classes, may further validate the proposed approach. Including the objects’ geometrical features in the OB approach remains an open challenge in GEE.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/rs14112628/s1, Table S1: Statistical significance of the difference in OA between the ten models compared using McNemar test (significant differences with p-value < 0.05 are indicated with *).
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