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Abstract: Future space-based geodesy missions such as the Mass Change Mission and the Next Generation Gravity Mission are expected to rely on laser ranging as their primary instrument. Short-term laser frequency stability has previously been achieved on the GRACE Follow On mission by stabilizing the lasers to an optical cavity. The development of a technique to provide long-term laser frequency stability is expected to be required. We have previously demonstrated a technique to track long-term frequency changes by using measurements of the optical cavity's free spectral range. In this paper, we calibrate this technique to absolute frequency by using an atomic reference. We have also validated an approach for on-ground calibration to allow the absolute frequency to be determined whilst in orbit.
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1. Introduction

The Gravity Recovery and Climate Experiment (GRACE) missions use inter-satellite interferometry to track changes in the Earth’s local gravity, showing seasonal variations as well as larger patterns of change over time. The monthly gravity maps produced by the GRACE missions have been critical for understanding large-scale mass transport processes, principally the movement of water [1]. The GRACE Follow On (GRACE-FO) mission, launched in 2018, included a Laser Ranging Instrument (LRI) as a technological demonstration. Operating with higher precision and lower noise, LRI was able to perform two-orders-of-magnitude better than the equivalent Microwave Instrument (MWI) [2].

Planning is underway for future GRACE-like missions, including NASA’s Mass Change Mission (MCM) [3] and the Next Generation Gravity Mission [4]. These next generation missions are expected to rely on laser interferometry as their primary instrument. The technology roadmap for the Mass Change Mission [3] identified that laser only missions will require a new technique to readout the LRI Scale Correction or “Scale Factor”: a measure of the fractional change in absolute laser frequency about a nominal reference point. The Scale Factor is currently derived by comparing the LRI range measurement to the primary MWI measurement [5]. Corrections for long-term laser frequency drift are then made after the fact in the recorded data; knowledge of the long-term laser frequency calibrates the ranging readout and allows for the subtraction of large static signals over time. In the absence of a MWI, a new space qualified laser frequency readout instrument is essential. The final mission requirement for absolute knowledge of the laser frequency has not yet been decided but is expected to demand fractional sensitivity of the order of 10 ppb (10⁻⁸) or better [3,6].

We have previously demonstrated a technique for measuring laser absolute frequency changes using a dual frequency modulation technique [7], which was first developed at NASA/JPL [3] and based on an extension of a proposal by Devoe and Brewer [8]. Although alternative methods of absolute frequency readout exist—including wavemeters,
atomic transitions and frequency comb devices—such approaches face challenges in flight qualification due to the need for additional space hardened hardware components, extra weight and power requirements, and increased control system complexity. The LRI Technology Roadmap [3] considered three techniques (dual frequency modulation, atomic transitions and a frequency comb device). Both the atomic transition and the use of a frequency comb would require significant changes to the existing flight heritage GRACE-FO LRI design. Furthermore, atomic references such as iodine provide worse laser frequency stabilisation than optical cavities at higher frequencies in the science band due to limited signal-to-noise ratios, meaning if an atomic reference was desirable, the LRI would have to carry two frequency references [3]. The dual frequency modulation technique we have demonstrated allows for an absolute frequency readout leveraged off existing flight-qualified (NASA TRL9) optical and signal processing hardware requiring minimal changes to units with flight heritage.

This paper presents the first verification of the proposed technique against an absolute frequency reference, and it documents the relationship to the cavity mode number. Here, we compare the FSR readout technique against two common absolute frequency readout methods: a commercial wavemeter instrument (10 s of MHz accuracy) and a saturation spectroscopy locked laser (iodine hyperfine transition, \(\sim\) kHz accuracy). Together, these measurements allow us to span a wide frequency range and precisely compare the scale factor readout method against an accurate frequency reference point: an important step toward standalone operation.

This paper presents three key findings. First, the stability of the readout technique over a 42 h period demonstrated sufficient stability to meet expected GRACE-FO requirements. Second, we verify that the technique tracks cavity absolute length changes, with a temperature step, while referenced to independent absolute frequency readout methods. Third, we verify the linear spacing of the optical cavity longitudinal modes of a flight-like resonant cavity [9] and estimate the mode number using the wavemeter over a 36 GHz bandwidth: validating the assumption of equal mode spacing in the laser’s typical locking range to address concerns about systematic bias induced by the choice of laser locking resonance. Together, these measurements validate performance against known standards, verifying that frequency division, using the mode structure of an optical cavity, is promising for space laser ranging mission requirements.

The paper is set out as follows: in Section 2, we introduce the experimental methods used, providing an outline of the experimental apparatus and method used for probing and locking a laser to an iodine hyper-fine transition; Section 3 presents the results showing a spectrum of the R56(32)-0 iodine transition and the identification of the a10 hyperfine line for comparison. The performance is presented with reference to the two alternative absolute frequency readouts, and results are presented for linearity of cavity mode spacing. Finally, in Section 4, we discuss the results and implications for integration into space-based laser ranging missions.

2. Materials and Methods

The experimental setup is shown in Figure 1. Here, the three methods of laser absolute frequency readout are implemented: the double modulation “FSR Readout” technique, a wavemeter (Bristol Instruments 671A), and a heterodyne beat note readout against a second laser locked to spectroscopic line. The primary laser (the upper laser in the schematic) is locked to a resonance of the reference laser cavity using the Pound–Drever–Hall technique (i.e., RF sideband locking) [10]. The reference cavity here is made from all Ultra Low Expansion (ULE) glass and is temperature stabilised. The cavity’s principle parameters are outlined in Table 1 and is expected to have an expansion coefficient of less than 10 ppb/K. Details of the open loop readout of cavity mode spacing using the double modulation technique are provided in [7]. A digital lock-in amplifier (Liquid Instruments Moku:Lab) is used to demodulate and log the FSR readout. The GHz modulation frequency is adjusted to center the readout on the zero-crossing of the error signal. The recorded error
signal from that measurement is proportional to changes in the free spectral range of the cavity and, with calibration, is scaled to units of absolute frequency of the incident laser light on the cavity. This laser tracks a resonance of the optical cavity, and two tap offs of the same laser light are used to compare against the wavemeter and the heterodyne beatnote.

Figure 1. Experimental setup. An NPRO 1064 nm laser is stabilized relative to an optical cavity using the Pound Drever Hall technique. Additional GHz sidebands are added to enable readout of the optical cavity mode spacing using the FSR readout technique. The phase modulated GHz sidebands are generated using a Rohde & Schwarz SMA100B signal generator. A second NPRO 1064 nm laser is frequency doubled, and the 532 nm light is stabilized to an iodine cell using the Third Harmonic technique. An SR830 Lock in Amplifier provides the modulation and demodulation to achieve this, with anSR560 pre-amplifier used in the signal chain to combine control signals to the PZT actuator from the Lock in Amplifier and the digital controller. A tap-off of each 1064 nm laser is directed onto a Bristol Instruments 671A wavemeter, and a separate tap-off interfered to generate a heterodyne beatnote and is tracked with a digital phasemeter (Liquid Instruments Moku:Lab).

Table 1. List of Experimental Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Experimental Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cavity FSR ($\nu_{FSR}$)</td>
<td>1.781813197 GHz</td>
</tr>
<tr>
<td>Cavity Finesse</td>
<td>9400</td>
</tr>
<tr>
<td>PDH sidebands</td>
<td>4.5131 MHz</td>
</tr>
<tr>
<td>PDH sideband modulation depth</td>
<td>0.04 rad</td>
</tr>
<tr>
<td>FSR carrier tone</td>
<td>1.781813197 GHz</td>
</tr>
<tr>
<td>FSR carrier modulation depth</td>
<td>0.75 rad</td>
</tr>
<tr>
<td>Scale factor modulation tone</td>
<td>2.1 MHz</td>
</tr>
<tr>
<td>Scale factor modulation depth</td>
<td>0.3 rad</td>
</tr>
</tbody>
</table>

1 Experimental results show that the FSR value has a standard deviation of 7.05 Hz. Refer to Section 3.4 for results.

To extract a precise measure of absolute laser frequency drift, we compare the primary laser against a laser locked to a spectroscopic line. The lasers used for the GRACE-FO missions have a wavelength of 1064 nm. An established frequency reference for lasers at this wavelength is diatomic iodine (i.e., $I_2$ gas), having previously been used in sub-orbital experiments [11] and being developed as a frequency reference for space applications [12]. Diatomic iodine has strong absorption lines centered around 532 nm, which can be directly accessed by frequency doubling a 1064 nm laser using Second Harmonic Generation (SHG).
In this experiment, we used an Innolight Prometheus Nd:YAG NPRO laser with an in-built single pass frequency doubling crystal that is capable of providing both 1064 nm and 532 nm light. Light from the 532 nm port of the laser was used as the source for Doppler-free saturation spectroscopy of iodine [13].

To access the hyperfine transitions in the presence of Doppler broadening, we implement a double-pass method in which a strong pumping beam was used to saturate optical transitions. A counter-propagating weak probe beam detects an anti-absorption line at the zero velocity of the gas. A 10 cm long quartz iodine cell was used that was not temperature controlled. At 25 °C, the cell pressure was specified as >0.1–1.2 Torr, which is sufficient for our needs. Frequency modulation side bands were added by applying a dither directly to the PZT actuator of the laser. These were cloned directly onto the 532 nm light by the doubling process and were used as reference side bands in interrogating iodine’s R56(32)-0 optical transitions around 563,260 GHz (281,630 GHz/1064 nm). A third harmonic modulation and demodulation scheme was implemented to generate a Doppler-free error signal with a zero-crossing that could be locked, allowing a relatively low direct dither frequency (30 kHz) that can be applied to the laser PZT [14,15]. This modulation approach does not significantly impact on the stability of the laser as the mean laser frequency deviation from the modulation is zero. Additionally, the modulation consists of a single Fourier line that is filtered out or removed in low-pass filtering using digital techniques, and the system performs tracking at a much lower bandwidth than the modulation frequency (tens of Hertz compared with kilohertz). Furthermore, this modulation is applied only to the iodine reference laser and not the FSR laser. An optical frequency uncertainty of 43.4 kHz is listed in Table 2 for the iodine system derived from the data shown in Table 3, and any stability effects of this modulation are included in this number.

<table>
<thead>
<tr>
<th>Component</th>
<th>Uncertainty</th>
<th>Equivalent Uncertainty (Optical Frequency—281,630 GHz) (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavemeter—absolute accuracy [16]</td>
<td>±0.2 × 10^{-6}</td>
<td>56 × 10^6</td>
</tr>
<tr>
<td>Wavemeter—repeatability [16]</td>
<td>±0.06 × 10^{-6}</td>
<td>17 × 10^6</td>
</tr>
<tr>
<td>Phasemeter—frequency set point precision (3.55 × 10^{-6}) [17]</td>
<td>-</td>
<td>negligible</td>
</tr>
<tr>
<td>FSR Readout Signal Generator—clock frequency offset [18]</td>
<td>&lt;1 × 10^{-8}</td>
<td>2.82 × 10^6</td>
</tr>
<tr>
<td>FSR Readout Signal Generator—clock frequency ageing (specified) [18]</td>
<td>&lt;1 × 10^{-9} per day</td>
<td>&lt;282 × 10^3 per day</td>
</tr>
<tr>
<td>FSR Readout Signal Generator—clock frequency ageing (measured)</td>
<td>&lt;0.25 × 10^{-9} per day</td>
<td>&lt;71 × 10^3 per day</td>
</tr>
<tr>
<td>FSR Readout Signal Generator—frequency synthesis resolution [18]</td>
<td></td>
<td>8.38 × 10^{-6}</td>
</tr>
<tr>
<td>Stabilized Iodine system (measured)</td>
<td></td>
<td>0.043 × 10^6</td>
</tr>
</tbody>
</table>
Modulation and demodulation were achieved using a Stanford Research Systems SR830 Lock in Amplifier. The 30 kHz modulation signal generated by the SR830 was combined with the PZT feedback control signal from a digitally implemented controller using a Stanford Research Systems SR560 Pre-Amplifier before being fed to the laser PZT actuator. The closed-loop feedback corrected the drift in the second laser, tying the laser’s fundamental 1064 nm frequency to the chosen optical transition at the doubled frequency. Light from both the primary and spectroscopic locked laser then interfered on a high bandwidth photodetector (NewFocus 1611). The evolution of the frequency offset was tracked with a digital phasemeter (Liquid Instruments Moku:Lab) and was simultaneously recorded with the FSR readout.

A simultaneous measurement was made of each laser frequency with the wave meter. A tap-off signal from each laser (at 1064 nm) was directed onto a Bristol Instruments 671A wavemeter for measurements of the absolute frequency of the laser. The wavemeter is specified as having an absolute accuracy of ±0.2 ppm and a repeatability of ±0.06 ppm. Measuring 1064 nm light, this provides us with an accuracy of ±≈56 MHz and a repeatability of ±≈17 MHz.

Key experimental parameters are provided in Table 1, and a table of uncertainties is provided in Table 2. The uncertainties in the iodine stabilized system include any temperature/pressure-induced variations as the cell was not actively controlled and offsets of electronic and digital components (lock-in amplifier and ADC). The limiting factors as shown in this table include the iodine system and the aging of clock frequency. In future work, clock frequency aging can be addressed by connection to a GPS reference for improved timing and stability.

3. Results
3.1. Identification of Iodine R56(32)-0 A10 Transition

A frequency sweep was conducted to characterize the broad iodine transition. By adjusting the digital thermal feedback signal, the frequency of the laser can be increased to sweep through all the hyperfine components of a transition. A comparison of the absolute frequency readout from the wavemeter with published frequency tables for iodine transitions [19] allowed the specific iodine transition to be determined, and comparisons with other published spectra [20,21] provided the identification of individual hyperfine components. The measured saturated absorption spectra of the iodine line are shown in Figure 2.

The frequency spacing between the hyperfine components of the Doppler-broadened line was then measured with both the wavemeter and phasemeter. With the primary laser stabilized using Pound–Drever–Hall locking, the second laser was locked to consecutive hyperfine components of the R56(32)-0 Doppler-broadened line, and the heterodyne beat frequency of the two lasers at 1064 nm was measured with a photodetector and digital phasemeter (Liquid Instruments Moku:Lab) and cross verified with a spectrum analyzer using a resolution bandwidth of 10 kHz. The frequency of the secondary laser was simultaneously measured with the wavemeter.

These measured hyperfine components are provided in Table 3. The mean and standard deviation of the differences between our measured values and the listed published values are −18.27 kHz and 86.8 kHz respectively, with a maximum deviation of 154 kHz at a wavelength of 532 nm. As the measurements were taken over approximately an hour, it is possible that the optical cavity providing the reference for these measurements drifted with the temperature in the lab. The cavity is temperature controlled, and so while we expect that this drift would be small, it would contribute to a reduced accuracy of the relative hyperfine frequencies.

The values measured using the wavemeter are provided in Table 4. As the absolute frequency of the a10 hyperfine transition is known [22–24], the absolute frequencies of the other hyperfine transitions were able to be calculated using published relative frequency values. The wavemeter data was then compared to the calculated absolute frequencies of
each hyperfine transition. The mean and standard deviation of the differences between our measured values and the calculated absolute frequencies are 27.0 MHz and 2.1 MHz respectively, with a maximum deviation of 31.9 MHz.

The a10 line has good separation to adjacent lines (>100 MHz), and so it was chosen as the locking point for further measurements.

![Figure 2](image-url) Frequency sweep through R56(32)-0 transition showing the third harmonic demodulated signal (modulation and demodulation provided by an SR830 Lock in Amplifier) in volts through the iodine cell. An approximately linear ramp was applied, and the x-axis has been calibrated using data from the wavemeter. Lines a1, a3 and a4, a10 and a15 are labeled. The insert highlights the a10 hyperfine component, which was used for further measurements.

Table 3. Measured hyperfine components of R56(32)-0. Measured values were taken using a phasemeter tracking the beatnote of the 1064 nm light. These have been converted to 532 nm, and they are listed as offset to the a1 line. A comparison with values from two published papers has also been included for reference. The values presented as Literature 1 have been reprinted with permission from [20] © The Optical Society, and the values presented as Literature 2 have been adapted from [21]. The standard deviation of the differences between our measured values and the listed published values is 86.8 kHz at a wavelength of 532 nm.

<table>
<thead>
<tr>
<th>Hyperfine Transition</th>
<th>Measured (MHz)</th>
<th>Literature 1 (MHz [20])</th>
<th>Difference (kHz)</th>
<th>Literature 2 (MHz [21])</th>
<th>Difference (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>a2</td>
<td>259.70</td>
<td>259.698</td>
<td>−2.33</td>
<td>259.701</td>
<td>0.67</td>
</tr>
<tr>
<td>a3/a4 1</td>
<td>285.87</td>
<td>285.862</td>
<td>−1.15</td>
<td>285.851</td>
<td>4.85</td>
</tr>
<tr>
<td>a5</td>
<td>311.37</td>
<td>311.360</td>
<td>−6.02</td>
<td>311.364</td>
<td>−8.45</td>
</tr>
<tr>
<td>a6</td>
<td>401.49</td>
<td>401.480</td>
<td>−14.85</td>
<td>401.490</td>
<td>−14.85</td>
</tr>
<tr>
<td>a7</td>
<td>417.14</td>
<td>416.998</td>
<td>−137.03</td>
<td>416.999</td>
<td>−126.03</td>
</tr>
<tr>
<td>a8</td>
<td>439.58</td>
<td>439.626</td>
<td>14.78</td>
<td>439.626</td>
<td>14.78</td>
</tr>
<tr>
<td>a9</td>
<td>455.36</td>
<td>455.341</td>
<td>−9.67</td>
<td>455.341</td>
<td>−9.67</td>
</tr>
<tr>
<td>a10</td>
<td>571.59</td>
<td>571.548</td>
<td>−5.21</td>
<td>571.556</td>
<td>−5.21</td>
</tr>
<tr>
<td>a11</td>
<td>698.28</td>
<td>698.045</td>
<td>−7.32</td>
<td>698.066</td>
<td>−7.32</td>
</tr>
<tr>
<td>a12</td>
<td>702.82</td>
<td>702.774</td>
<td>−0.86</td>
<td>702.779</td>
<td>−0.86</td>
</tr>
<tr>
<td>a13</td>
<td>725.90</td>
<td>726.031</td>
<td>126.31</td>
<td>726.059</td>
<td>154.31</td>
</tr>
<tr>
<td>a14</td>
<td>732.18</td>
<td>732.211</td>
<td>0.13</td>
<td>732.238</td>
<td>57.27</td>
</tr>
<tr>
<td>a15</td>
<td>857.97</td>
<td>857.960</td>
<td>−11.81</td>
<td>857.985</td>
<td>13.19</td>
</tr>
</tbody>
</table>

st. dev. 86.12 87.47

1 Unresolved lines.
Table 4. Measured hyperfine components of R56(32)-0. Measured values were taken using the wavemeter. As the frequency of the a10 line is known to be within 5 kHz [22–24], absolute values for each hyperfine transition have been calculated using the absolute frequency of the a10 line and the relative frequencies between lines as provided in two published papers. The values presented as Literature 1 have been adapted with permission from [20] © The Optical Society, and the values presented as Literature 2 have been adapted from [21]. The standard deviation of the differences between our measured values and the calculated absolute frequencies is 2.1 MHz.

<table>
<thead>
<tr>
<th>Hyperfine Transition</th>
<th>Measured (GHz)</th>
<th>Literature 1 (GHz) [20]</th>
<th>Difference (MHz)</th>
<th>Literature 2 (GHz) [21]</th>
<th>Difference (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>281,629.7965</td>
<td>281,629.8260</td>
<td>29.5</td>
<td>281,629.8260</td>
<td>29.5</td>
</tr>
<tr>
<td>a2</td>
<td>281,629.9313</td>
<td>281,629.9558</td>
<td>24.6</td>
<td>281,629.9558</td>
<td>24.6</td>
</tr>
<tr>
<td>a3/a4</td>
<td>281,629.9436</td>
<td>281,629.9689</td>
<td>25.4</td>
<td>281,629.9689</td>
<td>25.4</td>
</tr>
<tr>
<td>a5</td>
<td>281,630.0015</td>
<td>281,630.0267</td>
<td>25.2</td>
<td>281,630.0267</td>
<td>25.2</td>
</tr>
<tr>
<td>a6</td>
<td>281,630.0060</td>
<td>281,630.0345</td>
<td>25.4</td>
<td>281,630.0345</td>
<td>25.4</td>
</tr>
<tr>
<td>a7</td>
<td>281,630.0201</td>
<td>281,630.0458</td>
<td>25.7</td>
<td>281,630.0458</td>
<td>25.7</td>
</tr>
<tr>
<td>a8</td>
<td>281,630.0279</td>
<td>281,630.0537</td>
<td>25.7</td>
<td>281,630.0537</td>
<td>25.7</td>
</tr>
<tr>
<td>a9</td>
<td>281,630.0848</td>
<td>281,630.1118</td>
<td>26.9</td>
<td>281,630.1118</td>
<td>26.9</td>
</tr>
<tr>
<td>a10</td>
<td>281,630.1487</td>
<td>281,630.1774</td>
<td>31.9</td>
<td>281,630.1774</td>
<td>31.9</td>
</tr>
<tr>
<td>a11</td>
<td>281,630.1454</td>
<td>281,630.1890</td>
<td>31.9</td>
<td>281,630.1890</td>
<td>31.9</td>
</tr>
<tr>
<td>a12</td>
<td>281,630.1610</td>
<td>281,630.1921</td>
<td>24.6</td>
<td>281,630.1921</td>
<td>24.6</td>
</tr>
<tr>
<td>a13</td>
<td>281,630.2279</td>
<td>281,630.2550</td>
<td>27.0</td>
<td>281,630.2550</td>
<td>27.0</td>
</tr>
<tr>
<td>st. dev.</td>
<td></td>
<td></td>
<td>2.1</td>
<td></td>
<td>2.1</td>
</tr>
</tbody>
</table>

1 Unresolved lines.

3.2. FSR Readout Results—Static

Figure 3 shows the time series data of the beat frequency between the two lasers (red trace), the FSR readout (blue trace) and the wavemeter readout (yellow trace) for the cavity-locked laser. The secondary laser was locked to the a10 R56(32)-0 hyperfine transition, and the wavemeter measured the frequency of the primary (cavity locked) laser. The absolute frequency change (peak-to-peak) of the FSR readout during this measurement was less than 2.5 MHz at a sampling rate of 0.305 Hz over 42 h, and the absolute frequency change (peak-to-peak) of the heterodyne beatnote was less than 200 kHz, also at a sampling rate of 0.305 Hz over 42 h.

![Figure 3](image_url)  
Figure 3. Time series data of the FSR measurement over 42 h. The absolute frequency change (peak-to-peak) of the FSR readout does not exceed 2.5 MHz, and the absolute frequency change (peak-to-peak) of the beatnote does not exceed 200 kHz, both at a sampling rate of 0.305 Hz over 42 h.
A measurement over two days is indicative of longer term stability, and this supports the results of our previous ∼800 h measurement. A long-term measurement is required to confirm that there are no significant systematic effects.

The performance of the FSR readout is improved compared to our previous results [7], which were collected over an ∼800 h period with only passive thermal shielding. The data presented here were collected over a 42 h period with active cavity temperature control; thus, we would expect to see an improvement in the laser frequency stability.

Figure 4 shows the Allan Deviation of these data. The stability of the beatnote in this plot (red trace) is one-to-two orders of magnitude below FSR performance (blue trace). This is due to the differences in signal to noise ratio of these measurements. While the readout technique for cavity locking and the FSR readout have many similarities and similar noise sources, the FSR readout is measuring the cavity FSR at 1.78 GHz compared to cavity locking which is stabilising the optical frequency at 280 THz, a factor of ∼158,000 larger. The FSR readout is dominated by the same typical limiting factors associated with PDH systems such as residual amplitude modulation, but with poorer signal to noise.

The beatnote trace is most stable at approximately 10 s averaging time, rolling up at both lower and higher frequencies. The bandwidth of the iodine stabilisation system is about 10 Hz; thus, at shorter averaging times, the stability trends toward that of a free-running laser. At longer averaging times, the noise in the system is dominated by cavity noise, which is white in nature and, therefore, continuously integrated, resulting in increased noise at lower frequencies.

![Allan Deviation of the FSR measurement over 42 h. The FSR readout is performing at an order of magnitude below the expected next mission requirement. The beatnote readout is one-to-two orders of magnitude below the FSR readout. The performance of our FSR Readout signal generator’s Oven Controlled Oscillator (OCXO) as previously presented in [7] is also provided, adapted with permission, © The Optical Society. Note there was an error in the calculation of the Allan Deviation for this figure in the previous paper where a second square root was applied, and this has been corrected for the clock line taken from that paper and presented in this figure.](image)

3.3. FSR Readout Results—With Temperature Step

With one laser locked to the optical cavity using PDH and the FSR readout measuring changes in the cavity length, inducing a change in the cavity length induces a distinct change in the FSR readout. The cavity is temperature controlled, so applying a change in the temperature set point changes the length. This change can be seen in both the beatnote and the FSR readout. This measurement has previously been demonstrated in [7] where both lasers were locked to separate optical cavities. The measurement shown here has the second laser locked to the a10 R56(32)-0 hyperfine transition, which should remove any effects from a second cavity drifting.

A 5 °C temperature step was applied to the cavity temperature controller, driving the cavity from 22 °C to 17 °C. Figure 5 shows the agreement of the FSR readout technique
compared to both the beat with the iodine-stabilized laser and wavemeter. It is clear that there is a sinusoidal variation of changing frequency in the FSR readout, which is indicative of an etalon. This apparent cyclic or etalon behavior in the FSR readout appears to be the main accuracy limitation to this measurement. Interestingly, the behavior is seen to rapidly evolve with sudden changes to the temperature of the vacuum-can, rather than the space cavity, which takes a longer period of time to stabilize. The authors are investigating the source of this etalon in an effort to remove it in future work.

To understand if repeated temperature cycling would impact the readout, the temperature of the optical cavity was stepped back and forth by 5 °C every 24 h for four days. Figure 6 shows that the FSR readout is able to track the beatnote closely over repeated temperature steps, with the residual between the two measurements averaging -0.3 ppb or 85.7 kHz in absolute frequency.

![Figure 5.](image_url)

**Figure 5.** A 5 °C temperature step applied to the cavity temperature controller. There is a corresponding change in the beatnote readout, the wavemeter readout and the FSR readout. The FSR readout shows a 40 ppb change, which is equivalent to 8 ppb/°C of the fractional length change of the cavity. The lower plot shows the residuals, which are calculated by subtracting the beatnote measurement from the FSR readout.

![Figure 6.](image_url)

**Figure 6.** A 5 °C temperature step applied to the cavity temperature controller every 24 h. The lower plot shows the residuals, which are calculated by subtracting the beatnote measurement from the FSR readout.
3.4. Mode Number Determination

The absolute laser frequency is related to the FSR of the cavity by the following equation:

\[ \frac{\nu}{FSR} = n_{\text{mode}} + \Delta \]

where \( n_{\text{mode}} \) is the integer longitudinal mode number, and \( \Delta \) is the sum of all offsets present.

As previously discussed [7], the GRACE-FO LRI link was successfully acquired and locked within the expected tolerances for laser frequency uncertainty. The scan range was 320 MHz, less than the uncertainty of a free spectral range [25]. If we can expect emission and resonant mode frequencies to be within these tolerances, the mode number can be measured before launch and subsequently used to determine the absolute laser frequency during operation.

Reliance on the ground-calibrated mode number will require an investigation of any potential offsets in order to ensure that the absolute frequency is able to be accurately determined. We expect there to be some phase delay from path length, mirror coatings [26] and Gouy phase [27]. This should be able to be calibrated and subtracted. It is crucial, however, that there are no offsets that vary with some other factor, such as with time, temperature, or wavelength, as such an offset would complicate or prevent the ability to use a one-time on-ground calibration.

Here, we investigate whether there is any wavelength dependent offset in the FSR Readout and, therefore, in the calculation of the mode number. The cavity locked laser was locked to 21 consecutive cavity resonances and the frequency of the laser measured at each resonance using the wavemeter. The FSR was also measured by adjusting the GHz frequency signal generator to center the GHz sidebands on the error signal zero crossing point and, therefore, the cavity resonance. The mode number was then calculated as \( n_{\text{mode}} + \Delta = \nu / FSR \). The measured laser frequency (at 1064 nm), the measured FSR frequency and the calculated ratio of these two values for each resonance are provided in Table 5. The data presented in Table 5 show that the measured FSR does not vary between cavity modes and is, therefore, not wavelength dependent over the typical working band.

The mode number calculated from the ratio of the frequency and the FSR is not an integer but rather has some offset. As this mode number offset is stable between cavity modes, we believe that it is likely due to the phase delays previously mentioned, which could be calibrated and subtracted when determining the mode number.

The Gouy Phase is one such phase delay, and we can calculate its contribution as follows [27]:

\[ n_{\text{mode(Gouy)}} = \frac{1}{\pi} \psi = \frac{1}{\pi} \arccos \sqrt{g_1 g_2} \]

where \( g_i = 1 - L/R_i \) and \( L \) is the length of the cavity, and \( R_i \) is the radius of curvature of the mirror. The cavity used in this experiment is plano-concave, with \( L = 84.13 \) mm and \( R_2 = 1 \) m, providing a round-trip Gouy Phase delay (\( \psi \)) of 0.2943 radians. The Gouy Phase contribution to the fractional part of the mode number is \( \psi / \pi = 0.0937 \), with the remaining fractional offset of the mode number contributed by other offsets or phase delays.

The Gouy Phase is dependent on both the cavity length and the radius of curvature of the mirrors; thus, we would expect that any changes to these parameters would change the phase delay. Further understanding the relationships between cavity length, mirror radius of curvature, FSR and absolute frequency, as well as other effects such as coating phase delay, is required to ensure that a one-time on-ground calibration can be relied upon.

To verify the wavemeter measurements, a beatnote measurement was also taken at two of the resonances. The photodetector used in the experiment has a 1 GHz bandwidth, so it did not allow measurements at other resonances. The spectroscopic laser was locked to the a10 line, which is known to within \( \pm 5 \) kHz [22–24]. With a beatnote measurement of 784.36 MHz, the primary laser frequency is calculated as 281,630.11757 GHz + 784.36 MHz = 281,630.8961 GHz. The second beatnote was measured as 997.418 MHz. The primary laser frequency is therefore calculated as 281,630.11757 GHz − 997.418 MHz = 281,629.1143 GHz.
These calculated optical frequencies are within 10.5 MHz of the frequencies measured with the wavemeter.

Table 5. Determination of Mode Number. The mean FSR value is 1.781813197 GHz, the standard deviation of the measured FSR is 7.05 Hz and the maximum difference is 24.0 Hz.

<table>
<thead>
<tr>
<th>Measured Laser Frequency ($\nu$) (GHz)</th>
<th>Measured FSR (FSR Readout Signal Generator) (GHz)</th>
<th>$\nu$/FSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>281,602.378</td>
<td>1.781813193</td>
<td>158,042.593</td>
</tr>
<tr>
<td>281,604.162</td>
<td>1.781813192</td>
<td>158,043.595</td>
</tr>
<tr>
<td>281,605.939</td>
<td>1.781813204</td>
<td>158,044.591</td>
</tr>
<tr>
<td>281,607.730</td>
<td>1.781813198</td>
<td>158,045.597</td>
</tr>
<tr>
<td>281,609.510</td>
<td>1.781813188</td>
<td>158,046.597</td>
</tr>
<tr>
<td>281,611.289</td>
<td>1.781813188</td>
<td>158,047.595</td>
</tr>
<tr>
<td>281,613.072</td>
<td>1.781813200</td>
<td>158,048.595</td>
</tr>
<tr>
<td>281,614.853</td>
<td>1.781813204</td>
<td>158,049.594</td>
</tr>
<tr>
<td>281,616.632</td>
<td>1.781813201</td>
<td>158,050.592</td>
</tr>
<tr>
<td>281,618.417</td>
<td>1.781813197</td>
<td>158,051.595</td>
</tr>
<tr>
<td>281,620.197</td>
<td>1.781813200</td>
<td>158,052.593</td>
</tr>
<tr>
<td>281,621.982</td>
<td>1.781813205</td>
<td>158,053.595</td>
</tr>
<tr>
<td>281,623.763</td>
<td>1.781813209</td>
<td>158,054.594</td>
</tr>
<tr>
<td>281,625.544</td>
<td>1.781813208</td>
<td>158,055.594</td>
</tr>
<tr>
<td>281,627.263</td>
<td>1.781813196</td>
<td>158,056.599</td>
</tr>
<tr>
<td>281,629.108</td>
<td>1.781813188</td>
<td>158,057.595</td>
</tr>
<tr>
<td>281,630.890</td>
<td>1.781813199</td>
<td>158,058.595</td>
</tr>
<tr>
<td>281,632.671</td>
<td>1.781813203</td>
<td>158,059.593</td>
</tr>
<tr>
<td>281,634.456</td>
<td>1.781813190</td>
<td>158,060.597</td>
</tr>
<tr>
<td>281,636.239</td>
<td>1.781813185</td>
<td>158,061.598</td>
</tr>
<tr>
<td>281,638.021</td>
<td>1.781813193</td>
<td>158,062.597</td>
</tr>
</tbody>
</table>

Our experimental uncertainties have previously been listed in Table 2. The two measurements used to calculate the mode number used the wavemeter and the FSR Readout signal generator. Of these instruments, the wavemeter has the greatest listed uncertainty at 56 MHz ($0.2 \times 10^{-6}$), which could change the calculated mode number by 0.03. The wavemeter data presented in Table 4 had a mean difference between the measured and literature values of 27 MHz, and the wavemeter values in Table 5 were within 10.5 MHz of the frequencies verified with beatnote and atomic transitions. Both of these values are less than half of the specified 56 MHz uncertainty; thus, we expect that the uncertainty contributions to the calculated mode number from the wavemeter would be 0.15 or less.

The FSR readout signal generator has a specified clock frequency offset of less than $1 \times 10^{-8}$. This uncertainty would only change the calculated mode number by 0.0015.

To investigate whether there is a time-dependent offset, we also measured the FSR ten times over a sixteen week period, and each measurement was taken at least one week apart. The mean FSR value measured was 1.781813194 GHz, with a standard deviation of 6.6 Hz. This is consistent with the data presented in Table 5. Further measurements will be required to identify whether this evolves over longer time scales or with temperature.

4. Discussion

Three key measurements have been presented: the performance of the FSR readout technique was measured over a 42 h period and found to be sufficient for expected next mission requirements; we have verified that the technique tracks cavity absolute length changes using two independent absolute frequency readout methods; we have verified the linear spacing of our cavity longitudinal modes to validate the assumption of equal mode spacing in the typical locking range of the laser.
The two day measurement showed that the FSR readout’s performance was meeting expected mission requirements. The wavemeter, whilst having poorer accuracy, confirmed that the absolute laser frequency remained stable over the measurement. Furthermore, the beatnote also confirmed the stability of the laser frequency as referenced to a second laser stabilized relative to an atomic transition. This measurement does not cover the complete frequency span of the expected mission requirement, and as such, longer measurements will be required to confirm that the FSR readout remains below the requirement at the frequencies of interest. A longer measurement will also assist in verifying robustness and any long-term systematics of this readout scheme.

A demonstration that the FSR readout can track cavity absolute length changes was previously shown by applying a temperature step [7]. Here, we have verified this by confirming that the FSR measurement of length changes with two independent absolute frequency readout methods. The temperature step showed some apparent etalon behavior (Figure 5). A preliminary investigation has suggested that the etalon is likely a result of temperature-induced changes to the vacuum-can rather than the space cavity itself. Further investigation is required to confirm this and to remove the effect in future work.

Finally, we have investigated the linear spacing of the optical cavity longitudinal modes to address concerns about any systematic bias or offset. Our results show that the change in the fractional offset is small for different absolute frequencies. Further investigation will be required to determine whether the offset evolves over time or with different temperatures.

The uncertainties presented in Table 2 show that our measurements are currently limited by iodine stability and the aging of the FSR readout signal generator clock. These uncertainties can be reduced by the active temperature control of the iodine cell, characterizing and reducing electronic and digital offsets and tying our signal generator clock to a GPS reference. With an improved iodine stabilization system, the mode number should also be able to be determined with greater accuracy. Prototype development and testing of an integratable FSR unit is currently underway.

5. Conclusions

Previous work has presented a concept and performance of a readout technique to provide long-term laser frequency stability for future laser-only geodesy missions. This paper has extended that work and verified the FSR readout technique against an absolute frequency reference provided by an atomic reference, and it validated an approach for on-ground calibration to allow absolute frequency determinations whilst in orbit. Further work is required to confirm the size and impact of temperature or time-dependent offsets in the determination of absolute frequency.
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