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Abstract: Soil moisture (SM) is a crucial driving variable for the global land surface-atmosphere
water and energy cycle. There are now many satellite-based SM products available internationally
and it is necessary to consider all available SM products under the same context for comprehensive
assessment and inter-comparisons at the global scale. Moreover, product performances varying with
dynamic environmental factors, especially those closely related to retrieval algorithms, were less
investigated. Therefore, this study evaluated and identified the relative strengths of nine mainstream
satellite-based SM products derived from the Advanced Microwave Scanning Radiometer 2 (AMSR2),
Chinese Fengyun-3B (FY3B), the Soil Moisture Active Passive (SMAP), the Soil Moisture and Ocean
Salinity (SMOS), and the European Space Agency (ESA) Climate Change Initiative (CCI) by using
the Pearson correlation coefficient (R), R of SM seasonal anomalies (Ranom), unbiased Root Mean
Square Error (ubRMSE), and bias metrics against ground observations from the International Soil
Moisture Network (ISMN), as well as the Global Land Data Assimilation System (GLDAS) Noah
model simulations, overall and under three dynamic (Land Surface Temperature (LST), SM, and
Vegetation Optical Depth (VOD)) conditions. Results showed that the SMOS- INRA-CESBIO (IC)
product outperformed the SMOSL3 product in most cases, especially in Australia, but it exhibited
greater variability and higher random errors in Asia. ESA CCI products outperformed other products
in capturing the spatial dynamics of SM seasonal anomalies and produced significantly high accuracy
in croplands. Although the Chinese FY3B presented poor skills in most cases, it had a good ability
to capture the temporal dynamics of the original SM and SM seasonal anomalies in most regions of
central Africa. Under various land cover types, with the changes in LST, SM, and VOD, different
products exhibited distinctly dynamic error characteristics. Generally, all products tended to over-
estimate the low in-situ SM content but underestimate the high in-situ SM content. It is expected
that these findings can provide guidance and references for product improvement and application
promotions in water exchange and land surface energy cycle.

Keywords: AMSR2; FY3B; SMAP; SMOS; ESA CCI; evaluation

1. Introduction

Soil moisture (SM) is a key state variable for global land–surface interactions [1] and
exerts substantial influence on water and energy cycles [2] through shunting the radiant
energy into latent and sensible heat fluxes and partitioning precipitation into infiltration
and runoff [3]. In the past two decades, numerous missions/sensors have been dedicated
to providing large-scale and long-term SM information, including the Soil Moisture Active
Passive mission (SMAP; [4]) launched by the National Aeronautics and Space Adminis-
tration (NASA), the Soil Moisture and Ocean Salinity mission (SMOS; [5]) launched by
the European Space Agency (ESA), the Advanced Microwave Scanning Radiometer 2
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(AMSR2; [6]) onboard the Global Change Observation Mission-Water satellite (GCOM-W1),
the Advanced Scatterometer (ASCAT; [7]) onboard the Metop-A/B/C, and the Microwave
Radiation Imager (MWRI) onboard the Chinese FengYun (FY)-3B/C satellites [8]. In addi-
tion, the blended SM item initiated by the ESA Climate Change Initiative (CCI; [9,10]) also
provides long-term and spatiotemporal continuous SM information.

Satellite-based SM products are indirectly retrieved with considerable and untrace-
able uncertainties. Product spatiotemporal error characteristics should be investigated
and quantified through evaluation activities before launching potential applications.
Currently, there are many studies exploring the skills of different SM products in distinct
regions [11–15] or at a global scale [16–20]. For example, Ma et al. [17] made global
comparisons of five products from SMAP, SMOS, ASMR2, and ESA CCI by investigating
the impacts of five environmental factors (i.e., climate, soil roughness, spatial hetero-
geneity, Land Surface Temperature (LST), and Vegetation Optical Depth (VOD)) on
product performance. A. Al-Yaari et al. [18] evaluated six products from SMOS, SMAP,
ASCAT, and ESA CCI on different continents, land covers, and climates at the global
scale. Burgin et al. [16] compared the “L2_SM_P” product from SMAP with the other
four products from SMOS, ASCAT, AMSR2, and Aquarius, overall and under different
land covers. Previous studies indicated that distinct assessment conclusions can be
derived for the same product in different studies, which is primarily induced by the dif-
ferences in product versions, data pre-processing (e.g., quality control), spatial-temporal
coverage, descending/ascending orbits, assessment methods, reference datasets, and
partition conditions [15,16,21,22]. Therefore, it is necessary to synchronously consider as
many SM products as possible under the same contexts to uniformly obtain reliable and
convincing assessment results for current mainstream products.

In addition, compared with international SM products, such as those from SMAP,
SMOS, and AMSR2, the Chinese FY-3B/C-derived product has rarely been assessed
globally [7], of which the relative advantages and error characteristics are widely con-
cerned by international potential users. Cui et al. [23] and Zhu et al. [24] only evaluated
the FY3B product in the Tibetan Plateau and Henan Province of China, respectively.
Therefore, this study simultaneously evaluated and intercompared the FY3B product
together with eight passive microwave mainstream products (i.e., the L3 Version (V)-3
AMSR2 product derived from the Japan Aerospace Exploration Agency (JAXA), the
V001 C- and X-band AMSR2 products based on the Land Parameter Retrieval Model
(LPRM), the L3 V6 radiometer-based SMAP product, the L3 V300 SMOS product, the
V105 SMOS-IC product, and the V04.7 and V05.2 active–passive blended products from
ESA CCI) at the global scale (twice the number of products investigated in most studies),
spanning vast heterogeneous landscapes.

It is generally agreed that LST and VOD or Vegetation Water Content (VWC) are two
critical auxiliary parameters in the passive microwave retrieval algorithms. As the static
factor, the landscape has a dominant influence on SM spatiotemporal distributions at
the continent or global scale [25]. Specifically, land cover (LC) is also a critical auxiliary
dataset and closely related to some key algorithm input constants. Product performance
under these algorithm-related factors can provide guidance for algorithm upgrades and
performance improvements and, thus, they were selected as partition conditions in this
study. Furthermore, to investigate the sensitivity of products to diverse SM content, SM
itself was also considered as a partitioning factor. Specifically, this study investigated
the dynamic changes in product performance with time-varying LST, VOD, and SM
under various LC types. This two-factor crossover analysis has only been performed by
Zhang et al. [26] before, but they only focused on a SMAP-derived product.

Ground observations (e.g., the SM measurements from the International Soil Moisture
Network (ISMN; [27,28]) are the closest approximation to ground truth at the point scale.
However, due to the sparse and uneven distributions of ground stations, the evaluation
activities can only be conducted under limited and localized regions. To expand the
spatial extent for product evaluation, modeled SM simulations from the Global Land Data
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Assimilation System (GLDAS) Noah model are also used as a reference dataset for pixel-
scale evaluation in this study, as in previous studies [29,30], to make them complementary
for the in-situ evaluations and alleviate the spatial representativeness errors brought by the
point-to-pixel mismatches.

Consequently, this study utilized the ground observations from ISMN networks and
the GLDAS simulations together to evaluate and intercompare the performance of the
JAXA AMSR2 product, the two LPRM-based AMSR2 products, the SMAP, SMOS, SMOS-IC
products, and two ESA CCI products during the 2016–2018 period. The objectives are as
follows: (1) identifying the relative merits of the temporal performance of each product at
the global scale; (2) investigating the abilities of products in capturing SM spatiotemporal
dynamics at the site and continent scales; (3) examining the influences of three dynamic
environmental factors (LST, SM, and VOD) stratified by LC types on product performance.
Section 2 briefly introduces the datasets, assessment metrics, and evaluation methods.
Section 3 presents the evaluation and inter-comparison results. Sections 4 and 5 provide
discussions and the major conclusions, respectively.

2. Datasets and Methods
2.1. Datasets
2.1.1. Satellite-Based Products

AMSR2 is onboard the GCOM-W1 satellite and provides brightness temperature
(TB) information at seven microwave frequencies ranging from 6.9–89 GHz [5]. Two kinds
of algorithms are, respectively, adopted by JAXA and NASA to develop relevant prod-
ucts. The JAXA algorithm uses the fixed LST (=293 K) and the linear relationship between
VOD and VWC [31] to retrieve SM, while the NASA AMSR2 products are inversed from
the LPRM [32] using the dynamic LST derived from the linear relationship with V-pol
TB data at 36.5 GHz [33] and the MPDI (Microwave Polarization Difference Index)-based
VOD as auxiliary parameters. To investigate the relative strengths and disadvantages
brought by the algorithm and band differences, the descending (01:30 AM) L3 JAXAV3
(hereinafter called JAXA) and the V001 descending C1- and X-band LPRM-based AMSR2
(hereinafter called Lc1 and Lx) with a spatial resolution of 0.25◦ were both adopted.
In addition, the C1-band LPRM-derived VOD estimates were also used as one of the
dynamic conditions.

China launched the FY3B satellite on 5 November 2010, as the successor of the mete-
orological polar-orbiting satellite of FY-3A. It is equipped with the MWRI to provide TB
information at five bands ranging from 10.65 to 89 GHz [34]. The dynamic LST (derived
in the same way as the LPRM) and the VOD (calculated in the same way as the JAXA
algorithm) information are used in the FY3B official algorithm [7]. In this study, the L3
descending product (01:40 AM) based on the 25 km Equal-Area Scalable Earth (EASE) Grid
1.0 was adopted (hereinafter called FY3B).

NASA SMAP was launched on 31 March 2015 and carries a radiometer to provide
L-band TB information at the fixed incident angle (=40◦; [4]). SM estimates are retrieved
through the V-pol single channel (SCA-V; [35]) algorithm by using the LST information
from the Goddard Earth Observing System (GEOS)-5 model and the VWC parameter
derived from the Moderate-resolution Imaging Spectroradiometer (MODIS) Normalized
Difference Vegetation Index (NDVI). In addition, LC information is used to partition the
lookup table to select algorithm parameters, such as the single scattering albedo. The L3 V6
descending (6:00 AM) SM product (hereinafter called SMAP) and the GEOS-5 LST dataset
(one of the dynamic conditions) projected on the 36km EASE Grid 2.0 [36] were adopted in
this study.

ESA launched the first L-band SMOS satellite on 2 November 2009, and it is dedicated
to providing SM and ocean salinity information [5]. The L-band Microwave Emission of the
Biosphere (L-MEB) algorithm [37] is applied to retrieve SM. The LST simulations from the
European Centre for Medium Range Weather Forecasts (ECMWF) and the VOD information
initially derived by MODIS Leaf Area Index (LAI) are used for surface temperature and
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vegetation corrections, respectively. The appropriate dielectric model is currently chosen
by LC information. The SMOS-IC algorithm is simplified and updated based on the L-MEB
algorithm [38]. The major change is the non-consideration of pixel heterogeneity to avoid
uncertainties caused by the introduction of additional datasets. In addition, the newly
calibrated parameters of effective vegetation scattering albedo are selected from an LC-
based lookup table. The ascending (6:00 AM) L3 SMOSV3 (hereinafter called SMOS) and
the SMOS-ICV105 (hereinafter called IC) both projected on the 25 km EASE Grid 2.0 were
adopted in this study.

ESA CCI had blended active, passive, and combined products [8]. The V4.7 com-
bined product is created by merging all L2 LPRM-based passive datasets (from SMMR,
SSM/I, TRMM, AMSR-E, AMSR2, Windsat, and SMOS radiometers) and the TU Wien
change detection-based active datasets (from ERS-1 AMI, ERS-2 AMI-WS, and ASCAT
scatterometers). All the datasets are firstly rescaled into the same climatology pro-
vided by the GLDAS Noah model [39] through the Cumulative Distribution Function
(CDF)-matching technique [40,41]. The V5.2 combined product includes the SMAP
information compared with the V4.7 product. The emergence of more microwave SM
products in the future will provide more available data sources for the CCI data fusion
project. However, the performance of the blended product does not necessarily improve
as the number of datasets added increases. Investigations about the influences of the
newly added dataset on the blended product can provide inspiration and guidance
for future CCI data fusion. Therefore, this study evaluated both the combined V05.2
and V04.7 products (hereinafter called CCI_V4.7 and CCI_V5.2) with global coverage
and a spatial resolution of 0.25◦. The changes brought by the addition of SMAP to the
spatiotemporal accuracy of the blended product were analyzed through the comparison
of the performances of the two products.

2.1.2. ISMN

As an intensive data hosting and distribution facility, the International Soil Moisture
Network (ISMN) is maintained by the Vienna University of Technology and provides
global in-situ observations from more than 50 operational networks and more than 2500 sta-
tions [27,28]. There were 17 networks (Table S1; 10 sparse networks and 7 dense networks)
and 593 sites selected, as shown in Figure 1, after data quality control (Section 2.2.1) during
the study period, with 70.8% and 18.7% of these sites concentrated in North America and
Europe, respectively.
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Biosphere Program (IGBP)-based land cover classification.
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2.1.3. Auxiliary Datasets

The International Geosphere Biosphere Program (IGBP; [42])-based land cover map
from the MODIS MCD12C1 series [43] has 18 subtypes and was reclassified into 6 primary
types (Forests, Shrublands, Woodlands, Grasslands, Croplands, and Unvegetated regions),
shown in Figure 1 and Table S2. The V06 2018 MCD12C1 map with a spatial resolution of
0.05◦ was introduced as partitions for dynamic factors in this study.

The 3 h and 0.25◦ GLDAS Noah simulations including SM (0–10 cm), Snow Depth
(SD), and Surface Skin Temperature (SST) variables were also applied in this study. The
0–10 cm SM simulations have been adopted as references in many data merging and
evaluation studies [29,30,44]. Here it was applied as a reference dataset together with
the ISMN observations to perform pixel-scale and point-scale evaluations, respectively.
Satellite-based SM estimates under snow and freezing conditions need to be excluded to
ensure the credibility of assessment results. Therefore, the SD greater than 0 cm and SST
smaller than 273.15 K were introduced as filtering criteria to eliminate abnormal SM values,
according to Kim et al. [30] and Ma et al. [17].

2.2. Methods
2.2.1. Data Quality Control

Prior to implementing evaluations, preliminary quality control operations are required
to obtain reliable results. Except for the above SD and SST filters, a special screening for
each product was also conducted according to its quality flags (if present). For SMAP,
the data were retained when the “Retrieval Quality Flag” indicated recommended quality.
For SMOS, the data were excluded if the “Data Quality Index” was greater than 0.1 or
the “Probability of RFI” was greater than 0.2 [45,46]. For IC, when under the two cases:
(1) the “Quality Flag” was equal to 0 and (2) the “Quality Flag” and the “Scene Flag” were
both equal to 1 [17]; the data were retained. For CCI V05.2, the data were adopted when
the “flag” was equal to 0. For networks from ISMN, only sites with 0–10 cm measuring
depth were selected (containing the maximum depth that microwaves can reach (~5 cm))
and measurements with quality flags marked as “G” [28] were retained. In addition,
to reduce the impacts of system differences caused by the scale mismatches between
satellite pixels and ground stations, ISMN observations were excluded when the criteria
of “TC > 10%” and “WF > 10%” were both satisfied. “TC” and “WF” were the global
topographic complexity and wetland fraction datasets from ESA CCI. Moreover, SM values
greater than 0.6 m3/m3 were filtered out for all SM datasets [38].

2.2.2. Assessment Metrics

Four error metrics were adopted in this study: the Pearson correlation coefficient
(R; Equation (1)) to assess the product’s ability in capturing the in-situ SM temporal dy-
namics [47]; the Ranom (R of SM anomaly) to evaluate the product’s ability in capturing
the day-to-day variation of in-situ SM [18]; the mean bias (bias; Equation (2)) to evalu-
ate the systematic error and reflect the over- or underestimation [48], and the ubRMSE
(Equation (3)) to reflect product uncertainty and random error. The descriptions of these
metrics are given as follows:

R = E[(Ws − E[Ws])
(
Wg − E

[
Wg
])
]/(σsσg) (1)

bias = E[Ws]− E
[
Wg
]

(2)

ubRMSE =
√

E
{(

[(Ws − E[Ws])−
(
Wg − E

[
Wg
])]

)2
}

(3)

where Ws and Wg are satellite-based and ISMN in-situ SM, respectively, σ and E are
standard deviation and mean operators, respectively.

The SM seasonal cycle can unrealistically increase the degree of correlation and, thus,
needs to be removed through computing the Ranom (Equation (4)) which reflects the
short-scale SM temporal dynamics. Here, the SM anomalies are deviations from a 35-day
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moving average [18,44]. Wanom(t) and W(t) are the anomaly and observation values at time
t, and W (t − 17, t + 17)) is the ensemble of SM observations in the 35-day window.

Wanom(t) = [W(t)− E(W(t − 17, t + 17))]/σ[W(t − 17, t + 17)] (4)

All products were collected from 1 January 2016 to 31 December 2018, and 593 sites
from 17 networks were selected after data quality control. The thermal equilibrium among
soil surface, vegetation, and air at nighttime is closer to the algorithm assumptions [49–51]
at nighttime and, thus, only products at nighttime overpasses were adopted. The in-situ
observations closest to product overpass time were selected and observations of 24 h a day
were averaged for the two CCI products. For the AMSR2-based products and FY3B, the
in-situ observations at 01:00 and 02:00 were averaged. To mitigate the spatial mismatches,
when there were two or more sites in one pixel, ground observations from all sites in that
pixel were averaged. Additionally, to maintain spatial consistency, all grids (if not 0.25◦)
were resampled to 0.25◦ by bilinear interpolation. Moreover, to comprehensively evaluate
product capability in capturing SM spatiotemporal features, for each continent, both spatial
and temporal error metrics were calculated. At the temporal scale, the metrics between
time-series in-situ observations and satellite retrievals at each site were computed. At the
spatial scale, the metrics between in-situ observations of all sites on each continent and
corresponding satellite retrievals on each day were computed. To acquire robust statistical
results, only datasets with a sample size (i.e., available data pairs of in-situ observations and
satellite retrievals) >100 were retained. Before metrics calculations, a four-column dataset
sorted by time and composed of the in-situ observations, the satellite-based retrievals, LC,
and one of the dynamic conditions (LST, SM, and VOD) was prepared. For evaluations
under one of the three dynamic factors partitioned by LC, the dataset was secondarily
sorted by that factor and then was divided into 10 parts [26], and metrics were calculated
for each part.

3. Results
3.1. Evaluations against ISMN Observations
3.1.1. Overall Evaluations

Figure 2 presents the assessment metrics for each product using the common data
points from 2016 to 2018. SMAP and CCIV4.7 slightly outperformed SMOS and IC, con-
sidering R and Ranom. In addition, IC had slightly higher R and Ranom, lower ubRMSE,
but larger negative bias values compared with SMOS. All metrics visibly dropped for
the AMSR2-based products and FY3B, confirming the superiority of the L-band in SM
monitoring compared with the C and X bands. For the AMSR2-based products, Lx
exhibited higher temporal correlations with the original SM and SM seasonal anomalies
(both median R and Ranom > 0.4), whereas JAXA presented lower random error (median
ubRMSE < 0.12), and Lc1 showed lower systematic bias over in-situ SM (median bias
~0.45). The ubRMSE scores of Lc1 were also clearly higher than those of Lx. The larger
random error of Lc1 may be attributed to the reason that the C band is more seriously
affected by the Radio Frequency Interference (RFI; [52]) compared to the X band. Except
for JAXA and Lx, other products all exhibited higher R than Ranom, indicating that
these products can better capture the temporal dynamics of the original SM than those
of SM seasonal anomalies. The performance of FY3B was far from satisfying with the
lowest temporal correlations with the original SM and seasonal anomalies among all
products. For the CCI products, the inclusion of SMAP degraded the overall performance
of CCI_V5.2, considering the lower R, Ranom, and higher ubRMSE of CCI_V5.2 and
SMAP, compared with CCI_V4.7. When considering the bias, JAXA exhibited signifi-
cantly dry biases over in-situ SM, which was in line with the findings of Kim et al. [22].
Homoplastically, the SMOS and IC were also found to have dry biases, consistent with
many previous studies [17,53].
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considering the common data points of all products from 2016 to 2018.

To investigate the impacts of temporal sampling on the performance metric scores,
all available SM retrievals for each product were also evaluated and are shown in Figure 3.
IC had slightly lower temporal correlations (R and Ranom) with ISMN observations and
lower ubRMSE scores than SMOS. They both had significantly poorer skills compared
with the two CCI products and SMAP. In addition, the performance distinctions of
the C- and X-band products from the L-band and CCI products were obvious. These
findings were not in line with Figure 2 and demonstrated that temporal sampling
affects the evaluation results to a certain extent [18]. Therefore, the same temporal
sampling for SM retrievals from different products was required to reach more reliable
inter-comparison conclusions.
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3.1.2. Spatial Patterns of Assessment Metrics

The spatial patterns of R, mean SM, Ranom, and Standard Deviation (SD) for each
product are presented in Figures 4 and 5, respectively. In most regions of the world, Lc1
and Lx exhibited higher mean SM, followed by CCI products. However, the other products
had mean SM values of 0–0.06 m3 m−3. The lower mean SM of JAXA compared with Lc1
and Lx was possibly caused by the distinct SM ranges (0–0.6 m3 m−3 for JAXA versus
0–1 m3 m−3 for Lc1 and Lx) regulated in the algorithms. Nevertheless, the higher SM
estimates of Lc1 and Lx were accompanied by stronger variabilities, considering the higher
SD in Figure 5b,c. In contrast, the CCI products had low SD (0–0.05 m3 m−3) in most of
the world, even in regions with high mean SM. It proved that the multi-product fusion
technique could enhance data stability to some extent. Compared with CCI_V4.7, CCI_V5.2
had drier estimates in regions above 30◦N and lower variability (lower SD) in most of the
world, possibly due to the inclusion of SMAP. It was worth noting that the AMSR2-based
products and FY3B had stronger SM variations (higher SD) in the high-latitude regions
(>45◦N), which might be related to the cold or polar climate [20], high soil organic content
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(SOC; [54]), and dense vegetation (Figure 1). SOC helps to aggregate soil particles, develop
soil structure, increase water storage [55] and, thus, influences soil permittivity. However,
this influence is not well handled by current passive microwave retrieval algorithms. For
SMOS-based products, IC had greater SM variability than SMOS in Asia, considering that
it exhibited higher SD scores.

Figure 4. (a–i) are the global distributions of R and mean SM (m3 m−3) for each product from 2016
to 2018 (n is the number of total sites on each continent). (j) represents the difference between the
averaged CCI_V5.2 and CCI_V4.7 (D means the difference).
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Figure 5. (a–i) are the same as Figure 4, but for global distributions of Ranom and SD for each product.
(j) represents the difference between the SD of CCI_V5.2 and CCI_V4.7.

In terms of R and Ranom, JAXA and FY3B had lower temporal correlations with in-situ
SM, especially in the eastern United States with R < 0.3 at >50% sites. SMOS and IC showed
poorer accuracies in Europe with R and Ranom < 0.6 at >50% sites, which was primarily
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due to the significant influence of RFI [56]. At most sites, the Ranom scores significantly
decreased for all products compared with R scores, and the SMAP and CCI products could
accurately capture the SM temporal dynamics with R > 0.6. Moreover, the AMSR2-based
products and FY3B exhibited lower Ranom scores than the other products at most sites.
These findings were consistent with those presented in Section 3.1.1.

3.1.3. Continent-Level Evaluations

Figure 6 shows the evaluation results for the spatial and temporal performance of each
product at the continent scale. It should be noted that there is only one dense network in
China (CTP_SMTMN; [57]) and Australia (OZNET; [58]), respectively. As shown in Figure 6,
most products could better capture the temporal dynamics rather than spatial dynamics of
both the original SM and seasonal anomalies on all continents. The reason might be that
the site-to-site variation in SM was more complex than its short-term temporal variation,
particularly when considering the sparse networks across vast heterogeneous landscapes.
This could also explain why all products had smaller spatial random errors (ubRMSE)
in the CTP_SMTMN and OZNET dense networks (distributed over small regions) than
in North America and Europe. At the temporal scale, FY3B clearly exhibited the poorest
performance on all continents considering all the metrics. For SMOS-based products, IC
could better capture the temporal dynamics of the original SM and seasonal anomalies
than SMOS on all continents. For CCI products, the CCI_V5.2 was inferior to CCI_V4.7
at the CTP_SMTMN network, considering the temporal and spatial performances of R,
Ranom, and ubRMSE. However, in Europe and at the OZNET network, the CCI_V5.2 had
substantially higher spatial Ranom scores than CCI_V4.7. The CCI algorithm upgrades
enhanced the product’s ability to capture the spatial dynamics of SM seasonal anomalies in
these regions. For AMSR2-based products, although Lx outperformed JAXA and Lc1 in
most cases, the two products still yielded higher spatial and temporal correlations with both
original SM and seasonal anomalies in the CTP_SMTMN network, respectively, compared
with Lx.
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As shown in Table 1, SMAP and CCI products performed better in most instances. At
the temporal scale, the optimal product in North America and Europe was SMAP, whereas
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CCI_V4.7 was the optimal product in the CTP_SMTMN network. At the spatial scale, the
CCI products were optimal in North America and the CTP_SMTMN network. Furthermore,
the CCI products also outperformed other products considering the ability to capture the
spatial dynamics of SM seasonal anomalies on all continents. Interestingly, in the OZNET
network, IC exhibited better temporal performance considering R, Ranom, and bias sores,
possibly due to the algorithm simplification (e.g., homogeneous pixels) and parameter
improvement (e.g., soil roughness).

Table 1. The optimal product considering each spatial and temporal metric on each continent (the
units of ubRMSE and bias are m3·m−3).

Dimensions Metrics North America Europe China Australia

Spatial

R CCI_V4.7 Lc1 CCI_V4.7 Lx
Ranom CCI_V4.7 CCI_V5.2 CCI_V4.7 CCI_V5.2

ubRMSE CCI_V4.7 SMOS IC SMAP
bias SMAP SMAP CCI_V5.2 SMOS

Temporal

R SMAP SMAP CCI_V4.7 IC
Ranom SMAP SMAP CCI_V4.7 IC

ubRMSE SMAP CCI_V5.2 CCI_V4.7 CCI_V5.2
bias SMAP SMAP CCI_V5.2 IC

3.2. Evaluations against GLDAS

To alleviate the contradiction of scale mismatches between in-situ observations and
satellite retrievals, this study also adopted the GLDAS SM dataset as a reference to evaluate
products at the pixel scale. It should be noted that the biases of CCI products are deemed
meaningless and, therefore, are not shown in this section, as the two products are scaled to
the same climatology provided by the GLDAS Noah model [18]. Due to the space limitation,
only the R and Ranom metrics are displayed in Section 3.2.1. The performance of ubRMSE
and bias can be found in the Supplemental Materials.

3.2.1. Spatial Patterns of Assessment Metrics

The spatial patterns of R (Figure 7) and Ranom (Figure 8) indicated that all products
had lower temporal correlations with the original GLDAS SM and seasonal anomalies
in high-latitude areas (>45◦N), featured by a cold or polar climate, high SOC, and dense
vegetation. Although the performance of Ranom was significantly lower for all products
compared with R (in line with Figure 2), CCI_V5.2 (Figure 8i) and SMAP (Figure 8e) still
exhibited acceptable skills (Ranom > 0.6) in the regions outlined by green boxes (primarily
distributed in America, Mexico, southeastern South America, west and southern Europe,
South Africa, eastern Australia, China, and Kazakhstan). Considering the similar spatial
patterns of the two products and the inferior performance of CCI_V4.7, it could be inferred
that the inclusion of SMAP enhanced the capacity of CCI_V5.2 in capturing the temporal
dynamics of SM seasonal anomalies. It was also worth noting that all products exhibited
high R values (>0.6) in most regions of India and the 10◦–20◦N regions of Africa (both
outlined by yellow boxes). Moreover, the ubRMSE (Figure S1) and SD (Figure 5) metrics of
most products exhibited similar spatial distributions, indicating that the strong instabilities
of SM retrievals were potentially caused by high uncertainties and random errors (especially
for IC, Lc1, and Lx). Compared with Lx, Lc1 had higher random errors in northern South
America and central Africa (outlined by orange boxes in Figure S1b,c). Therefore, it could
be inferred that the C1 band was more substantially affected by RFI in the two regions
compared with the X band. Additionally, IC had significantly higher random errors and
strong instabilities in the two regions outlined by the blue boxes (Figure S1g), which was
likely due to the impacts of RFI.



Remote Sens. 2022, 14, 2739 12 of 23Remote Sens. 2022, 14, x FOR PEER REVIEW 12 of 23 
 

 

 
Figure 7. Spatial distribution of R against GLDAS for (a) JAXA, (b) Lc1, (c) Lx, (d) FY3B, (e) SMAP, 
(f) SMOS, (g) IC, (h) CCI_V4.7, and (i) CCI_V5.2. The regions with R > 0.6 are outlined with yellow 
boxes. 

 
Figure 8. Spatial distribution of Ranom against GLDAS for (a) JAXA, (b) Lc1, (c) Lx, (d) FY3B, (e) 
SMAP, (f) SMOS, (g) IC, (h) CCI_V4.7, and (i) CCI_V5.2. The regions with Ranom > 0.6 of SMAP 
and CCI_V5.2 are outlined with green boxes. 

Considering the spatial pattern of the biases (Figure S2), SMOS and IC both had 
higher scores, mostly in Asia and Europe. This indicated that the SMOS mission was more 
strongly affected by RFI on the two continents than in other regions. JAXA exhibited over-
estimations over GLDAS model simulations in most regions of the world (Figure S2a), 
which was inconsistent with Figure 2, showing that this product had a dry bias against 

Figure 7. Spatial distribution of R against GLDAS for (a) JAXA, (b) Lc1, (c) Lx, (d) FY3B, (e) SMAP,
(f) SMOS, (g) IC, (h) CCI_V4.7, and (i) CCI_V5.2. The regions with R > 0.6 are outlined with
yellow boxes.

Remote Sens. 2022, 14, x FOR PEER REVIEW 12 of 23 
 

 

 
Figure 7. Spatial distribution of R against GLDAS for (a) JAXA, (b) Lc1, (c) Lx, (d) FY3B, (e) SMAP, 
(f) SMOS, (g) IC, (h) CCI_V4.7, and (i) CCI_V5.2. The regions with R > 0.6 are outlined with yellow 
boxes. 

 
Figure 8. Spatial distribution of Ranom against GLDAS for (a) JAXA, (b) Lc1, (c) Lx, (d) FY3B, (e) 
SMAP, (f) SMOS, (g) IC, (h) CCI_V4.7, and (i) CCI_V5.2. The regions with Ranom > 0.6 of SMAP 
and CCI_V5.2 are outlined with green boxes. 

Considering the spatial pattern of the biases (Figure S2), SMOS and IC both had 
higher scores, mostly in Asia and Europe. This indicated that the SMOS mission was more 
strongly affected by RFI on the two continents than in other regions. JAXA exhibited over-
estimations over GLDAS model simulations in most regions of the world (Figure S2a), 
which was inconsistent with Figure 2, showing that this product had a dry bias against 

Figure 8. Spatial distribution of Ranom against GLDAS for (a) JAXA, (b) Lc1, (c) Lx, (d) FY3B,
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and CCI_V5.2 are outlined with green boxes.

Considering the spatial pattern of the biases (Figure S2), SMOS and IC both had
higher scores, mostly in Asia and Europe. This indicated that the SMOS mission was
more strongly affected by RFI on the two continents than in other regions. JAXA ex-
hibited overestimations over GLDAS model simulations in most regions of the world
(Figure S2a), which was inconsistent with Figure 2, showing that this product had a
dry bias against ISMN observations. The reason might be that GLDAS had also been
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found to have systematic underestimations over several ISMN networks, as confirmed
by Kim et al. [30].

3.2.2. Inter-Comparisons

The comparison of the two CCI products (Figure 9A) showed that CCI_V5.2 had
higher accuracy than CCI_V4.7 in most regions of the world. However, in northeast India,
CCI_V4.7 outperformed CCI_V5.2 in terms of R and ubRMSE. When considering all prod-
ucts (Figure 9B), the CCI products had higher R and lower ubRMSE values in most regions
of the world. In contrast, SMAP performed better in capturing the temporal dynamics of
SM seasonal anomalies, especially in Africa and the southwestern part of Eurasia and the
United States, where the advantages of this product were not fully reproduced by CCI_V5.2.
The SMOS had the highest temporal correlations with the original SM and seasonal anoma-
lies in northwest South America (outlined by red boxes). Moreover, although FY3B had
poor performance in most cases compared with other products, it had the highest temporal
correlations with both original GLDAS SM and seasonal anomalies in most regions of
central Africa (outlined by orange boxes).

Remote Sens. 2022, 14, x FOR PEER REVIEW 13 of 23 
 

 

ISMN observations. The reason might be that GLDAS had also been found to have sys-
tematic underestimations over several ISMN networks, as confirmed by Kim et al. [30]. 

3.2.2. Inter-Comparisons 
The comparison of the two CCI products (Figure 9A) showed that CCI_V5.2 had 

higher accuracy than CCI_V4.7 in most regions of the world. However, in northeast India, 
CCI_V4.7 outperformed CCI_V5.2 in terms of R and ubRMSE. When considering all prod-
ucts (Figure 9B), the CCI products had higher R and lower ubRMSE values in most regions 
of the world. In contrast, SMAP performed better in capturing the temporal dynamics of 
SM seasonal anomalies, especially in Africa and the southwestern part of Eurasia and the 
United States, where the advantages of this product were not fully reproduced by 
CCI_V5.2. The SMOS had the highest temporal correlations with the original SM and sea-
sonal anomalies in northwest South America (outlined by red boxes). Moreover, although 
FY3B had poor performance in most cases compared with other products, it had the high-
est temporal correlations with both original GLDAS SM and seasonal anomalies in most 
regions of central Africa (outlined by orange boxes). 

 
Figure 9. (A) The optimal CCI product considering (a) R (>0), (b) Ranom (>0), and (c) ubRMSE. (B) 
Same as (A) but considering all products and the regions where SMOS and FY3B had the best skills 
are outlined by red and orange boxes, respectively. 

3.3. Evaluations under Dynamic Conditions 
Considering the close relations of LST and VOD with passive microwave retrieval 

algorithms, it is necessary to investigate product performances under different LST and 
VOD conditions, to provide guidance for algorithm upgrades and performance improve-
ment. Therefore, the auxiliary SMAP LST dataset from the GEOS-5 model, the C1-band 
LPRM-derived VOD dataset, and the ISMN in-situ observations were adopted and served 
as dynamic partition factors in this section. The broken lines composed of ten samples for 
each product are displayed under LST (Section 3.3.1), SM (Section 3.3.2), and VOD (Sec-
tion 3.3.3) conditions, respectively. Previous studies seldom considered product perfor-
mance under pairwise factors, especially algorithm-related factors. Zhang et al. [26] only 
analyzed the performance of SMAP V2 under three dynamic conditions, stratified by cli-
mates. Based on their research, the variation features of product errors with the dynamic 
conditions were analyzed. 

3.3.1. Land Surface Temperature 

Figure 9. (A) The optimal CCI product considering (a) R (>0), (b) Ranom (>0), and (c) ubRMSE.
(B) Same as (A) but considering all products and the regions where SMOS and FY3B had the best
skills are outlined by red and orange boxes, respectively.

3.3. Evaluations under Dynamic Conditions

Considering the close relations of LST and VOD with passive microwave retrieval
algorithms, it is necessary to investigate product performances under different LST and
VOD conditions, to provide guidance for algorithm upgrades and performance improve-
ment. Therefore, the auxiliary SMAP LST dataset from the GEOS-5 model, the C1-band
LPRM-derived VOD dataset, and the ISMN in-situ observations were adopted and served
as dynamic partition factors in this section. The broken lines composed of ten samples
for each product are displayed under LST (Section 3.3.1), SM (Section 3.3.2), and VOD
(Section 3.3.3) conditions, respectively. Previous studies seldom considered product per-
formance under pairwise factors, especially algorithm-related factors. Zhang et al. [26]
only analyzed the performance of SMAP V2 under three dynamic conditions, stratified by
climates. Based on their research, the variation features of product errors with the dynamic
conditions were analyzed.

3.3.1. Land Surface Temperature

Figure 10 demonstrates the performance of R, Ranom, ubRMSE, and bias for each
product at various LST ranges, conditioned by six LC types. All products had similar
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varying trends of R and Ranom with increasing LST under all the LC types. They
showed the highest temporal correlations with both absolute SM and anomalies dur-
ing 285 K–295 K in shrublands. SMAP had the best skills in forests and grasslands,
while CCI outperformed other products in croplands considering the four metrics. In
addition, the two CCI products had smaller varying ranges as LST increased under
all the LC types and considering all metrics, compared with the other products. This
confirmed that the data merging could reduce the impacts of LST on product perfor-
mance to a certain extent. However, they had the lowest correlations at ~296 K in the
unvegetated region considering both R and Ranom scores. It was also interesting to
note that IC performed best in capturing the temporal dynamics of SM seasonal anoma-
lies in shrublands. In addition, the AMSR2-based products and FY3B had significantly
increasing R and Ranom scores when LST was greater than 298 K. In woodlands, SMAP
had the highest performance at ~282 K, considering both R and Ranom, while in the
unvegetated region, Lc1 and Lx had the lowest accuracy during 280 K–290 K, which
indicated that the LPRM was not appropriate for SM retrieval of AMSR2 in that LST
range for unvegetated soils.
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by LC types.

In terms of ubRMSE, all the products had significantly decreased random errors as LST
increased in shrublands. Additionally, SMAP, IC, and the two CCI products also had slightly
decreased ubRMSE with increasing LST in woodlands, grasslands, and croplands. In terms
of bias, for all the LC types, JAXA significantly underestimated in-situ SM, consistent with
the findings in Section 3.2.2. In addition, the underestimation was slowly relieved with
increasing LST, and this similar situation was also found for IC, SMOS, and SMAP in
grasslands. For Lx, the bias changed the fastest with rapidly decreasing positive bias as the
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LST increased, which indicated that the bias of this product was sensitive to LST changes
and the LST auxiliary parameters might be the key contributors to the systematic deviation
in the AMSR2 X-band LPRM algorithm.

3.3.2. Soil Moisture

As SM increased, Figure 11 shows that all products had obvious irregular fluctuations
considering R and Ranom under the six LC types. Specifically, SMAP had remarkably
increasing R when SM was over 0.22 m3 m−3 in forests. When SM content was above a
certain threshold (i.e., in a relatively moist state), the performance of R for most products
increased significantly. This was consistent with the general principle that higher SM is
easier to detect, but this threshold varied significantly under various LC types (0.35 m3 m−3

in forests, 0.14 m3 m−3 in shrublands, 0.21 m3 m−3 in grasslands, and 0.30 m3 m−3 in
unvegetated regions). However, all products had decreased Ranom as SM increased in
the unvegetated region. This was possibly due to the reason that increasing SM content
causes the daily wetting and drying events to be less noticeable and, thus, harder for
sensors to detect. It was interesting to note that SM had a smaller range (0–0.25 m3 m−3)
in shrublands than in other LC types. The shrublands were primarily distributed in arid
and semi-arid climates and it had been confirmed that this LC type had more bare soil and,
therefore, more runoff compared with grasslands [59]. In terms of ubRMSE, most products
had increasing uncertainties with increased SM in shrublands and grasslands. In terms
of bias, all products had nearly linear downward trends in all the LC types with similar
declining rates. As the SM increased, the wet biases gradually turned into dry biases for
most products under all the LC types. This reflected a common characteristic of remote
sensing SM products; namely, they tended to overestimate the low in-situ SM content but
underestimate the high in-situ SM content.
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3.3.3. Vegetation Optical Depth

Figure 12 shows the varying performance of each product with VOD conditioned by
LC types. Due to the denser vegetation, the forest and woodlands had higher VOD than
the other LC types, with a range of 0.2~1.2 and 0.2~1.0, respectively. As VOD increased, the
AMSR2-based products and FY3B had slowly decreased correlations in the grasslands and
croplands and showed wider variation ranges than the L-band and CCI products in most
LC types, considering both R and Ranom. This confirmed that the C and X bands were
more sensitive to the variation in VOD due to the weaker penetration capacity compared
with the L-band. Most products had significantly higher performance when VOD was
over 0.42 in shrublands and had two peak values (When VOD was ~0.2 and ~0.45) in
the unvegetated region, considering both R and Ranom. In terms of ubRMSE, all the
products had increasing uncertainties with increasing VOD in shrublands and had local
peak values in grasslands when VOD was around 0.45. However, the ubRMSE scores
remained relatively stable for all the products when VOD was over 0.42 in croplands. In
terms of bias, except for Lc1, Lx, and FY3B, all the other products had slowly decreasing
bias as VOD increased in grasslands, while in croplands, the bias of JAXA, SMAP, and the
two CCI products remained relatively stable, whereas the negative bias of SMOS and IC
gradually increased.
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4. Discussion

The three AMSR2-based products exhibited relative strengths in terms of different
metrics, as found in Section 3.1.1. The complementarity of the three products gives inspira-
tion to the performance promotion of the AMSR2 satellite in SM monitoring, namely by
combining the advantages of each product through data fusion. The FY3B had substantial
room for improvement. Improving the algorithm complexity and the quality of auxiliary
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parameters are effective solutions to improve product performance. For example, the empir-
ical temperature model, which is similar to that of LPRM-based AMSR2 (LST information
is derived by the empirical relationship with Ka-band TB data; [33]), should be significantly
improved. As confirmed in Section 3.2.1, all the products could better capture the temporal
dynamics of GLDAS model simulations in India and Africa (outlined by yellow boxes)
spanning tropical and temperate climates. It had been reported that SM and precipitation
were strongly coupled in climate transition zones [60]. Therefore, the SM seasonal cycle in
these zones is likely more distinct and can be better captured by satellites, as confirmed
by Kim et al. [22]. When the LST value was in a range from 285K to 295K, all the products
exhibited higher temporal correlations with original in-situ SM and seasonal anomalies in
shrublands (Section 3.3.1). SM is retrieved based on the radiative transfer model for all the
passive microwave products investigated in this study. This model assumes that the soil
effective temperature and vegetation temperature are approximately equal. However, this
assumption is only valid if the air, vegetation, and near-surface soil are in thermal equi-
librium [4,61,62]. Therefore, it could be inferred that this LST range might be the optimal
temperature range in which the land–surface–atmosphere thermal equilibrium is reached.
The common characteristic of all the products to overestimate low in-situ SM content but
underestimate high in-situ SM content (Section 3.3.2) was due to the systematic difference
caused by the different spatial representativeness between satellite pixels and the ground
site. The pixel-scale satellite estimates represent an average SM status of a ~25 km × 25 km
area and cannot well capture the finer point-scale SM spatial variability and, therefore,
tend to exhibit smoother SM ranges than ground observations. In addition to the spatial
representativeness inconsistency, there also exist systematic differences between ground
and satellite measurements resulting from different measurement depths, errors in the land
surface parameterization through the retrieval algorithm, and differences in sensitivity
against rainfall events at the same pixel [26,63]. Although the ground observations were
spatially averaged when more than one station was found in one pixel (Section 2.2.2), this
operation can only partially alleviate the systematic differences. The ground observations
are only the approximation of “ground truth” at the pixel scale. Therefore, special attention
should be paid when interpreting the performance of the assessment metrics against in-situ
observations, especially the bias metric.

In principle, the more samples, the more robust and reliable the assessment metrics
are. It is unrealistic to individually select the optimal sample size for each product at
each station or in each temporal range. Therefore, we set 100 as the global sample thresh-
old (Section 2.2.2), because previous SM evaluation studies found that >100 samples
were required to avoid numeric problems and ensure statistical robustness [26,29,64].
However, the sampling differences in different temporal ranges and spatial locations
still cannot be avoided. For example, the satellite–ground collocated data points were
fewer in forests and unvegetated regions than in the other land cover types due to the
spatial distribution patterns of ISMN stations (Figure 1). The assessment metrics are
based on finite samples and subject to sampling errors. As suggested by [48,65], the most
common way to deal with statistical uncertainty (i.e., sampling errors) across science
communities is null hypothesis significance testing using p-values and/or confidence
intervals. However, the American Statistical Association confirmed that the dichotomous
significance tests can lead to unjustified inferences due to strictly yet arbitrarily catego-
rizing study results [66]. Therefore, for SM validation purposes, it is better to provide
and interpret the assessment metrics in the form of confidence intervals alongside the
metrics themselves [48] in future research.

Only 593 sites from the ISMN were used, which are primarily distributed in North
America and Europe. The lack of sites on other continents and their uneven and sparse
distributions across the globe will degrade the quality of reference datasets and limit the
execution of reliable and comprehensive evaluation activities. Additionally, the GLDAS
SM datasets are model simulations with considerable errors and uncertainties, which
are difficult to trace and quantify, and, thus, will inevitably propagate to the evaluation
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results. Therefore, the expansion of long-term, continuous ground observations and the
inclusion of high-accuracy model simulations will certainly improve the reliability of
evaluation results in future studies. In addition, SMAP, SMOS, and IC all use model-
based auxiliary information (GEOS-5 for SMAP and ECMWF for SMOS and IC) in their
algorithms, which have similar physical bases to GLDAS and, thus, probably make the
metrics against GLDAS unrealistically high. However, considering that these metrics
were consistent with those against ISMN, and our key concern was the relative accuracy
and performance ranking of the products rather than the absolute accuracy, we still
believed that it was reasonable to evaluate product performance based on the metrics
against GLDAS.

Apart from LST and VOD, the impacts of other dynamic factors on product perfor-
mance also need to be investigated, such as precipitation. It also controls the global water
cycle and hydrological balance [67,68] and is closely related to SM dynamics. Addition-
ally, product performance under some closely related static factors, such as climate, soil
roughness, and topography, should also be investigated in future studies. The products
explored in this study were based on passive microwave remote sensing and data fusion.
Active microwave products, such as ASCAT-based products, should be considered in future
evaluation studies to expand the assessment conclusions.

The conclusions about product performance were drawn based on the specified prod-
uct versions, study regions and periods, preprocessing, data quality controls, reference
datasets, assessment metrics, and result interpretations, which are critical influencing fac-
tors that should be carefully considered when selecting the optimal product for applications.
Considering the diversity of environmental conditions and the multiple perspectives of
product performance, this study conducted a systematic and comprehensive evaluation
of mainstream satellite-based SM products, offering guidance for applications in water
exchange, land surface energy, and the carbon cycle.

5. Conclusions

To comprehensively explore the accuracy and error characteristics of mainstream
satellite-based SM products, our study evaluated and inter-compared nine products derived
from AMSR2, FY3B, SMAP, SMOS, and ESA CCI against ISMN observations and GLDAS
model simulations from 2016 to 2018. The evaluation results based on the four metrics (R,
Ranom, ubRMSE, and bias) are summarized below:

(1) In terms of the overall performance, SMAP and CCI exhibited higher accuracy
compared with the other products, followed by SMOS and IC. By contrast, the
AMSR2-based products and FY3B showed poorer capabilities with regard to the
four metrics, especially the FY3B. In addition, JAXA, SMOS, and IC obviously
featured underestimations over the in-situ SM. Temporal sampling had a certain
influence on metric scores.

(2) Most products can better capture the temporal dynamics of the original SM than those
of SM seasonal anomalies and had higher temporal than spatial performance on all
continents. SMOS and IC both had higher uncertainties, mostly in Asia and Europe,
due to the impacts of RFI, especially in Europe with R and Ranom < 0.6 at >50% sites.
The CCI products outperformed other products considering their abilities in capturing
the spatial dynamics of SM anomalies on all continents. The strong variabilities (SD)
in SM retrievals were typically accompanied by high random errors and uncertainties
(ubRMSE), especially for IC and LPRM-based AMSR2 products.

(3) Compared to SMOS, IC exhibited greater variability and higher random errors in Asia.
However, the modification of the IC algorithm improved product performance in
Australia. The CCI products had significantly high accuracy in croplands. Compared
with the V4.7 product, the inclusion of SMAP enhanced the performance of the V5.2
product in most regions of the world but degraded product accuracy in northeast
India. For AMSR2-based products, the Lx outperformed Lc1 and JAXA considering R
in most cases. However, based on the performance of ubRMSE and bias, JAXA and
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Lc1 outperformed Lx, respectively. Therefore, the integration of the three products
might improve the value of the AMSR2 mission in SM monitoring.

(4) Considering the dynamic performance with varying LST, all the products presented
the highest temporal correlations with both absolutes and anomalies of SM values
during 285K–295K in shrublands. In addition, the two CCI products, SMAP, and
IC also presented slightly decreased ubRMSE with increasing LST in woodlands,
grasslands, and croplands. Under all the LC types, the significant dry biases of JAXA
were slowly relieved with increasing LST.

(5) As SM content increased, the bias scores of all the products have nearly linear down-
ward trends with similar declining rates under all the LC types, i.e., the wet bias over
in-situ SM gradually turned into dry bias for most products under all the LC types,
which revealed a common characteristic of remote sensing SM products; namely, they
tended to overestimate the low in-situ SM content but underestimate the high in-situ
SM content.

(6) As VOD increased, the AMSR2-based products and FY3B had wider variation ranges
in R and Ranom scores than L-band and CCI products in most LC types, which
confirmed that the C and X bands were more sensitive to the variation in VOD due to
weaker penetration capacity compared with the L-band.

Future remote sensing SM products will reduce error, increase monitoring accuracies,
and enhance their abilities to capture SM spatiotemporal dynamics. Therefore, our findings
will not only be helpful for potential product users but also provide guidance for targeted
advancements in retrieval algorithms (especially model constraint improvements) and
potential applications in the global water and energy cycle.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/rs14122739/s1, Figure S1: Spatial distribution of ubRMSE (m3/m3)
against GLDAS for each product. The regions with distinct spatial patterns are outlined with orange
boxes for Lc1 and blue boxes for IC; Figure S2: Same as Figure S1, but for bias (m3/m3); Table S1: List
of soil moisture sites at the global scale adopted in this study [57,58,69–83]; Table S2: The IGBP land
cover classification.
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