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Abstract: The landslide susceptibility assessment based on machine learning can accurately predict
the probability of landslides happening in the region. However, there are uncertainties in machine
learning applications. In this paper, Artificial Neural Network (ANN), Random Forest (RF), Support
Vector Machine (SVM), and Logistic Regression (LR) are used to assess the landslide susceptibility in
order to discuss the model uncertainty. The model uncertainty is explained in three ways: landslide
susceptibility zoning result, risk area (high and extremely high) statistics, and the area under Receiver
Operating Characteristic Curve (ROC). The findings indicate that: (1) Landslides are restricted by
influence factors and have the distribution law of relatively concentrated and strip-shaped distribution
in space. (2) The percentage of real landslide in risk area is 86%, 87%, 82%, and 61% in SVM, RF,
LR, and ANN, respectively. The area under ROC of RF, SVM, LR, and ANN, respectively, is 90.92%,
80.45%, 73.75%, and 71.95%. (3) Compared with the prediction accuracy of the training set and
test set from the same earthquake, the accuracy of landslide prediction in the different earthquakes
is reduced.

Keywords: earthquake-induced landslide; susceptibility assessment; machine learning; model uncertainty

1. Introduction

Strong earthquakes can cause landslides, debris flows, and other geological secondary
disasters [1]. For example, in China, the Ms8.0 earthquake that struck Wenchuan on
12 May 2008, caused over 200,000 landslides, including around 60,000 landslides with
single landslide areas of more than 35,000 m2. According to data, the death toll from
landslides accounted for almost one-third of the overall casualties from the earthquake.
Landslides were caused by the Mw6.7 earthquake in Los Angeles in 1994 and the Ms6.8
earthquake in Mid-Niigata, Japan in 2004 [2].

Many researchers have done substantial studies on the susceptibility assessment of
landslides during the last several decades. With the advancement of current computer
technology, landslide susceptibility assessment is increasingly moving toward a fusion with
computer technology. Some machine-learning-based algorithms, such as Artificial Neural
(ANN) [3], and Support Vector Machine (SVM) [4], are becoming increasingly popular [5].

Uncertainty is strongly connected to probability, which creates the framework of
machine learning (directly or indirectly) [6]. There are two forms of uncertainty in landslide
susceptibility assessment using machine learning.

The first is the uncertainty of landslide influence factors, including factor selection,
removal, and categorization. Based on the uncertainty of the influence factors in machine
learning, scholars combined different methods to carry out a detailed sensitivity analysis of
influence factors. It includes the analysis of landslide factors based on the method of deter-
mining coefficient [7], the stepwise regression [8], the Bayesian information standard [9],
and the cluster analysis [10].
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The second is the uncertainty of models, including model selection and input [11].
There are three types of uncertainty in models. The first type is to assess model performance.
Ali Sk Ajim et al. discuss the performance of the analytic network process, the Nave Bayes
classifier, and the RF classifier [12]. The second type is a multi-model assessment method,
which uses the model’s advantages to increase the model’s accuracy and dependability.
Binh Thai Pham et al. find a new classifier based on Composite Hyper-cubes on Iterated
Random Projections (CHIRP) for assessing landslide vulnerability in the Uttarakhand
Area [13]. The third type is to balance the data in order to improve the model’s input
data [14].

Landslide susceptibility assessment based on machine learning is a common tool and
an effective and economical method to reduce the impact of landslides, which provides
technical support for land management and disaster prevention. However, there are
uncertainties in machine learning applications. Aiming at the uncertainty of models, this
paper takes Lushan earthquake landslide as the research object and explores the uncertainty
of machine learning based on the assessment of model performance. The model uncertainty
is explained in three ways: landslide susceptibility zoning findings, risk area (high and
extremely high) statistics results, and the area under Receiver Operating Characteristic
Curve (ROC). Wenchuan earthquake landslides are selected to verify the validation of the
proposed models. It is hoped that this study will provide ideas for the practical application
of earthquake landslide prediction and help decision-makers make scientific planning and
emergency decision more effectively.

2. Materials and Methods
2.1. Study Area

This paper selects the study area with reference to previous achievements [15] of
complete landslide inventory, which is located in Sichuan Province’s southwest, with
coordinates ranging from 102◦22′ to 103◦19′E and 29◦50′ to 30◦40′N. The entire area is
approximately 5396 km2. The study area (Figure 1) encompasses three counties of Ya’an city
(Lushan, Baoxing, and Tianquan) along the southwest boundary of the Sichuan Basin and
its surrounding land. The study area encompasses nearly the whole area badly impacted
by the Lushan earthquake [16].

Figure 1. The geographical location of the study area.

Ya’an city is the transitional zone between the Sichuan Basin and the Qinghai-Tibet
Plateau, located close to the western Sichuan Plain in the east and the Qinghai-Tibet Plateau
in the west. Lushan county is located northeast of the Ya’an area and in the upper reaches
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of the Qingyi River [17]. The highly high mountain zone has snow all year in the southwest
and northwest marginal areas, and the valley in the region is deep, displaying classic alpine
canyon landforms [1].

2.2. Model Uncertainty Assessment Process

The model uncertainty is assessed based on the model training outcomes (Figure 2).
The procedure is as follows:

1. Slope unit and effect variables are extracted using a digital elevation model (data
resolution of 30 m × 30 m) (slope, aspect, elevation, etc.).

2. Thematic maps are used to generate the categorization results of influence factors.
3. The influence factors that have been chosen are linked to the slope units and exported

to Excel. The modeling samples are created in conjunction with the earthquake-
induced landslide inventory.

4. Train models and compare the results. Analyze the uncertainty of machine learning
from a variety of perspectives.

5. Wenchuan earthquake landslides are selected to verify the validation of the proposed models.

Figure 2. The model uncertainty assessment process.

2.3. Data Processing

Data processing includes the generation of slope units, the classification of influence
factors, and the preparation of a training set and a test set.

2.3.1. Slope Units

This work uses GIS as the operational platform to provide slope units with high
consistency as the assessment units of Lushan earthquake landslide susceptibility. Slope
units are generated by using the hydrological analysis tool to extract valley lines, which
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includes key stages like filling depressions, extracting flow direction and accumulation,
building river networks, generating catchment basins, and so on. The catchment area is
obtained by DEM when combined with hydrology, and its boundary lines are the ridge
lines. Then reverse the DEM to create a new catchment area and its boundary lines are the
valley lines. Finally, the slope units are obtained by fusing the ridge lines and valley lines
and eliminating the patches less than 1 km2 [18]. 1404 slope units are used to divide the
study area (Figure 3).

Figure 3. Result of slope unit division in the study area.

2.3.2. Influence Factors

Choosing the appropriate influence factors as an indicator is a daunting challenge.
There is no standard to follow in the selection and classification of influence factors and
the expert investigation method is often used with reference to previous studies [19]. This
article chooses a number of factors to investigate the law of the distribution of landslides,
including peak ground acceleration, distance from fault, earthquake intensity, lithology,
elevation, slope, aspect, curvature, land use type, soil type, distance from the road, distance
from the river, and topographic wetness index. The classification result of influence factors
is as follows (Table 1).

2.3.3. Data Sample

The landslide inventory in this paper comes from the research of Xu Chong et al. Xu
Chong and others prepared an original, emergency-based co-seismic landslide inventory
map based on visual interpretation of available post-earthquake aerial photographs and
pre-earthquake satellite images, combined with results from emergency-based field in-
vestigations. The original inventory map registered 3884 landslides. Later, 11,761 more
landslides were identified by much more careful and time-consuming visual interpretation
based on the same aerial photographs and satellite images [15]. This study’s sample data
set includes 1404 slope units, 683 landslide bearing units, and 721 landslide free units
(Figure 4). Each slope unit contains landslide value and influence factor attributes. The
landslide value of the landslide bearing unit is 1 and the landslide free unit is 0. Each
slope unit has influence factor values associated with it. To establish the link between the
influence factor attribute and the landslide attribute, 70% of the sample data is chosen at
random as the training sample set [20].
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Table 1. The classification of influence factors.

Influence Factor Number Standard

peak ground acceleration [g] 5 0.06–0.08; 0.08–0.10; 0.10–0.12; 0.12–0.16; 0.16–0.48
distance from fault [km] 7 0–1.5; 1.5–3; 3–4.5; 4.5–6; 6–7.5; 7.5–9; >9

earthquake intensity 4 ix; viii; vii; vi

lithology 13
before sinian system; ordovician; triassic; permian;
granite; jurassic; quaternary; cretaceous; devonian;
paleogene; silurian system; tertiary; sinian system

Elevation [km] 9 0.5–1; 1–1.5; 1.5–2; 2–2.5; 2.5–3; 3–3.5; 3.5–4; 4–4.5; 4.5–5
slope 9 0–10; 10–20; 20–30; 30–40; 40–50; 50–60; 60–70; 70–80; >80
aspect 9 flat; north; northeast; east; southeast; south; southwest; west; northwest

curvature 7 0–8; 8–16; 16–24; 24–32; 32–40; 40–48; >48
soil type 5 luvisols; entisols; tierras; ferralsol; rock

distance from the road [km] 7 0–1.5; 1.5–3; 3–4.5; 4.5–6; 6–7.5; 7.5–9; >9
distance from the river [km] 7 0–1.5; 1.5–3; 3–4.5; 4.5–6; 6–7.5; 7.5–9; >9
topographic wetness index 6 0.14–3; 3–6; 6–9; 9–12; 12–15; 15–19

land use type 5 cultivated land; forest land; grass; waters;
urban and rural industrial and mining residents

Figure 4. The distribution of landslide free unit and landslide bearing unit.

2.4. Assessment Model

With the advancement of current computer technology, landslide susceptibility as-
sessment is increasingly merging with computer technology. Some machine learning
algorithms are becoming increasingly popular. Therefore, four frequently used machine
learning algorithms, including ANN, RF, SVM, and LR, are selected in this study to examine
the uncertainty of these four models on the landslide problem.

2.4.1. Artificial Neural Network Model

The Artificial Neural Network (ANN) model is a type of training and teaching model.
A multi-layer neural network is used in the learning method. Make the neural network
attain the given value and receive genuine results by training it [21]. If the input layer is
X = (x1, x2, . . . , xi, . . . , xI) and hidden layer Y = (y1, y2, . . . , yj, . . . , yJ), then yj satisfies:

yj = f1(
I

∑
i=1
ωijxi − aj), j = (1, 2, . . . , j) (1)

In the formula,ωij is the connection weight between the two-layer network, aij is the
threshold between the two-layer networks, and f1 is the activation function.
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2.4.2. Random Forest Model

The Random Forest (RF) model is a predictive learning technique that uses the bag-
ging approach to build multiple categorization regression trees and multiple independent
training sets. The primary idea behind the RF is to get results by combining the judgments
of several classifiers [22]. The bagging technique selects M samples (about 2/3 of the total
data) at random from the original training set.

The estimate is an unbiased estimate of the error derived through cross verification,
with the following generalization error bounds:

P∗ ≤ ρ−
(

1− s2
)

/s2 (2)

In the formula, P* is a generalization error. ρ− is the average correlation between
decision trees. s is the average strength of the decision tree. From the expression of
generalization error bound.

2.4.3. Support Vector Machine Model

The Support Vector Machine (SVM) is a supervised learning approach for nonlin-
ear covariable transformation based on statistical learning theory. Nonlinear and high-
dimensional pattern identification issues are challenging to address using typical statistical
approaches because geological risks are very nonlinear [23]. However, using the structural
risk minimization principle and the VC dimension theory of statistical theory, SVM may
handle these difficulties with a minimal number of samples [24].

The Lagrange multiplier rule is introduced to obtain the extreme value, and the
auxiliary function is generated as follows:

L =
1
2
‖ω‖2 − 1

vn

n

∑
i=1
ξi (3)

In the formula, the minimization setting ofω is solved by standard procedures and
the relaxation factor ξi is introduced to adjust the constraints. The v ∈ (0, 1] is the penalty
value of the introduced misclassification.

2.4.4. Logistic Regression Model

The Logistic Regression model (LR) is a regression analysis model that uses binary
classification variables on corresponding variables to perform regression analysis [25].
Independent variables are not required to have a normal distribution and can be used to
predict the occurrences of binary classification variables. Furthermore, this approach may
address the issue of fluctuating dependency [26].

In this model, the relationship between the probability of landslide occurrence and
independent variables can be expressed as:

Z = B0 + B1X1 + B2X2 + . . . + BnXn (4)

In order to predict the probability of each grid landslide, the probability calculation
formula is:

P = 1/
(
1 + e−z) (5)

In the formula, P is the probability of landslide occurrence. Z is the weighted
linear combination of independent variables. Bi(i = 1, 2, . . . , n) is the weighting coeffi-
cient obtained by using sample data, n is the number of independent variables, and
Xi(i = 1, 2, . . . , n) is an independent variable. The maximum likelihood model is used to
obtain the relationship between prediction variables and landslide/non-slip samples.
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3. Results

This research uses qualitative analysis of the landslide susceptibility zoning results
and quantitative analysis of the statistical results of risk area to evaluate and compare the
model results of landslides prediction. Finally, the area under ROC is used to assess the
model’s degree of fit.

3.1. Assessment Model

The entire study area’s data set is put into the models. The closer the predicted number
is to 0, the less likely the region will experience a landslide disaster, and the closer it is to 1,
the more likely the region will experience a landslide disaster. Different models are used to
create landslide susceptibility assessment maps over the whole study area. The rivers and
faults are placed on the landslide susceptibility zoning findings (Figure 5).

Figure 5. The relationship between the distribution of landslide susceptibility zones, rivers, and
faults: (a) ANN; (b) LR; (c) RF; and (d) SVM.

The following conclusions can be drawn by qualitatively evaluating the four models
from Figure 4:

1. The study area is separated into five portions representing landslide susceptibility
ranging, namely, very low, low, medium, high, and extremely high, according to the
natural breakpoint technique [27].

2. Landslides are restricted by influence factors and have the distribution law of relatively
concentrated and strip-shaped distribution in space. The zones with high landslide
susceptibility show a trend distribution from northeast to southwest in the training
results of the four models, which is consistent with the trend of faults and rivers. This
is in line with Zhao DL’s findings on the landslide in Qinghai Province’s Hehuang
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valley [28]. It can also be seen that the landslide mainly occurs in the area between
the two faults.

3. In terms of landslide extraction integrity, the zone with a high probability of landslide
occurrence (high and extremely high) is much larger than that with a low probability
of landslide occurrence (medium, low, and very low) in the findings of SVM and RF.
ANN and LR landslide extractions are concentrated in the study area’s center and are
unaffected by landslide extraction in the margins.

3.2. Statistical Results of Risk Area

The percentage of the partition area and the percentage of real landslide in the partition
are calculated using the zoning statistical tool in ArcGIS10.5 in order to quantitatively
compare the susceptibility assessment findings of the four models [29] (Table 2).

Table 2. The statistical results of superimposing the susceptibility partition with the real landslide catalog.

Landslide
Susceptibility Partition

Partition
Area [km2]

Percentage of the
Partition Area

Area of Real
Landslide in the
Partition [km2]

Percentage of Real Landslide
in the Partition [%]

ANN
very low 293.47 0.19 0.55 0.04

low 607.95 0.40 1.75 0.12
medium 330.06 0.22 3.26 0.23

high 175.70 0.11 2.90 0.21
extremely high 126.10 0.08 5.60 0.40

LR
very low 178.44 0.12 0.23 0.02

low 377.20 0.25 0.81 0.06
medium 342.04 0.22 1.47 0.10

high 317.05 0.21 4.14 0.29
extremely high 318.55 0.21 7.42 0.53

RF
very low 310.61 0.20 0.21 0.01

low 318.39 0.21 0.45 0.03
medium 259.32 0.17 1.20 0.09

high 313.24 0.20 2.99 0.21
extremely high 331.70 0.22 9.23 0.66

SVM
very low 415.99 0.27 0.49 0.04

low 207.65 0.14 0.49 0.04
medium 212.09 0.14 1.05 0.07

high 268.94 0.18 1.78 0.13
extremely high 428.60 0.28 10.26 0.73

In order to more intuitively compare the statistical results of risk area (high and
extremely high) in the four models, the “Percentage of the Partition Area” data from the
third column of the row in the “high” row and “extremely high” row are selected. Multiply
the two values to obtain the percentage of risk area in the total area and draw the bar chart.
The “Percentage of Real Landslide in the Partition” data from the fifth column of the row in
the “high” row and “extremely high” row are selected. Multiply the two values to obtain
the percentage of real landslide in the risk area and draw the line chart. The fraction of the
percentage of risk area and the percentage of real landslide in the risk area are depicted
in Figure 6.

The statistical results suggest that:

1. The risk area in the ANN results is 302 km2, or 19% of the whole study area. The
real landslide area is 8 km2, which accounts for 61% of the overall landslide area.
Due to the limited risk area division in this model, the real landslide area in the risk
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area is only 61%, showing that the prediction model has a problem with landslide
leakage extraction.

2. The risk area is 636 km2, representing 42 percent of the whole study area, according
to the LR data. The real landslide area is 12 km2, accounting for 82% of the entire
landslide area. The risk area is 645 km2 in the RF findings, amounting to about 42% of
the overall study area. The real landslide area is 12 km2, accounting for 87% of the
entire landslide area. The majority of the landslides predicted by these two models
are focused on the risk area, yielding good outcomes. In RF, the real landslide area
accounted for a high proportion of the overall landslide area. As a result, the RF
forecast findings are accurate.

3. The risk area in the SVM findings is 697 km2, accounting for 46% of the whole study
area. The real landslide area is 12 km2, accounting for 86% of the overall landslide
area. The proportion of risk area in this model is considerable, suggesting that the
prediction model is simple to split the region into risk regions.

4. The results of the above models are higher than the Qiu WR’s results in the study
of landslide susceptibility in Lingtai county [30]. In Qiu’s results, the percentage of
the real landslide in the risk area ranges from 50% to 70%, while the results of this
study range from 60% to 90%. The possible reason for this is the slope units and
the landslides area’s center are large in the study, leading to good extraction results
for landslides that have a large development area and bigger percentages of the real
landslide in the risk area.

Figure 6. The statistical results of risk area.

3.3. ROC

The Receiver Operating Characteristic Curve (ROC) is a type of integrated indicator
that measures the sensitivity and specificity of continuous variables [31]. The following
are the assessment criteria: if AUC (Area Under Curve) is less than 0.5, the prediction
results are inverse. If the AUC is less than 0.5, the model is random. If the AUC value is
between 0.5 and 0.7, the model’s accuracy is poor. The model has great accuracy if the AUC
is between 0.7 and 0.9. If the AUC is more than 0.9, the model is extremely accurate. The
greater the area under the ROC (the steeper the curve), the higher the model accuracy [32].
The ROC (Figure 7) shows that the RF model has the greatest AUC value in the training set,
at 90%; the SVM model has an AUC value of 80%; and the LR and ANN models have AUC
values of 74% and 72%, respectively.

The accuracy of RF is the highest, which is consistent with the research results of Qiu
WR’s analysis in Lingtai county and Alusi’s analysis of landslide susceptibility in Tonghua
County [30,33]. This shows that the RF model has strong applicability in the study of
landslide susceptibility. Because it avoids the problem of decision tree overfitting, the RF
model has maximum accuracy. It tolerates noise and outliers well, efficiently eliminates
overfitting, and is scalable and parallelizable for high-dimensional data classification
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applications. In comparison to the other algorithm’s capacity to adapt to new samples, the
trained network can also provide acceptable output and has great generalization ability.

Figure 7. ROC and AUC: ANN, LR, RF, SVM.

The accuracy of LR is consistent with that of qiuhj, however, the accuracy of ANN
is lower. The ANN’s prediction accuracy is low for the following reasons: there is
an inconsistency between forecast and training ability. Predictive ability is also known as
generalization ability, whereas training ability is known as approximation ability. This issue
occurs when the network has learned too many sample features, and the learned model
can no longer reflect the rules contained in the sample. ANN has a sample dependence
problem. The network model’s prediction and training performance are highly connected
to the typicality of the learning samples, and selecting the typical sample variables from
the issues to build the training set is a somewhat tough challenge.

As demonstrated in Figure 8, as the number of samples grows, the ANN model’s
prediction accuracy climbs initially, then falls, and approaches near the limit value when
the number of samples exceeds 700. When the number of input values is 300, the model
is under fitted and the accuracy is the lowest. This study must adjust for other uncertain
elements in order to investigate the model’s uncertainty. As a result, the sample size is 1404,
resulting in the ANN model’s relatively poor accuracy in this study.

Figure 8. The value of the ANN model using different samples: (a) the ROC and AUC of ANN model
using different samples; (b) the line chart of AUC.

3.4. Validation of the Proposed Models

Wenchuan earthquake landslides are selected to verify the validation of the proposed
models. The Wenchuan earthquake and the Lushan earthquake both caused a large number
of landslides. The distance between the epicenter of the two earthquakes is only about
80 km away, and both of them are located in the Longmenshan fault [34]. Therefore, the
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Wenchuan earthquake and the Lushan earthquake are treated as similar topographic areas
in this paper.

Based on the landslide model of the Lushan earthquake, the susceptibility of landslides
induced by the Wenchuan earthquake is assessed (Figure 9a). The ROC is used to evaluate
the validation of the models (Figure 9b). Then, the validation of proposed models is
discussed, which is helpful to understand the uncertainty of machine learning model.

Figure 9. Wenchuan earthquake-induced landslide susceptibility assessment and ROC: (a) landslide
susceptibility assessment (ANN, LR, RF, and SVM); (b) ROC.

The results suggest that: The ROC (Figure 9b) shows that the area under ROC of
RF, SVM, LR, and ANN, respectively, is 80.11%, 75.35%, 70.22%, and 66.44%. Compared
with the prediction accuracy of the training set and test set from the same earthquake,
the accuracy of landslide prediction in Wenchuan earthquake is reduced by 5.51%, 3.53%,
10.81%, and 5.1% respectively. The accuracy of most models declines slightly for the
prediction with similar regional characteristics. Compared with the prediction accuracy of
the training set and test set from the same earthquake, the accuracy of landslide prediction
in the different earthquakes is reduced. The probability of earthquake-induced landslide
with different regional characteristics can be predicted but the accuracy is reduced.

4. Discussion

From the visual analysis in the Lushan earthquake-induced landslide susceptibility
assessment, it can be seen that landslides are restricted by influence factors and have the
distribution law of relatively concentrated and strip-shaped distribution in space. The
zone with a high probability of landslide occurrence (high and extremely high) is much
larger than that with a low probability of landslide occurrence (medium, low and very
low) in the findings of SVM and RF. ANN and LR landslide extractions are concentrated in
the study. From the qualitative analysis, it can be seen that the result of the percentage of
the real landslide in the risk area is high. The possible reason is that the slope units and
the landslides area’s center are large in the study, leading to good extraction results for
landslides that have a large development area and bigger percentages of the real landslide
in the risk area. From the ROC analysis, it can be seen that RF has high precision which is
fast and reliable for the susceptibility evaluation of landslide. However, compared with the
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prediction accuracy of training set and test set from the same earthquake, the accuracy of
landslide prediction in different earthquake is reduced. The magnitude of the earthquake,
the number of landslides, and the difference in geographical conditions are the possible
reasons for the reduction in accuracy. In addition, the difference in interaction between
influence factors during different earthquakes may also affect the validation of the models.
Adding indicators expressing spatial differences to model training may also increase the
validation of the model, which needs to be further proved in future research. At present,
the accuracy of most models declines slightly for the prediction with similar regional
characteristics. The probability of earthquake-induced landslide with different regional
characteristics cannot be accurately predicted. How to improve the generality of the model
through a large number of historical earthquake landslide data sets and higher resolution
index factors is also a problem to be considered in the future.

5. Conclusions

The uncertainty of machine learning is examined in this study by simulating the
landslide susceptibility assessment in a specific location. Using the Lushan earthquake
landslide as the research object, modeling of landslide susceptibility is done to examine the
uncertainty of the machine learning model by employing thirteen influencing factors, such
as peak ground acceleration, distance from the fault, lithology, and slope, among others, via
ANN, RF, SVM, and LR. The training model is utilized to assess the study area’s landslide
susceptibility, and the model’s uncertainty is analyzed from three perspectives: qualitative
analysis of the landslide susceptibility zoning results, quantitative analysis of the statistical
results of risk area (high and extremely high) and ROC, which is used to assess the model’s
degree of fit.

1. Landslide is restricted by influence factors and has the distribution law of relative
concentration and strip distribution in space. The zones with high landslide suscepti-
bility show a trend distribution from northeast to southwest in the training results
of the four models. The zone with a high probability of landslide occurrence (high
and extremely high) is much larger than that with a low probability of landslide
occurrence (medium, low, and very low) in the zoning findings of SVM and RF. ANN
and LR landslide extraction is concentrated in the study area’s center and is unaffected
by landslide extraction in the margins.

2. The proportion of risk area to total area is 46%, 42%, 42%, and 19%, respectively, while
the percentage of landslide area in risk area is 86%, 87%, 82%, and 61% in SVM, RF, LR,
and ANN, respectively. As a result, while evaluating the safety of landslide treatment,
the model’s assessment effect is SVM > RF > LR > ANN from high to low.

3. In terms of ROC, the area under the ROC curve for RF, SVM, LR, and ANN, respec-
tively, is 90.92%, 80.45%, 73.75%, and 71.95%. From high to low in terms of prediction
accuracy, the sequence is RF > SVM > LR > ANN. In this study, the RF model has
good generalization capacity. However, the ANN model has an overfitting problem.
Large slope units will lead to a higher percentage of real landslide in the risk area,
which is the reason why the percentage of real landslide in the risk area of LR and
SVM is higher than ROC.

4. RF has high precision which is fast and reliable for the susceptibility evaluation of
landslides. However, compared with the prediction accuracy of the training set and
test set from the same earthquake, the accuracy of landslide prediction in the different
earthquakes is reduced. How to improve the generality of the model through a large
number of historical earthquake landslide data sets and adding the index of spatial
differences is also a problem to be considered in the future.
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