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Abstract: Underwater acoustic (UWA) adaptive modulation (AM) requires feedback about channel state information (CSI) but the long propagation delays and time-varying features of UWA channels can cause the CSI feedback to be outdated. When the AM mode is selected by outdated CSI, the mismatch between the outdated CSI and the actual CSI during transmission degrades the performance and can even lead to communication failure. Reinforcement learning has the ability to learn the relationships between adaptive systems and the environment. This paper proposes a deep Q-network (DQN)-based AM method for UWA communication that uses a series of outdated CSI as the system input. Our study showed that it could extract channel information and select appropriate modulation modes in the expected channels more effectively than single Q-learning (QL) without needing a deep neural network structure. Furthermore, to mitigate any decision bias that was caused by partial observations of UWA channels, we improved the DQN-based AM by integrating a long short-term memory (LSTM) neural network, named LSTM-DQN-AM. The proposed scheme could enhance the DQN’s ability to remember and process historical input channel information, thus strengthening its relationship mapping ability for state-action pairs and rewards. The pool and sea experimental results demonstrated that the proposed LSTM-DQN-AM outperformed DQN-, QL- and threshold-based AM methods.
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1. Introduction

Oceans cover nearly two thirds of the earth and are rich in natural resources. Although the majority of underwater regions remain unknown and unexplored, humans have gradually expanded ocean development and exploration for various applications, including renewable energy, underwater mining and offshore oil and gas facilities. In ocean exploration, underwater communication techniques play an important role in remote sensing and sensing information transmission. Underwater acoustic (UWA) communication is suitable for long-distance data transmission [1]. Despite decades of development, UWA communication and networking is still a very challenging research area due to the complex and harsh underwater environments [2]. UWA channels have the characteristics of severe path loss, noise, limited bandwidth and service energy, long propagation delays and severe multi-path and Doppler effects [3,4]. At the same time, channels are temporal and spatial and have varying frequencies [5,6]. In this situation, when transmitters only use a single communication mode, it is difficult to maintain a robust performance in the long-term deployment of UWA systems [7]. When the modes of transmitters are designed...
according to the worst channel state, the reliability of the communication can be guaranteed; however, when the channel states later improve, the spectrum efficiency becomes lower. In this case, transmitters cannot work efficiently or robustly in UWA time-varying channels when using single modulation schemes. Adaptive modulation (AM) technology allows transmitters to adjust their modulation mode according to the different channel conditions and can increase system throughput while maintaining communication reliability. Considering the characteristics of UWA channels, the classical threshold-based adaptive switching method has been investigated for UWA AM. In UWA systems, one of the main challenges in utilizing channel state information (CSI) is feedback delay. Additionally, low sound propagation speeds result in long propagation delays. Non-negligible delays are required to estimate CSI at receivers and feed it back to transmitters. In time-varying UWA channels, feedback-estimated CSI is not the exact CSI for the adaptive data transmission and is too outdated for AM decisions. There are usually two remedies to address the delay and time variation effects of UWA AM: channel prediction for more accurate CSI and the design of stable metrics that are less sensitive to channel variations.

Some works have focused on channel prediction-based UWA AM. For UWA adaptive orthogonal frequency division multiplexing (OFDM) systems, modulation levels and the power of subcarriers are adjusted according to the predicted CSI [8]. Channels are predicted one time step ahead, based on the feedback-estimated channel impulsive response. Experimental results have demonstrated that performance gains can be achieved by using predicted values instead of outdated CSI. The classical channel prediction methods assume that the channel variations behave in linear or smooth nonlinear fashions [9,10]. However, this assumption does not always hold for practical UWA channels. The deep learning-based methods can track channel variations even when they do not form linear patterns. A CSI prediction model that is based on online deep learning has been proposed [11] for UWA adaptive orthogonal frequency division multiple access (OFDMA). Considering the channel correlations in both the time and frequency domains, the authors designed a neural network that integrated a one-dimensional convolutional neural network (CNN) and a long short-term memory (LSTM) network. Their experimental data analysis showed that its performance was better than the widely used recursive least predictor.

For the design of mode switching metrics, effective signal to noise ratio (ESNR) has been proposed as a performance metric for adaptive modulation and coding mode switching [12]. It is more consistent for evaluating system performance than the input signal to noise ratio (SNR) or pilot SNR. The ESNR metric has been further discussed and analyzed in [13]. In order to design a consistent metric for AM in UWA time-varying channels, an adaptive system has been proposed that exploits the long-term stability of the second-order statistics of CSI [14]. An adaptive coding and bit-power loading algorithm has also been proposed to find the optimal bit rate for OFDM communication with a fixed error rate. In order to explore the channel correlation characteristics of UWA adaptive OFDMA systems, the subcarrier correlation coefficient has been proposed to measure the correlations between feedback CSI and actual CSI in data transmissions [15]. The experiments in [16] further analyzed the effects of correlation coefficients on adaptive OFDMA.

In machine learning (ML), AM mode selection can be regarded as a classification problem for which the mode selection metric is produced by machine learning-based models [17–20]. Compared to threshold-based AM methods, ML-based AM can easily incorporate multi-dimensional CSI as the classification parameters. Since the ML-based classification process is trained to identify the features of channels, it is less sensitive to potential mismatches in environmental information than direct decision-making methods [8,12]. In [17], a decision tree was trained to associate channels with modulation schemes under a target bit error rate (BER) and the relationships between the BER and all relevant channel characteristics were extracted from large amounts of transmissions from a phase-shift keying (PSK) modem. From the perspective of statistical analysis plus ML, a UWA adaptive modulation and coding scheme that is based on sparse principal component analysis has been proposed [18] to explore key CSI as a more efficient switching metric.
Based on environmental information and prior training using various channel types, a support vector machine (SVM)-based channel classification method has also been proposed [19] to output the optimal modulation scheme for the expected channel. Designed for channel modeling uncertainty, an attention-aided k-nearest neighbor (A-kNN) algorithm has been proposed for UWA adaptive modulation and coding [20] and a dimensionality-reduced and data-clustered A-kNN AMC classifier has been presented to reduce the complexity.

In recent years, with the development of artificial intelligence, reinforcement learning (RL) algorithms have exhibited promising learning abilities for complex UWA problems, such as path planning [21], routing [22,23], localization [24], resources allocation [25] and adaptive modulation [26–31]. RL algorithms are training learning models for decision-making. RL does not require expert knowledge to train the learning systems and the internal relationships and knowledge are dynamically created during the learning rounds. Therefore, it can handle decision-making problems with time series data very well. In UWA AM, as RL training reflects the relationships between AM modes and the available UWA CSI, it can work efficiently even under non-ideal CSI conditions. In [26], an online algorithm in a model-based RL framework was proposed to recursively estimate the model parameters of the channels, track the channel dynamics and compute the optimal transmission parameters to minimize the long-term system costs. A Dyna-Q algorithm that was based on a UWA AM strategy was developed in [27], which selected the modulation order based on the feedback CSI from the receiver to maximize the long-term throughput. The Dyna-Q algorithm jointly played two roles: predicting CSI and calculating the communication throughput of each modulation order under different channel states for AM selection. In [28], the authors proposed an RL-based adaptive modulation and coding scheme that considered multiple quality of service (QoS) factors, including information QoS requirements, previous transmission quality and energy consumption. An efficient RL-based UWA image communication algorithm was proposed in [29], which could improve image quality while reducing energy consumption and latency in fast time-varying UWA channels. In [28,29], the channels were predicted independently. Our previous investigation results proved that the performance of QL-based AM could be further improved by integrating LSTM channel prediction [30]. The research in [31] considered a set of hybrid modulation strategies, including frequency shift keying, single-carrier communication and multi-carrier communication. It presented an RL-based AM switching strategy that was based on a deep-deterministic policy gradient (DDPG) algorithm, with the goal of maximizing long-term energy efficiency and spectral efficiency.

The above RL-based UWA AM methods outperform direct threshold-based methods in time-varying channels with non-ideal CSI. However, when the dimensionality of data is high, basic RL cannot cope with that dimensionality. In order to further enhance the performance of intelligent agents, deep reinforcement learning (DRL) combines deep neural networks (DNNs) and RL to learn successful policies directly from high-dimensionality inputs [32,33]. In the field of UWA communication and networking, DRL-based adaptive media access control [34,35] can avoid additional collisions by sensing the channel status and accessing idle time slots. Meanwhile, DRL is also applied to autonomous underwater vehicle control, which can apply continuous action policies in complex UWA environments [36,37]. In the field of wireless radio communication, there have been several studies exploring the application of DRL in AM [38–41]. For energy harvesting systems, the research in [38] presented a DRL-based optimal strategy to allocate transmission power and adjust M-ary modulation levels based on the obtained causal information about the harvested energy, battery states and channel gain. When the statistics for energy harvesting were unknown, a deep Q-network (DQN) was employed to find the optimal solution in continuous state space to achieve the maximum system throughput. In the presence of unknown multi-user interference, a heterogeneous network AM method has been designed using DRL [39]. An adaptive modulation scheme that is based on DQN has also been proposed to select rate region boundaries as the states [40]. However, this scheme assumes that the distribution of CSI is known in advance and that perfect CSI can be obtained.
Considering outdated CSI, a deep reinforcement learning-based adaptive modulation (DRL-AM) approach was proposed in [41] to tackle CSI variations in complex channels in a nonlinear manner. By using outdated CSI as the input for the DRL, it could achieve a higher throughput than a linear autoregressive moving average prediction model.

In practical UWA systems, RL-based AM strategies that use single-time outdated CSI do not produce optimal solutions due to the partial observations of the UWA channels [26–30]. The performance of DRL-based AM in wireless radio communication can be improved with multi-dimensional inputs [41]. In this paper, considering complex nonlinear varying UWA channels with unknown CSI distributions, we aimed to improve the performance of RL-based AM by combining RL with a DNN and a recurrent neural network. LSTM neural networks are among the powerful recurrent neural networks that can find intrinsic correlations in information from time series data [42], even with partially observed information. They also show impressive performances in the speech recognition [43] and image processing [44] domains. In wireless communication, DRL with partially observable conditions has been studied using LSTM networks for the navigation of unstaffed surface vehicles [45] and unstaffed aerial vehicles [46].

Motivated by the problems of UWA AM and the advantages of deep learning [47,48] and reinforcement learning, this paper proposes an LSTM-enhanced DQN-based adaptive modulation (LSTM-DQN-AM) scheme for time-varying UWA channels with outdated feedback CSI. The performance of this scheme was evaluated through multiple experiments. The main contributions of this paper include:

- An end-to-end DQN-based adaptive modulation scheme with multi-dimensional outdated CSI inputs for UWA communication. In this study, the state of the DQN was set to a time series of effective SNR, which could better track channel properties compared to the single time inputs of QL for UWA AM in [27–30]. Previous studies on threshold-based methods [8,11,12] and QL-based methods [26,28–30] have generally treated channel prediction and mode selection as two separate problems. The proposed LSTM-DQN-AM scheme could act as a joint solution for prediction and mode selection. Through the combination of the DNN structure, experience replay and dynamic greedy algorithm, DQN had a better and more stable performance than the QL-based AM methods.

- An LSTM-enhanced DQN network structure for UWA AM, which utilizes LSTM to memorize and extract features from the historical input channel state information of UWA channels. By exploiting the advantages of LSTM, LSTM-DQN-AM could extract the hidden correlations between the states and the environment, even in UWA channels with nonlinear variations and partially observed CSI. Finally, LSTM-DQN-AM could more accurately map the relationships between state-action pairs and rewards for AM decision-making. The proposed LSTM-DQN-AM scheme was more effective and robust than classical DQN and QL methods [27–30] under time-varying and partially observable conditions.

The remainder of this paper is organized as follows. Section 2 presents the UWA AM system model. Section 3 proposes the LSTM-DQN-AM scheme for performance improvement. Section 4 presents the experimental results in comparison to those from other RL- and DRL-based UWA AM methods. Section 5 provides a discussion about the study and results. Finally, Section 6 concludes the paper.

2. System Model

Figure 1 illustrates the general AM model for a UWA communication system. The transmitter adaptively changes its modulation mode according to the CSI that is fed back by the receiver. First, the transmitter sends signals to the receiver. Then, on the receiver side, the channel estimation module extracts the envelope and phase information from the signals to estimate the CSI. The estimated CSI is also used in the demodulation module to output data. Then, the receiver feeds back the estimated CSI and demodulation results to the transmitter. Finally, on the transmitter side, the modulation mode selection mod-
ule determines the appropriate modulation mode and the transmitter performs adaptive modulation to send out data.

![A system model of UWA AM.](image)

**Figure 1.** A system model of UWA AM.

In this study, the objective of AM was to select the appropriate modulation mode to optimize throughput with quality of service constraints, which could be expressed as:

$$a^*_t = \arg \max_{a_t \in A} \left\{ R = \sum_{t=1}^{T} \gamma r_t \right\}$$

s.t.  \( Pe_t \leq BER_{threshold} \)  

(1)

where \( a^*_t \) is the action that was selected at time \( t \), \( a^*_t \) is selected from the action space \( A \) (which represented the available modulation modes in the UWA AM), \( R \) is the accumulated reward, \( \gamma \) is the discount factor, \( r_t \) is the instantaneous reward and \( Pe_t \) is the actual BER at time \( t \) (which had to be less than the maximum constraint \( BER_{threshold} \) to guarantee the quality of communication). During the AM mode selection, when the channel states were poor, the AM system selected a low-order modulation method with a lower bit rate to ensure the reliability of communication. On the contrary, in the case of good channel states, the system selected high-order modulation with a higher bit rate, which could improve the system throughput under the required BER constraints.

When the transmitter perfectly receives the CSI of the current time slot, the optimization problem of the modulation mode selection could be solved by exhausted searching. Unfortunately, due to the time-varying and long propagation delay characteristics of UWA channels, the estimated CSI became outdated after a long period of feedback. Figure 2 depicts how long propagation delays affected the AM process of UWA communication. After transmitting a data packet, the transmitter waited for the CSI feedback from the receiver. As shown in Figure 2a, the system took \( t_D \) to transmit data from the transmitter to the receiver and one more \( t_D \) to feed back the estimated CSI to the transmitter. Therefore, the transmitter had to select the AM mode of the current data packet based on the feedback CSI that was estimated \( 2t_D \) previously. Meanwhile, after such long delays, the actual channel state had already changed, i.e., the received feedback CSI was outdated. The decision that was based on the outdated CSI significantly downgraded the performance of the AM.

There was a total of \( 2t_D \) in time delay between the CSI estimation and the actual AM data reception. In UWA channels, the sound propagation speed is only about 1500 m/s. For example, when the communication distance is 750 m, the time that is required for CSI to become outdated is 1 s. As shown in Figure 2b, along with triggering more intensive transmissions [28], the overall throughput was improved by sending more data packets at the network protocol level. However, the effects of the propagation delays on CSI were still the same as those in Figure 2a.

When dealing with outdated CSI, the typical approach is to predict the current channel based on the available past CSI. While it is assumed that systems can be well approximated using linear models with known noise distributions, this assumption is often not satisfied in practical applications as the actual UWA channel variations are usually in relatively
unknown nonlinear patterns, meaning that there would be performance degradation in realistic implementations. The RL-based method could be used to address this limitation. In particular, DRL has the capability to learn nonlinear dependencies between past and present channel state information and can also adapt to changes in the channel statistics.

Figure 2. The propagation delays in the UWA adaptive modulation process: (a) the propagation delays in classical UWA AM [12,27]; (b) the propagation delays in UWA AM with continuous transmissions [28].

3. LSTM-DQN-AM for UWA Communication
3.1. Framework

From the description of the system model, it can be seen that the system actions were discrete, which corresponded to the selection of different modulation modes. The UWA AM process is similar to the state transition process, in which an agent selects the AM mode based on the current system state and then acquires the next system state. The system state in the next round is related to the current state. Therefore, the AM process can be modeled as a Markov decision process.

Reinforcement learning can derive optimal strategies for Markov decision processes using a “trial and error” mechanism when interacting with the surrounding environment. The basic principle is that when the chosen action receives a large reward from the environment, the probability of the agent adopting this action in the future increases. On the contrary, when a low reward is obtained, the probability of the agent choosing the action decreases. Theoretical AM strategies usually assume that the channel state information
is ideal. However, in dynamically changing UWA channels, the channel states are time- and frequency-varying and have outdated features. Reinforcement learning can train the optimal action strategy based on the available channel states and corresponding rewards. It can work without prior channel knowledge or system models and even with delayed imperfect CSI, it can still train the action under specific available states, which reveals the relationships between the outdated channel states and the actions.

Q-learning is one of the most classic algorithms in RL. In Q-learning, the agent aims to find the optimal policy \( \pi^* \) to maximize the accumulative reward. In the decision-making process of Q-learning, a two-dimensional table (named a Q-table) is used to store the state-action pairs and their corresponding Q-values for Q-value update and action selection. The states need to be discretized to construct the Q-table. When the number of states is particularly large, the convergence becomes dimensional. In order to overcome the shortcomings of Q-learning in complex multi-dimensional environments, we employed DQN to map the relationships between the state-action pairs and the Q-values.

Instead of a Q-table, DQN employs a DNN to generate the Q-values. By inputting the time series channel states into a DNN, it can output Q-values that produce different actions. This process is the relationship mapping of available state-action pairs and Q-values. To better derive effective actions from the channel state features, the authors of this study further designed an LSTM-DQN-AM for UWA communication. It could efficiently work with outdated feedback CSI to improve long-term throughput performance.

Figure 3 shows the basic framework of the designed DQN AM method. The learning environment was a UWA environment and the intelligent agent was a transmitter that learned optimal action AM modes under certain states. The specific design of the states, actions and rewards were as follows.

**State.** The state space of time slot \( t \) was a combination of the ESNR values of the previous \( z \) time slots. The ESNR values were estimated by the receiver and fed back to the transmitter. Different from input SNR and pilot SNR, the ESNR values were calculated after the channel estimation. ESNR takes the channel estimation error and the equalization error into account as noise; so, it was a more reasonable and consistent indicator of communication performance than SNR. The ESNR values were calculated as:

\[
ESNR = \frac{E|b(n)|^2}{E|b(n) - \hat{b}(n)|^2}
\]

(2)

where \( b(n) \) is the transmitted symbol and \( \hat{b}(n) \) is the equalized outcome.
The state of the current time slot \( t \) was defined as:

\[
s_t = [\text{ESNR}_{t-2}, \text{ESNR}_{t-(z-1)}, \ldots, \text{ESNR}_{t-1}]
\]  

where \( z \) is the historical length of the states. The current system state consisted of the previous ESNR values from time slot \((t - z)\) to time slot \((t - 1)\). It should be noted that due to the long propagation delays, the latest feedback CSI was the ESNR at time \( t - 1 \).

**Action.** The action space \( A \) contained all of the available modulation modes and was expressed as:

\[
a_t \in A = \{a^1, a^2, \ldots, a^m, \ldots, a^M\}
\]  

where \( a^m \) represents the different modulation modes and \( M \) is the total number of modulation modes.

**Reward.** The value of a reward was defined as:

\[
r(t) = \begin{cases} 
    b(1 - Pe_{s_t,a_t}) & Pe < \text{BER}_{\text{threshold}} \\
    f_{\text{penalty}} & Pe \geq \text{BER}_{\text{threshold}} 
\end{cases}
\]  

where \( b \) is the number of modulation bits per symbol and \( Pe \) represents the BER when the transmitter selected a certain modulation mode in the current state. Equation (5) represents a reward after taking an action. When the BER was greater than the threshold, the reward was set to a penalty factor \( f_{\text{penalty}} \), which was much less than 0. Then, the intelligent agent was less probable to choose the mode that resulted in a penalty. The first line in Equation (5) also indicates the normalized effective throughput (in bit/symbol) that could be achieved under the constraints of BER.

In basic reinforcement learning schemes, the corresponding reward of a state-action pair is an element of the Q-table. Through the interactions between \( s_t, a_t, r_t \) and \( s_{t+1} \) and the environment, the action value function could be updated as:

\[
Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha \left[ r_t + \gamma \max_{a'} Q(s_{t+1}, a') - Q(s_t, a_t) \right]
\]  

where \( \alpha \) is the learning rate, \( \gamma \) is the discount factor, \( Q(s_t, a_t) \) is the Q-value of the selected action \( a_t \) under state \( s_t \), \( s_{t+1} \) denotes the new state that the channel transferred to after taking action \( a_t \) and \( Q(s_{t+1}, a') \) is the possible value after taking action \( a' \) at time slot \( t + 1 \).

After the Q-table was updated, the modulation mode was selected according to a certain policy \( \pi^*(s|a) \). In basic reinforcement learning, the policy is to directly select the action with the largest Q-value.

As shown in Equation (3), the agent could learn more channel information and make more reasonable decisions with larger values of \( z \). However, for traditional Q-table-based RL algorithms, a larger \( z \) value results in a very large state space. Moreover, the Q-tables are extraordinarily large, resulting in very inefficient updates of \( Q(s, a) \). For example, we set \( M \) to 4, representing four modulation modes, and assumed that the ESNR had 20 discrete values and was set \( z \) to 10 (which was a rather small history state length for CSI). Under these conditions, each action had \( 20^{10} \) possible state values and \( 4 \times 20^{10} \) possible Q-values, which was very large for training. Therefore, in this paper, we employed the DRL technique to design the DRL-AM.

### 3.2. LSTM-DQN-AM Method

In reinforcement learning, the agent is initially unfamiliar with the environment, so it can only attempt to select actions. Through continuous interaction with the environment, the agent enhances good actions by judging the results of the selected action based on the feedback from the environment. Finally, the agent can learn the relationships between the environment and the actions to obtain the optimal decision. For learning in complex UWA environments, the agent neither needs to know the distribution of the channel statistics nor
needs to assume a certain pattern of variations. The characteristics of channels can be well learned and mapped using AM systems through the power of deep learning.

The framework of the LSTM-DQN-based AM scheme is shown in Figure 4. The following subsections introduce the core ideas and structure of the scheme.

**Figure 4.** The framework of the LSTM-DQN-based AM scheme.

### 3.2.1. Generation of Q-Values

As the proposed state was a combination of time series CSI, the dimensionality of the state space was large, even when the number of discrete values of the states, actions and historical lengths of states \((z)\) were small. Instead of the Q-tables that are used in Q-Learning, the states in DQN were used as the inputs of a DNN to generate Q-values that corresponded to all of the actions. DQN is the integration of Q-learning and a DNN, which can solve the dimensionality problem of large state spaces. In our DQN, a DNN was used to approximate the Q-values using:

\[
Q(s_t, a_t, \theta) \approx Q(s_t, a_t) \tag{7}
\]

where \(\theta\) is the DNN parameter vectors. At time slot \(t\), the state \(s_t\) was taken as a DNN input and the Q-values \(Q(s_t, a_t, \theta)\) were the output for each action. There was a total of \(M\) outputs for the different actions. Different from Formula (6), the DQN agent updated \(Q(s_t, a_t, \theta)\) by training \(\theta\) to update the Q-values by calculating the value of the Q-table. After convergence, the agent could obtain the Q-values \(Q(s_t, a_t, \theta)\) by inputting the states into the DQN.

### 3.2.2. Enhancing DQN Convergence

(1) **Experience Replay**

As shown in Figure 4, the DQN used experience replay to train the reinforcement learning processes, thereby addressing the problems of information correlation and non-static distribution. The DQN algorithm had an experience buffer \(E\) with a set capacity \(C_E\) to store historic learning experiences as:

\[
\epsilon \in E = \{s_t, a_t, r_t, s_{t+1}\} \tag{8}
\]

In the training of the neural network, we usually assumed that each experience \(\epsilon_t\) was an independently and identically distributed process. However, in realistic implementations, these experiences would be correlated to some extent. The neural network was unstable when trained using correlated experiences.
When employing experience replay for the DQN, some historical experiences were randomly selected for neural network training. Then, the agent randomly selected a portion of memory from the experience pool (named a mini-batch $B$) to train the main network. This technique could break the correlations between datasets while improving the efficiency of the network updates.

The loss function in the dual deep neural network was calculated based on the values that were extracted from the experience replay.

(2) **Dual Deep Neural Network**

As shown in Figure 4, there were dual DNN networks in our DQN-based AM. One of the neural networks was an online evaluation network (EvaluNet), which outputted $Q_{evalu}$, and the other was the target network (TargetNet), which outputted $Q_{target}$. The DQN set a target network that generated the target Q-values separately from the online evaluation network. A specific training process could cause the neural network output to continuously approximate the target Q-values $Q_{target}$.

The loss function for the DQN training was:

$$\text{Loss}(\theta) = \frac{1}{N_E} \sum_{i \in B} (Q_{target} - Q_{evalu})^2$$  \hspace{1cm} (9)

$$Q_{evalu} = Q(s_i, a_i; \theta)$$  \hspace{1cm} (10)

$$Q_{target} = r_i + \gamma \max_{a'} Q(s_i+1, a'; \theta^*)$$  \hspace{1cm} (11)

In Formula (9), $N_E$ is the number of random experience samples, $B$ is the experience buffer capacity and $i$ is the number of episodes. Smaller loss function values indicated better network training results. In Formula (10), $\theta$ is the parameter vector of the online evaluation network. In Formula (11), $\theta^*$ is the parameter vector of the target network.

For parameter updates, the weight vector $\theta^*$ of TargetNet was updated every $F$ iterations by setting $\theta^* = \theta$. The dual network structure could make the network training process more stable. Because of the additional TargetNet in the network structure, the target Q-values remained unchanged for a period of time, which reduced the correlation between the current Q-value and the target Q-value, to some extent, and improved the stability of the algorithm.

(3) **Dynamic Greedy Algorithm**

In our proposed LSTM-DQN-AM, the optimal policy $\pi^*$ employed a dynamic greedy algorithm to select the action that maximized $Q(s, a)$. A classical greedy-based action selection policy could be expressed as:

$$\pi^*(s|a) = \begin{cases} \arg \max_a Q(s,a), & 1 - \varepsilon \\ \text{random}, & \varepsilon \end{cases}$$  \hspace{1cm} (12)

where $\varepsilon$ is a greedy factor. In order to avoid being trapped in a local optimum, the agent randomly selected one modulation mode with a probability of $\varepsilon$ and selected the modulation mode that had the maximum Q-value with a probability of $1 - \varepsilon$.

In our dynamic greedy algorithm strategy, $\varepsilon$ gradually decayed by:

$$\varepsilon = \begin{cases} \varepsilon_{\text{decay}} \times \varepsilon, & \varepsilon > \varepsilon_{\text{min}} \\ \varepsilon_{\text{min}}, & \varepsilon \leq \varepsilon_{\text{min}} \end{cases}$$  \hspace{1cm} (13)

where $\varepsilon_{\text{decay}}$ is the decay coefficient of the greedy factor and $\varepsilon_{\text{min}}$ is the minimum value of the greedy factor.

In the early learning stages of the DQN, the greedy factor $\varepsilon$ was large. The agent could explore random actions with high probabilities to avoid local optimums. With the increase in the number of iterations, the greedy factor $\varepsilon$ became smaller and the probability of the agent exploring random actions decreased. So, the agent reduced the extent of exploration and better exploited the learning results, which enhanced the learning efficiency.
The dynamic $\epsilon$ could maintain balance between exploration and exploitation to improve the system convergence speed and the results.

Based on the above analysis, the experience replay, dual DNN structure and dynamic greedy algorithm strategy made the DQN more efficient and stabler when dealing with complex problems.

3.2.3. Improved LSTM-Enhanced DQN

In DQN-based AM, the relationships between the state-action pairs and the Q-values are trained by inputting CSI into fully connected deep neural networks. In complex UWA environments, the state of the environment is time-varying. A transmitter with a DNN-based DQN makes decisions based on the currently sensed channel state information, which makes the transmitter forget any previous information. Therefore, the accuracy of the decision-making is limited in nonlinear and partially observable time-varying UWA channels. Compared to the fully connected DNN structure, recurrent neural networks (RNNs) have an improved memory ability. In RNNs, the recurrent neurons in the hidden layer are not only related to the output of the previous layer but also to the output of the current layer in the previous time period. LSTM is a special RNN that solves the problem of gradient disappearances in RNNs. In this study, we employed an LSTM to enhance the learning ability of the DQN.

As shown in Figure 5, the DNN structure in LSTM-DQN-AM was improved by adding an LSTM layer before the first layer of the fully connected (FC) deep neural network. The state $s_t$ that consisted of the time series ESNR values was input into the LSTM of the DNN. After training, the Q-values that corresponded to the different actions were output.

$$\text{(14)}$$

$$y_t = \phi(w \cdot x_t + b)$$

where $w$ is the weight matrix of the hidden layer, $x_t$ is the current input matrix, $b$ is the bias term and $\phi$ is the activation function. From Equation (13), it can be seen that the output $y_t$ only depended on $x_t$. Therefore, for problems with complex temporal characteristics, the FC DNN could not track the temporal information.

Unlike the output of the FC DNN, the output of the LSTM network could be represented as:

$$y_t = \phi(w_s \cdot x_t + w_y y_{t-1} + b)$$

$$\text{(15)}$$

Figure 5. The LSTM-DQN network structure.
where \( w_x \) and \( w_y \) are the weight matrices and \( y_{t-1} \) is the output of the current layer at the previous time slot. It can be seen that the output was not only related to the input of the current time but also to the output of the previous time. The LSTM-enhanced DQN enabled the transmitter to effectively remember the previous states and extract the internal correlations, thereby enhancing the mapping effectiveness for the action-state pairs and rewards. For the UWA AM, it could finally achieve better action selection results by effectively learning from the partial available UWA CSI.

Figure 6 illustrates the structure of a single LSTM cell. The cell state \( c_t \) in an LSTM acts as a conveyor belt for data processing. An LSTM has three key gates, which control the cell states to optionally let information through: a forget gate, input gate and output gate. The gates consist of sigmoid neural net layers and pointwise multiplication operations. The three gates allow LSTM networks to save and update information in the long-term memory and the neural output acts as the short-term memory. The combination of long-term memory and short-term memory is the greatest advantage of LSTM networks in time series problems.

![Figure 6. The structure of an LSTM cell.](image)

Specifically for our LSTM-DQN-based AM, the channel state information \( s_t \) was the input for the LSTM network and the hidden state \( h_t \) was used to store information that was related to the channel states for the final output \( y_t \). For each time slot, the value of \( h_t \) was determined by the forget gate, the input gate and output gate and the cell state \( c_t \).

As shown in Figure 6, the forget gate was used to determine how much historical input state information to forget from the historical memory \( h_{t-1} \). The input gate layer decided which values were updated as \( i_t \) and a tanh layer created a vector for the new candidate values \( \tilde{c}_t \), which could be added to the cell state. Then, \( i_t \) and \( \tilde{c}_t \) were combined to update the cell state as \( c_t \). The output gate determined the output. The output was based on the cell state in a filtered version. A sigmoid layer decided which parts of the cell state were going to be output as \( o_t \). Then, the cell state went through the tanh layer to push the values to be between \(-1\) and \(1\) and multiplied the values by the output of the sigmoid gate to obtain new memory \( h_t \):

\[
o_t = \sigma(w_o \cdot [s_t, h_{t-1}] + b_o) \tag{16}
\]

\[
h_t = o_t \ast \tanh(c_t) \tag{17}
\]
where $w_o$ is the weight matrix of $o_t$ (which corresponded to $s_t$ and $h_{t-1}$ in the output gate) and $b_o$ is the bias term of $o_t$. Finally, based on $h_t$, we could obtain the output of the LSTM as:

$$y_t = w_y \cdot h_t + b_y$$  \hspace{1cm} (18)$$

where $w_y$ is the output weight and $b_y$ is the output bias.

With the updating of the LSTM unit, the complex temporal correlations that were hidden behind the partially observed UWA channels could be extracted and predicted, which could work well even with nonlinear channel variations.

The pseudocode of the proposed LSTM-DQN-AM is presented in Algorithm 1.

**Algorithm 1: LSTM-DQN-AM**

1: Initialize $M$, BER\text{threshold} for UWA AM system
2: Initialize $z$, $\epsilon$, $\alpha$, $\gamma$ for QL
3: Initialize $E$, $C_E$, $N_E$ for experience buffer
4: Initialize $\theta$, $\theta^*$, and $F$ of setting $\theta^* = \theta$ for dual neural network
5: Initialize $\epsilon_{\text{decay}}$, $\epsilon_{\text{min}}$ for dynamic greedy selection
6: Collect ESNR within $z$ time slots as initial state $s_1$ for learning
7: for time slot $t$ from 1 to $T$ do
8:   Input $s_t$ into LSTM FC DNN EvaluNet and output Q-values
9:   Select $a_t$ via dynamic $\epsilon$-greedy strategy, and update $\epsilon$ for next round
10:  Take the selected action $a_t$
11:  Observe feedback ESNR, $r_t$ at a new state $s_{t+1}$
12:  Define the channel state $s_{t+1}$ as a times serious of outdated ESNR as Equation (3)
13:  Store experience $(s_t, a_t, r_t, s_{t+1})$ into $E$
14:  Sample $N_E$ random mini-Batch from experience replay memory $E$
15:  Calculate the system loss $Loss(\theta)$ as Equations (9)–(11)
16:  Minimize $Loss(\theta)$ using SGD, and update weight matrix of EvaluNet $\theta^* = \theta$
17:  For every $F$ rounds, update weight of TargetNet by $\theta^* = \theta$
18: end for

4. Numerical Results

This section presents the numerical results that were used to evaluate the performance of the proposed LSTM-DQN-AM scheme. The system rewards were evaluated under the BER constraints and compared to those in other AM schemes. For convenience, the accumulated rewards were plotted, which were defined as the average values over the past $N_r$ time slots.

The parameter settings of the QL and the hyperparameters of the LSTM-DNN neural network are listed in Table 1.

**Table 1.** The hyperparameter settings of LSTM-DQN-AM.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Historical Length of State $z$</td>
<td>30</td>
</tr>
<tr>
<td>Discount Factor of Reward $\gamma$</td>
<td>0.95</td>
</tr>
<tr>
<td>Learning Rate $\alpha$</td>
<td>0.0001</td>
</tr>
<tr>
<td>Greedy Factor (Exploration Probability) $\epsilon$</td>
<td>from 0.9 to 0.00001</td>
</tr>
<tr>
<td>Capacity of Experience Buffer $C_E$</td>
<td>500</td>
</tr>
<tr>
<td>Number of Random Samples $N_E$ in Experience Buffer</td>
<td>32</td>
</tr>
<tr>
<td>Update Frequency $F$ of TargetNet</td>
<td>200</td>
</tr>
<tr>
<td>Number of FC DNN Layers</td>
<td>6</td>
</tr>
<tr>
<td>Number of Neurons in Each FC DNN Layer</td>
<td>64</td>
</tr>
<tr>
<td>Number of Neurons in LSTM Layer</td>
<td>128</td>
</tr>
<tr>
<td>Activation Function</td>
<td>ReLU</td>
</tr>
</tbody>
</table>
We compared the performance of the proposed scheme to those of the previously proposed AM schemes:

- **Threshold-AM**: Threshold switching AM with outdated feedback CSI [12];
- **QL-AM**: Q-learning-based AM with outdated feedback CSI [27];
- **LSTM-QL-AM**: Q-learning-based AM with LSTM-predicted CSI [30];
- **DQN-AM**: DQN-based AM with outdated feedback CSI [41];
- **LSTM-DQN-AM**: LSTM-DQN-based AM with outdated feedback CSI.

As the experimental data represented a realistic channel with nonlinear variations for a better evaluation of the AM schemes, the multiple AM schemes were compared using pool and sea experimental data.

In our experiments, the source information was a randomly generated bit sequence of 0 and 1. In practical applications, various information sources can be converted into digital sequences for transmissions.

As illustrated in Figure 2a, the transmitter initially triggered AM by sending out data using a randomly selected modulation mode. After the receiver received the data, it calculated the ESNR value according to its definition formula and then demodulated the received data. To guarantee the successful reception of the CSI, the estimated ESNR value and the demodulation result were fed back in the most robust modulation mode that the modem could support, i.e., BPSK. At the transmitter, $ESNR_{t-1}$ was combined with previous feedback ESNR values into channel state $s_t$ for reinforcement learning and the ESNR–BER was updated according to the demodulation result. To set up the duration of the time slot, the propagation delay information was needed. In the simulations, the propagation delays could be calculated using the communication distance and the propagation speed of sound. In our practical UWA network implementation, the delay could be tested using the message exchanges from the acoustic modems. Many commercial underwater acoustic modems have a range/delay function for experiments.

For reinforcement learning, it was hard to obtain BER directly online. Before online implementation, BER could be trained using a pre-tested dataset. In the experiments, we could obtain the rough ESNR–BER relationship under this channel condition. In the online stage, the ESNR–BER relationship was continuously updated, based on the actual received results.

### 4.1. Pool Experimental Results

The pool experiments were conducted in a non-anechoic water pool that was 25 m long, 6 m wide and 1.6 m deep. In the experiments, the depth of the transmitter and receiver was about 0.45 m. The distance between the transmitter and the receiver was 20 m. Figure 7 shows the estimated channel impulsive responses (CIRs). It can be seen from the figure that the CIR changed even within a small time interval. CIR variations in the time domain caused channel gain variations and eventually led to SNR variations.

For the communication system setup, the transmitter supported four modulation modes (which is the same as in reference [28]): BPSK, QPSK, 8PSK and 16QAM. The carrier frequency was 20 kHz and the duration of one modulation symbol was 0.5 ms. The one-trip propagation delay was about 26 ms.
The system objective was to maximize the reward for higher throughput while maintaining the BER quality of service. From the reinforcement learning point of view, Figure 8 shows the reward performance of the multiple AM methods. A numerical comparison of the reward values is listed in Table 2. Figure 9 shows the BER performances of the multiple AM methods. From the communication point of view, Figure 10 shows the throughput of the multiple AM methods. The duration of each time slot mainly consisted of a one-trip transmission delay and the symbol duration. Especially in underwater acoustic channels, the propagation speed of sound is only about 1500 m/s. The one-trip transmission delay was usually much larger than the symbol duration, which affected the throughput results. For comparison across multiple communication scenarios, we defined the normalized throughput in bit/symbol as a unified metric, which meant that the average effective throughput could be achieved by transmitting a symbol. Figure 11 shows the number of successfully received bits per symbol after completing an action in each iteration $t$.

As shown in Figure 8, the proposed LSTM-DQN-AM had a higher reward after convergence than the other methods and delivered the fastest convergence speed. It was also the closest to the theoretical optimum value. The optimum value was calculated using perfect channel state information to select the modulation mode with the highest data rate under the BER constraints. The reward performance of the various learning-based schemes was LSTM-DQN-AM $>$ DQN-AM $>$ LSTM-QL-AM $>$ QL-AM. As shown in Table 2, the long-term reward of the LSTM-DQN-AM scheme was 54% higher than that of DQN-AM, 60% higher than that of LSTM-QL-AM and 241% higher than that of QL-AM.

As shown in Figure 8, the reward of the proposed LSTM-DQN-AM outperformed that of the DQN-AM scheme [41]. LSTM-DQN-AM converged faster than the DQN-AM algorithm and the curve was more stable after convergence. This benefited from the additional recurrent neural network structure, so LSTM-DQN-AM could selectively and recurrently process the historical CSI to better track channel variations. Even when taking imperfect and/or outdated CSI as input, LSTM-DQN could map the relationships between the state-action pairs and rewards well.
Figure 8. The rewards from the AM schemes in the pool experiments.

Table 2. A comparison of the rewards of the different AM schemes in the pool experiments.

<table>
<thead>
<tr>
<th>AM Scheme</th>
<th>Compared AM Scheme</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-DQN-AM</td>
<td>DQN-AM</td>
<td>54</td>
</tr>
<tr>
<td>LSTM-DQN-AM</td>
<td>LSTM-QL-AM</td>
<td>60</td>
</tr>
<tr>
<td>LSTM-DQN-AM</td>
<td>QL-AM</td>
<td>241</td>
</tr>
</tbody>
</table>

As shown in Figure 8, the reward of the proposed LSTM-DQN-AM also outperformed LSTM-QL-AM [30], even though LSTM-QL-AM employed additional LSTM-based channel prediction. As the LSTM-DQN method jointly integrated an LSTM network into a DQN, the channel prediction and mode selection were jointly optimized. While in LSTM-QL-AM, the channel prediction and learning were two separate processes. For the DQN-based method, it was not necessary to employ a separate channel prediction process.

As shown in Figure 8, the proposed LSTM-DQN-AM performed better reward than the QL-AM scheme, which was proposed in [27] for UWA adaptive communication. The Q-table in QL-AM could only handle a low-dimensional finite number of states. The deep neural network in the DQN replaced the Q-table, so high-dimensional multi-feature CSI input could be processed for a more comprehensive representation of the UWA channels. Therefore, LSTM-DQN-AM could train the relationships between the state-action pairs and Q-values more effectively than QL-AM.

As shown in Figure 8, when comparing the reward of DQN-AM to those of QL-based methods, the DQN outperformed LSTM-QL-AM and QL-AM after convergence. As the deep network had better mapping abilities to express the relationships between the Q-learning and the actual UWA environment, the accumulated reward of the whole process was higher than that of the QL-based methods (although the DQN took more rounds to find the optimum solution before convergence). Since the QL-based AM could only update Q-tables with a limited capacity, it was difficult to achieve the optimal solution.

As shown in Figure 8, when comparing the two QL-AM schemes with and without channel prediction, it could be seen that the method with additional channel prediction was better than the single QL-AM. As it was combined with an LSTM for channel prediction, LSTM-QL-AM could acquire more accurate CSI for Q-table training, which ultimately led to better convergence results.
As shown in Figure 8, all of the learning-based AM methods outperformed the threshold-based AM with outdated feedback. Due to the long propagation delays and the time-varying features of UWA channels, the learning agent could only receive outdated CSI. The received outdated CSI did not match the actual data transmission CSI. The direct use of outdated CSI was inefficient for AM in UWA channels. Q-learning could map the relationships between the outdated CSI and the transmission results, which produced better selection results and reward performances than threshold-based AM. Through the improved structure of the deep neural network, the performance of the DQN-based methods could be further improved compared to the QL schemes.

Specifically, as shown in Figure 8, the convergence curve of QL-AM had a performance degradation between the 900th and 1100th time slots. This performance degradation was caused by the suddenly appearing channel variations. The variations in the realistic UWA channels could occur in nonlinear fashions. QL-based methods or linear-assumed systems could not handle these channel variations well, resulting in performance degradations in UWA AM. Benefiting from a deep neural network and a recurrent neural network, the reward performance of LSTM-DQN-AM remained robust in the face of complex channel variations. Unlike Q-learning, which only had a single CSI input, LSTM-DQN had outdated CSI sequences as the input, so the channels could be sufficiently learned and the dual deep neural network and experience replay structure in LSTM-DQN also enhanced the system’s stability. In particular, LSTM-DQN incorporated an LSTM network with the capability to remember historical input sequences, which helped to extract and predict the complex hidden correlations from partially observable CSI.

Figure 9 shows the BER performances during the learning processes using the pool experimental data. It can be observed that as the number of iterations increased, the BER of the learning-based methods gradually decreased, which could then meet the requirements of the target values. However, the BER of the threshold-based scheme did not degrade below $BER_{\text{threshold}}$. Due to the threshold-based AM employing outdated CSI for its decision-making, it produced ineffective AM selection. The learning-based AM method could learn from outdated CSI for decision-making as the learning process could map the relationships between the outdated CSI and the system rewards. The BER of LSTM-DQN-AM had the fastest convergence speed. It was the first to converge below the BER threshold and it was the most stable after convergence compared to the other learning-based methods. Similar to the reward performance, the BER performance of QL-AM also had fluctuations between the 900th and 1100th time slots, while LSTM-DQN-AM produced a robust BER throughout the whole learning process.

As shown in Figure 9, in the initial stages, the BER performance of LSTM-QL-AM was better than that of QL-AM and DQN-AM, which directly adopted outdated CSI. LSTM-QL-AM used an independent prediction model to predict the current CSI using the outdated CSI sequences and then utilized the prediction CSI as the input for the Q-learning algorithm. Compared to QL-AM and DQN-AM, the improved performance of LSTM-QL-AM in the initial stages was due to the mode selection being based on predicted CSI. The proposed LSTM-DQN-AM also employed an LSTM network and DNN to learn the channels and could map the Q-values more accurately. Therefore, it could obtain a good BER performance in the initial stages.

Figure 10 shows the normalized effective throughput of the AM methods in the pool experiments. The proposed UWA AM adopted a time slot structure and the length of the time slots was related to the propagation delays. Therefore, effective throughput was not only related to successfully received bits but also to the slot length that was determined by the channel propagation delay. We normalized the throughput in bits per symbol, which represented the average successfully received bits per symbol and provided a consistent metric for comparison at different communication distances. In Figure 10, the x-axis represents the $t$-th slot and the y-axis represents the normalized effective throughput in bits/symbol. Similar to the reward results in Figure 8, our proposed LSTM-DQN-AM outperformed the other AM methods. After calculation, the throughput of LSTM-DQN-
AM was 5.53% higher than that of DQN-AM, 50.56% higher than that of LSTM-QL-AM and 62.12% higher than that of QL-AM.
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**Figure 9.** The BER of the AM schemes in the pool experiments.

![Figure 10](image2.png)

**Figure 10.** The throughput of the AM methods in the pool experiments.

The results in Figure 10 also prove that the optimization of the rewards in the DQN corresponded to a better throughput performance. The difference was that the rewards had negative values as a penalty factor in RL to encourage the better selection of actions. The throughput values were all positive numbers, so the fluctuations appeared to be relatively small. For example, the reward of Threshold-AM was mostly negative (shown in Figure 8), which was caused by the penalty for transmission failures. For throughput, failed transmissions corresponded to zero bits, so the throughput curves were over 0 and closer to each other.

For a detailed description of the AM reception per time slot, the number of successful bits per symbol in each slot is shown in Figure 11. The x-axis represents the t-th time slot and the y-axis represents the successfully received bits per symbol per time slot. Due to
the limitations of the experiments, a single-carrier modulation was employed for the AM (0 indicated that the transmission failed). The successful receiving of BPSK, QPSK, 8PSK and 16QAM corresponded to 1, 2, 3 and 4 bits per symbol, respectively. Note that the data could be transmitted in a packet train using multiple symbols. Again, the normalized expression provided a consistent metric for comparison.
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Figure 11. The received number of bits in the AM schemes in the pool experiments.

During the AM mode selection, when the channel conditions were poor, the AM systems selected a low-order modulation method with lower bit rates to maintain reliable communication. On the contrary, in good channel conditions, the systems selected high-order modulation with higher bit rates to improve the system throughput. As shown in Figure 11, the theoretical scheme had no transmission failures and selected the modulation mode with a high bit rate, according to the ideal CSI while guaranteeing the BER. In the early stages, LSTM-DQN-AM converged faster than the other schemes, which corresponded to fewer failures and the more frequent selection of higher-order modulation modes under the BER constraints. After convergence, our proposed LSTM-DQN-AM had no transmission failures. This indicated that LSTM-DQN-AM could better match the time-varying channel states in the pool experiments using adaptive selection.

It can also be observed from Figure 11 that the other adaptive schemes had more failed transmissions. The reason for this was that the transmitters selected higher-order modula-
tion methods with low ESNR values, so the data could not be demodulated successfully. At
the same time, compared to LSTM-DQN-AM, the number of high-order modulation modes
that were selected by the other AM schemes was small. The reason was that in the case of
high ESNR values, the other methods selected relatively low-order modulation methods.
Although their selection could meet the BER constraint, it was a waste of the spectrum and
resulted in a low throughput.

As can be seen from Figure 11, the threshold-based AM that used outdated CSI
produced a large number of failures because the outdated CSI was ineffective for AM
decisions. For the learning-based methods, the number of failed transmissions decreased
with the iterations of learning after convergence.

4.2. Sea Experimental Results

The sea experiments were conducted in a shallow seawater area in Wuyuan Bay,
Xiamen, China. The communication distance was about 640 m and the transmitter and
receiver were placed 4 m below the water. As with the pool experiments, the transmitter
supported four modulation modes: BPSK, QPSK, 8PSK and 16QAM. The carrier frequency
was 20 kHz and the duration of one modulation symbol was 0.5 ms. The one-trip propaga-
tion delay was about 850 ms. The recorded data and channel state information were used
for the performance evaluation of the AM schemes. Figure 12 shows the estimated channel
impulsive responses (CIRs). The structures of the CIRs were more complex and the channel
variations were more obvious than in the pool experiments.

![Figure 12. The channel impulsive responses in the sea experiments.](image)

The reward curves of the various AM methods are shown in Figure 13. The proposed
LSTM-DQN-AM obtained higher rewards than the other methods, had the best convergence
speed and was closest to the theoretical value. The reward curve of LSTM-DQN-AM was
also the smoothest after convergence. Similar to the pool experimental results, the reward
performance of the various schemes was LSTM-DQN-AM > DQN-AM > LSTM-QL-AM
> QL-AM. As shown in Table 3, the long-term reward values of LSTM-DQN-AM and the
other methods were compared computationally. The reward of LSTM-DQN-AM was 37%
higher than that of DQN-AM [41], 50% higher than that of LSTM-QL-AM [30] and 104%
higher than that of QL-AM [27].
Figure 13. The rewards of the AM schemes in the sea experiments.

Table 3. A comparison of the rewards of the different AM schemes in the sea experiments.

<table>
<thead>
<tr>
<th>AM Scheme</th>
<th>Compared AM Scheme</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM-DQN-AM</td>
<td>DQN-AM</td>
<td>37</td>
</tr>
<tr>
<td>LSTM-DQN-AM</td>
<td>LSTM-QL-AM</td>
<td>50</td>
</tr>
<tr>
<td>LSTM-DQN-AM</td>
<td>QL-AM</td>
<td>104</td>
</tr>
</tbody>
</table>

The BER curves of the various AM methods are shown in Figure 14. The results also demonstrated in the same trend as those from the pool experiments. LSTM-DQN-AM had the fastest convergence speed and the most stable performance. Except for the threshold switching-based AM method, the other intelligent learning algorithms could meet the BER constraints after convergence. In addition, we observed that the BER of the learning-based AM method was sometimes even lower than the theoretical value. The theoretical optimum reward calculation was based on perfect channel state information and the selection of the modulation mode with the highest data rate under the BER constraints. The corresponding BER with the selected mode was also calculated. Whereas in the Q-learning process, the transmitter could select a modulation bit level that was too low for a certain SNR. This selection resulted in lower data rates and lower BER values than the optimum solution.

In particular, as can be seen from Figures 13 and 14, the theoretical reward and BER in the sea experiments varied more intensively than those in the pool experiments. This was caused by the complex variations in the sea channels themselves. Although the sea experiments were challenging, the proposed LSTM-DQN-AM method still achieved the best and most robust performance.

Figure 15 shows the throughput performances in the sea experiments. Similar to the pool experimental results, LSTM-DQN-AM had the best throughput performance. LSTM-DQN-AM could select high-order modulation modes and meet the BER constraints using the feedback CSI, resulting in a high throughput performance. The throughput of LSTM-DQN-AM was 10.5% higher than that of DQN-AM, 26.7% higher than that of LSTM-QL-AM and 45.4% higher than that of QL-AM. The throughput could not reach the same level as the theoretical curve as the variations in the sea channels were much more severe than those in the pool. The proposed LSTM-DQN-AM method achieved a better performance than the other schemes, whether in the pool with relatively slow time
variations or in the sea with severe channel variations, and its performance was the closest to the ideal solution.

![Figure 14. The BER of the AM schemes in the sea experiments.](image1)

Figure 14 shows the number of successfully received bits per symbol in each time slot in the sea experiments. The learning result of LSTM-DQN-AM was the closest to the ideal scheme. Compared to the other methods, LSTM-DQN-AM had fewer failures and the more frequent selection of higher-order modulation modes under the BER constraints. After the 700-th time slot, the transmission of LSTM-DQN-AM rarely failed. LSTM-DQN-AM had an excellent learning ability to select the appropriate modulation mode that matched the channel state, so its performance was more stable than those of the other methods.

![Figure 15. The throughput in the sea experiments.](image2)
5. Discussion

In this paper, we proposed an adaptive modulation for UWA, which was based on deep reinforcement learning. The scheme aimed to improve system throughput under BER constraints in UWA channels with time-varying and long propagation delay characteristics. Specifically, a DQN-based AM structure was used to map the relationships between the state-action pairs and rewards by inputting sequential outdated feedback CSI. An LSTM neural network layer was added to the DNN in the DQN structure to enhance its ability to track the historical CSI in order to mitigate the decision bias that was caused by the partially observable CSI. The results and findings of this paper are discussed in the following section.

This paper focused on the adaptive modulation of UWA communication that was based on deep reinforcement learning in order to deal with high-dimensional CSI inputs for more accurate learning results. In the research area of RL-based UWA adaptive modulation, previous investigations [27–30] have only set one single input CSI as the state of reinforcement learning. The use of approach made the construction of Q-tables with smaller state spaces easier. In traditional RL, high-dimensional inputs produce more comprehensive information for learning but suffer from dimensionality. The DQN methods combined a DNN with QL to map the relationships between the state-action pairs and rewards using deep neural networks without the need to build very large Q-tables that are difficult to converge. Furthermore, the dual deep neural network structure, experience replay and dynamic greedy algorithm strategy made the DQN more efficient at dealing with complex problems and achieved higher rewards than QL. From multiple experimental results, it could be seen that the two DQN-based AM methods (LSTM-DQN-AM and DQN-AM) were more robust and could achieve higher rewards than the two QL-based methods (LSTM-QL-AM and QL-AM). The DQN-based AM outperformed QL, as the DNNs had the ability to handle high-dimensional time series. Combined with a DNN, the DQNs offered a potential solution for reinforcement learning when dealing with high-dimensional data.
To enhance the performance of AM in complex UWA environments, this paper proposed LSTM-DQN-AM. Compared to the DQN-AM scheme with an FC DNN that was proposed for wireless radio communication in [40,41], the proposed LSTM-DQN-AM for UWA communication combined LSTM networks. It had a powerful ability to extract channel state information and express the relationships between learning factors and realistic complex environments. In DQN-AM, the relationship mapping of QL adopted a traditional FC DNN, although UWA CSI was only partially observed because it was affected by factors such as channel variations, estimation errors, feedback errors and outdated feedback errors. LSTM had the advantage of selectively remembering input information from both long-term and short-term memory, which could mitigate the decision bias that was caused by the partially observable UWA CSI. A diagram of LSTM-DQN-AM is shown in Figure 4 and the processing of LSTM-DQN is described in Section 3.2.3. The reward results from the pool and sea experiments are shown in Figure 8 and Figure 13, respectively. The results showed that the proposed LSTM-DQN-AM method outperformed DQN-AM [40,41] under multiple channel conditions. The results also indicated that the integration of an LSTM and a DNN enhanced the system’s ability to extract information that was hidden within time series data and produced a better and more robust performance than that of an FC DNN. This method could be employed in various UWA application scenarios in complex and varying UWA channels.

In underwater acoustic channels, the outdated feedback CSI does not match that of the actual channel, which severely degrades the performance of AM schemes. One typical approach to address this is channel prediction, which employs a specific model to predict the current CSI using the outdated measurements for further decision-making. LSTM networks have a unique forget gate, input gate and output gate structural design, which can play a role in channel prediction through the input of time series CSI. In LSTM-QL-AM [30], LSTM was employed for channel prediction to predict ESNR values at data transmission times using outdated feedback. The Q-learning algorithm was then used in the AM for mode selection. In this paper, the proposed LSTM-DQN used the advantages of both the DNN and LSTM to predict the Q-values of current time slots from outdated CSI sequences. It jointly played the roles of channel prediction and Q-value mapping. In comparison to the separate processes with their accumulated errors, the joint process of channel prediction and adaptive modulation could achieve global optimization results. From the pool and sea experimental results, it could be seen that the LSTM-DQN-AM method achieved higher and more robust throughput than LSTM-QL-AM, as shown in Figures 10 and 15. Compared to the separate design, the joint optimization of multiple communication modules using deep learning could achieve optimal results.

6. Conclusions

In this paper, UWA AM was investigated by considering outdated and partially available CSI, which is caused by complex channel variations and long propagation delays. The feedback CSI from transmitters usually cannot match the actual CSI in time-varying UWA channels. Therefore, we proposed the LSTM-DQN-AM scheme to train the relationships between channel states and performance and perform optimum mode selection using deep reinforcement learning. The proposed scheme avoided direct decision-making methods that are based on feedback or predicted channels and played the joint roles of channel tracking and decision-making. Through the integration of an LSTM and a DQN, it could capture channel information from CSI sequences. It could effectively learn optimal actions, even when the available CSI was outdated. Both pool and sea experimental results showed that our proposed scheme could improve system throughput while maintaining BER constraints. Compared to the DQN-AM scheme, the proposed LSTM-DQN-AM had a powerful ability to extract channel state information and express the relationships between learning factors and realistic complex UWA environments. In the sea experiments, the throughput of LSTM-DQN-AM was 10.5% higher than that of DQN-AM. Compared to the separate channel prediction scheme, LSTM-DQN-AM performed a joint learning
process and produced a 26.7% throughput improvement compared to LSTM-QL-AM in the sea experiments. Compared to QL-AM, LSTM-DQN-AM exploited the advantages of deep neural networks and recurrent neural networks to process high-dimensional CSI, which produced a throughput that was 45.5% higher than that of QL-AM in the sea experiments. After convergence, both the rewards and the BER values of LSTM-DQN-AM were the most stable. In addition, when there were channel fluctuations, the rewards and BER values of LSTM-DQN-AM were still the most robust. In future research, we will extend this approach to a mobile scenario with mixed modulation modes.
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Abbreviations
The following abbreviations are used in this manuscript:

- UWA: Underwater Acoustic
- AM: Adaptive Modulation
- CSI: Channel State Information
- OFDM: Orthogonal Frequency Division Multiplexing
- OFDMA: Orthogonal Frequency Division Multiple Access
- CNN: Convolutional Neural Network
- LSTM: Long Short-Term Memory
- ESNR: Effective Signal to Noise Ratio
- SNR: Signal to Noise Ratio
- ML: Machine Learning
- BER: Bit Error Rate
- PSK: Phase-Shift Keying
- A-kNN: Attention-Aided K-Nearest Neighbor
- AMC: Adaptive Modulation and Coding
- RL: Reinforcement Learning
- DDPG: Depth-Determined Policy Gradient
- DRL: Deep Reinforcement Learning
- DNN: Deep Neural Network
- DQN: Deep Q-Network
- MDP: Markov Decision Process
- FC: Fully Connected
- EvalNet: Evaluation Network
- TargetNet: Target Network
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